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Phosphatidylinositol-3-phosphate (PI(3)P) is concentrated on endocytic and autophagic vesicles and recruits effector proteins critical for these processes. In an effort to understand the phosphatase regulation of PI(3)P, we performed an RNA interference (RNAi) screen and found that knockdown of PTPRS (PTPsigma), a dual-domain protein tyrosine phosphatase (PTP), increases cellular PI(3)P and hyperactivates both constitutive and induced autophagy. We have found that PTPsigma localizes to PI(3)P-positive membranes in cells and its vesicular localization is enhanced during autophagy. Furthermore, PTPsigma is proteolytically processed from its location at the cell surface into a membrane-bound C-terminal fragment, which appears to be targeted to the lysosome. Taken together, our findings propose a novel role for PTPsigma and provide insight into the regulation of PI(3)P and autophagy. Intriguingly, we have previously demonstrated that RNAi-mediated knockdown of PTPsigma confers chemoresistance to cancer cells in culture. In addition, reduced expression of PTPsigma was found during the progression from primary prostate cancer to metastatic disease. Accordingly, our central hypothesis is that autophagy is activated in the absence of PTPsigma as a mechanism of chemoresistance, thereby densensitizing prostate cancer cells to chemotherapeutic stress and supporting disease progression.
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INTRODUCTION:
The concept of prostate tumor development as a multi-step process has been well documented. Analysis of human prostate cancer specimens has revealed a variety of deviant tissue states, from early carcinomas and highly malignant tissue, to invasive carcinoma and distant metastases. The many steps of prostate cancer tumor progression are evident from the accumulation of mutant genes in cells as they evolve from a benign to a malignant state. The loss of PTEN (chromosome 10q), pRB (chromosome 13q) and p53 (chromosome 17p) is coupled with a large percentage of tumors harboring Myc amplifications, AR mutations and Bcl-2 overexpression [1-4]. In agreement with this, our data indicate a stage or metastasis-dependent loss of PTPsigma (PTPRS) mRNA. Importantly, we have previously discovered that loss of PTPsigma expression promotes resistance to several chemotherapeutics [5]. In the work supported by this grant, we have demonstrated that loss of PTPsigma hyperactivates autophagy, a cell survival program that promotes cell survival and drug resistance. Taken together, these data suggest that PTPsigma may be involved in prostate progression, perhaps through activation of autophagy-mediated chemoresistance after loss of PTPsigma.

Here, we summarize our efforts to investigate the role of PTPsigma in autophagy and prostate cancer progression throughout the entire funding period. Figures referenced for all tasks outlined in the Statement of Work include unpublished data (Figures 1-6 in the Supplementary Data) as well as those published within the articles attached in the Appendix [4, 6-8]. In addition, we make reference to data presented in prior annual reports.

BODY:
Aim #1: Identify the catalytic mechanism whereby PTPRS regulates PI(3)P levels.
We first uncovered a role for PTPsigma in PI(3)P signaling when we observed that PTPsigma knockdown significantly increased the abundance of PI(3)P-positive vesicles in cells (Fig. 1 of [5]). This observation, and subsequent experiments, led to the hypothesis that PTPsigma may control PI(3)P through direct dephosphorylation. To test this hypothesis, we generated recombinant PTPsigma in both wildtype and catalytically inactive protein tyrosine phosphatase (PTP) domains. Specifically, we utilized site-directed mutagenesis to introduce point mutations into the D1 (C1589S), D2 (C1880S), and both D1 and D2 PTP domains (task 1). These mutations were sequence-verified and characterized for phosphatase activity in vitro (task 2). In addition to inserting these constructs into mammalian expression vectors, used throughout most of the work presented here, each construct was subcloned into bacterial vectors (pGEXKG) for recombinant protein purification. We enzymatically characterized PTPsigma using a colorimetric phosphatase substrate, pNPP, and determined its Km towards this substrate to be ~ 250 µM, very similar to a well-characterized PTP, PTP1B (Fig. 1A-C of 2012 Annual Report). To determine which domain (D1 or D2) of PTPsigma this activity could be attributed to, we measured the activity of wildtype or mutant PTPsigma using a phospho-tyrosine (pTyr) peptide and malachite green free phosphate detection. We confirmed that the catalytic activity resides exclusively within the D1 domain (Fig. 1D of 2012 Annual Report). In contrast to PTPsigma activity towards protein substrates, we have failed to detect robust PI(3)P-phosphatase activity after extensive investigation using standard lipid phosphatase assays (Fig. S3 of [6]).

This finding has prompted us to explore alternative hypotheses, as outlined in Potential Pitfalls and Alternative Approaches of Aim 1. Specifically, we have determined that PTPsigma
knockdown increases the abundance of several tyrosine-phosphorylated proteins in U2OS cells. The identity of such proteins, which represent potential substrates of PTPsigma, can be pursued using mass spectrometry, a technique we have recently utilized [7]. In this study, we confirmed the endocytic localization of PTPsigma, consistent with our observations that it regulates cellular PI(3)P dynamics [7]. In addition, we have utilized recombinant protein substrate trapping techniques to enrich for proteins that associate with the D1 active site of PTPsigma. We are actively investigating the hypothesis that PTPsigma may elicit its control of PI(3)P by directly regulating VPS34 or a VPS34-associated protein. These experiments are ongoing and the focus of new laboratory projects.

Next, we sought to investigate the hypothesis that loss of PTPsigma hyperactivates autophagy. To this end, we have completed a number of autophagy assays including LC3 Western blots (task 4) and immunofluorescence for endogenous LC3 (task 5) (Figs. 1, 2, S2 of [6]). We have monitored autophagic vesicles by electron microscopy (task 6) at the Michigan State University Center for Advanced Microscopy (Fig. 3 of [6]). We have also quantified the number of autophagic vesicles per cell, for both cells containing wild-type PTPsigma and those subjected to siRNA-mediated knockdown of PTPsigma (task 7) (Figs. 2, S2 of [6]). This work is described in more detail within the attached referenced article [6]. Of note, the development and refinement of these assays allowed us to contribute to a collaborative manuscript [8].

With this data and model in place, we began to investigate the contribution of PTPsigma to autophagy in prostate cancer. We began by surveying a panel of metastatic prostate cancer cell lines for their relative level of autophagic flux. We measured LC3-II formation and turnover under conditions of basal and induced autophagy in PC3, DU145, LNCaP, and C4-2B cells (Fig. 2A-B of 2012 Annual Report). The results of these experiments suggest that a) PC3 cells contain abundant LC3 that is conjugated to autophagic vesicles (processed into LC3-II) and delivered to lysosomes; b) DU145 cells, in our hands, fail to form LC3-II in response to autophagy stimuli or lysosome inhibition; c) LNCaP and the spontaneously metastatic derivative, C4-2B, have similar levels of dynamic autophagic flux as determined by LC3-II formation and accumulation upon lysosome inhibition. Consistent with our data, a recent publication reported a similar autophagic defect in DU145 cells, which they determined was a result of a lack of full-length ATG5 expression, an autophagy protein required for LC3 conjugation [9]. We proposed to focus on C4-2B cells in vivo because this line forms primary prostate tumors and metastasizes to the lungs and bone within 10 weeks of injection in SCID mice [10-13]. The functional autophagy observed in C4-2B cells supports this choice as a model as we investigate autophagy in prostate cancer in vivo. To begin to establish the role of PTPsigma in C4-2B cells, we again used LC3 immunoblotting to analyze autophagic flux. As in U2OS cells, we found that loss of PTPsigma caused an increased accumulation of endogenous LC3 in response to lysosome inhibition, consistent with a hyperactivation of autophagy (Fig. 2C of 2012 Annual Report). For this Aim, the task 3 includes testing the mutants in C4-2B cells to determine the necessity of the active site in prostate cancer cells, as compared to immortalized normal PEC36 prostate cells. We generated stable cell lines lacking PTPsigma expression (by shRNA) or exogenously expressing PTPsigma (wild-type or active site mutants). Western blot analysis was used to confirm the desired PTPsigma expression in these lines (Fig. 1A-B).

It is important to note that we developed several small molecule inhibitors of PTPsigma [4]. These compounds directly inhibit the catalytic activity of PTPsigma in vitro, and ongoing efforts
are aimed to improve the selectivity of these agents while assessing their utility in cells. These molecules may serve as useful chemical tools for our continued investigations into the role of PTPsigma in prostate cancer progression.

**Aim #2: Determine the regulation and subcellular localization of PTPRS during autophagy.**

In order for PTPsigma to regulate PI(3)P dynamics and autophagy, it must become internalized from the cell surface to be in proximity of PI(3)P-positive vesicles. PTPsigma has been previously reported to shed its ectodomain and internalize from the cell surface as a membrane-bound C-terminal fragment (CTF) [14]. The intracellular destination of this CTF, and any further processing to a soluble intracellular domain (ICD), has not been studied. We aimed to determine if PTPsigma exists as a CTF and/or ICD in our cell model, and if autophagy induction triggers proteolytic changes in PTPsigma.

To this end, we expressed full-length untagged exogenous PTPsigma in U2OS cells and used western blots to determine the presence of all potential fragments— the pro-subunit, P-subunit, CTF, and ICD—each distinguished by a unique molecular weight of ~170 kDa, 85 kDa, 76 kDa, and 72 kDa, respectively (**task 1; Fig. 3 of 2012 Annual Report**). Because processing into each of these forms occurs upstream of the D1 domain, we used a D1-directed antibody for detection. First, we analyzed basal processing of PTPsigma which occurs during normal growth conditions. We found that PTPsigma exists predominantly as a full-length pro-subunit and as a cell surface-expressed P-subunit. When lysosomes were inhibited with bafilomycin A1 (BafA1), a smaller band of a molecular weight consistent with a CTF appeared within 15 to 30 minutes and accumulated kinetically. To determine if this fragment was in fact processed from the P-subunit, we inhibited extracellular metalloproteases responsible for P-subunit-to-CTF processing using a small molecule inhibitor, Batimastat [15]. In contrast to the vehicle control, cells pre-treated with Batimastat failed to produce this fragment, supporting its identity as a processed P-subunit fragment, likely a CTF. To determine if PTPsigma processing is altered during autophagy induction, we kinetically starved cells of amino acids and probed for PTPsigma fragments. Starvation induced the generation of a novel PTPsigma fragment of lower molecular weight than the putative CTF. When cells were concurrently starved of amino acids and treated with BafA1, the apparent CTF accumulated once again, but this smaller fragment did so only slightly if at all. This suggests that although the membrane-bound CTF is degraded in the lysosome, this novel fragment is likely not regulated in the same manner. Importantly, we have also observed the same accumulation of the PTPsigma CTF in response to lysosome inhibition in C4-2B cells, suggesting this processing is also relevant in prostate cancer cells (**Fig. 3**).

We monitored PTPsigma localization using standard immunofluorescence microscopy. We introduced full-length, untagged PTPsigma into both U2OS and C4-2B cells and followed the C-terminus using D1-targeted monoclonal antibodies (**task 5**). This was a refinement of the original approach using C-terminal V5-tagged PTPsigma. We compared PTPsigma distribution to both EGFP-2xFYVE and RFP-labeled LC3 to find PTPsigma on both PI(3)P and LC3-positive vesicles (**task 6** (**Figs. 4, 5, S3 of [6])**). We assessed the enrichment of PTPsigma in an autophagic fraction during autophagy by comparing cells cultured in full nutrients to those starved of amino acids (**task 8**). We hypothesized that PTPsigma would be similarly localized to intracellular vesicles in C4-2B cells and tested this prediction. Again, full-length untagged PTPsigma was transfected into C4-2B cells and its localization assessed by immunostaining with
D1-targeted antibodies. We observed wildtype PTPsigma to localize in a perinuclear compartment, likely representing the ER and/or golgi where it is produced and processed, as well as numerous intracellular vesicles. Introduction of an inactivating mutation in the D1 active site (C1589S) did not affect the localization of PTPsigma. As observed in U2OS cells, treatment with the lysosome inhibitor, Bafilomycin A1, increased the abundance of vesicular PTPsigma, suggesting PTPsigma may normally be turned over in the lysosome (Fig. 4 of 2012 Annual Report). Finally, we completed numerous autophagy assays which we will continue to pursue in prostate cancer cells (task 2, task 3, task 4) (Fig. 2C of 2012 Annual Report; Figs. 1-3, S2 of [6]).

Task 7 includes the isolation of autophagosomes by differential centrifugation from cells. We optimized this protocol and confirmed the identity of fractions. We feel our extensive immunofluorescent assays have localized PTPsigma to intracellular compartments sufficiently and do not see the value in conducting the immunogold electron microscopy (task 9-10). When using primary and secondary antibodies labeling, an inherent limitation is that the gold particle can be over 30 nm away from the site to which the primary antibody is bound; therefore, the precise location of PTPsigma would not be further elucidated.

Specific Aim #3: Establish the role of PTPRS in prostate cancer chemoresistance.
The purpose of this Aim is to evaluate the role of PTPsigma in prostate cancer chemoresistance using an androgen-independent C4-2B metastatic model of prostate cancer. We originally proposed to generate stable C4-2B cell lines expressing EGFP; however, we modified this approach to use a more sensitive in vivo tracer (task 1). We obtained a C4-2B cell line stably expressing luciferase (C4-2B-luc) from Dr. Evan Keller, who has successfully used this and similar lines to investigate prostate cancer using murine models [16]. The luciferase expressed in cells utilizes a luciferin substrate to catalyze a light-producing reaction. This emitted light can be detected and quantified by bioluminescent imaging (BLI), which we have purchased during this award period and optimized in our Small Animal Imaging Facility.

We established stable C4-2B-luc cell lines with altered PTPsigma expression. In addition to a C-terminal fragment of PTPsigma (Fig. 1A), we introduced full-length PTPsigma into C4-2B-luc cells using viral vectors and infection (Fig. 4D of 2012 Annual Report). Both the pro-subunit and P-subunit can be easily detected by immunoblotting, above the endogenous level which is very low, as we would predict for a metastatic prostate cancer cell line. These constructs are present in both wildtype and catalytically inactive (D1, D2, or both D1 and D2) forms. To complement exogenous expression studies, we stably introduced shRNA constructs targeting PTPsigma into C4-2B-luc cells. As observed with two unique shRNA sequences, we can effectively reduce the level of endogenous PTPsigma (Fig. 1B). These cell lines have been characterized for growth and autophagic properties in vitro and are critical for use in vivo, as described below.

We completed a series of in vivo studies to optimize the orthotopic injection of C4-2B-luc cells into the prostate gland of athymic nude mice (task 2). While optimizing surgical technique to ensure the safety and recovery of animals, we determined that 1x10^6 cells, prepared individually in separate syringes for each animal, yields robust and consistent tumor growth. Tumors can be detected within 2 weeks post-injection and we observed a 100% take-rate for tumor initiation.
We monitored tumor growth using both ultrasound and BLI. Specifically, we used the dimensions derived from ultrasound images to calculate and monitor tumor volume as a function of time, out to 9 weeks post-injection (Fig. 5A-B of 2012 Annual Report). Similarly, we imaged animals using BLI through 9 weeks post-injection and plotted RLU across time (Fig. 5C-D of 2012 Annual Report). We observed a positive correlation between BLI measurements and ultrasound dimension, fostering confidence in using BLI as a primary method to monitor tumors throughout the remainder of the study.

Tumors from mice were harvested and used to optimize immunohistochemistry (IHC) protocols. Compared to the normal architecture of the prostate epithelium, we observed a complete ablation of this cellular organization in favor of a highly proliferative, hypervascular primary tumor which invaded both the normal prostate and the surrounding mouse stroma (Fig. 6A-B of 2012 Annual Report). While vasculature was present throughout, overall integrity of these vessels was limited and as a result primary tumors contained areas of necrosis. Taken together, these findings suggest tumors had outgrown their blood supply. We confirmed minimal apoptosis (cleaved caspase 3), and a high level of proliferation and aggressiveness (Ki67) in orthotopic tumors (Fig. 6C-D of 2012 Annual Report). To confirm that these cells were the C4-2B-luc cells injected orthotopically into the prostate gland, we immunostained for the human specific marker, MHC class I and firefly luciferase (Fig. 6E-F of 2012 Annual Report). Throughout these studies, we optimized two antibodies as indicators: LC3B (discussed previously) and p62 (a cargo of the autophagosome and direct LC3 interactor). We stained tumors with LC3B and observed detectable staining, including many cells with intracellular punctae (Fig. 6G of 2012 Annual Report).

Importantly, we observed micrometastases in the lung tissue harvested from all mice that developed primary tumors in our studies. These metastases were observed as small clusters of large cells with substantial nuclei which stained positive for firefly luciferase (Fig. 6H-I of 2012 Annual Report). All animals developed tumors detectable by BLI within 2 weeks of injection and met criteria for euthanasia by 9 weeks. The micrometastases also occurred during this time frame.

Having implemented a model of prostate tumor growth and metastasis in our laboratory, we next determined the consequences of PTPsigma knockdown on tumor growth and metastasis. C4-2B-luc cell lines stably expressing a control shRNA, or one of two PTPsigma-direct shRNAs (shRNA sequence #1 and #3; those assessed in Fig. 1B), were injected into the prostate glands of athymic nude mice, along with a PBS mock injection control. Five mice were injected per group (n=20 for the experiment) and tumor growth was monitored weekly by BLI. This shRNA-based approach was in addition to the original proposed work which we feel is a natural extension from our siRNA work in cultured cells, and an informative complement to the exogenous PTPsigma experiments. In this study, we found that tumor growth was heightened in animals injected with PTPsigma shRNA-expressing cells. Specifically, 4 weeks after implantation, 20% of animals from each PTPsigma shRNA-expressing group (shRNA #1 and #3) had primary tumors that exceeded 1x10^5 RLU as measured by BLI (Fig. 4A-B). In contrast, no control shRNA animal tumors exceeded this threshold, even 8 weeks after implantation (Fig. 4C-D). Furthermore, when we analyzed the distribution of tumors according to luminescence, we observed a shift towards
larger RLU values from 4 weeks to 8 weeks post-injection for both PTPsigma shRNA groups, but not for the control shRNA group (Fig. 4B, D).

After assessing primary tumor growth, we investigated the presence of micrometastases in the lungs of several tumor-bearing animals. We found that metastases, identified by positive staining with firefly luciferase antibodies, were present in all tumor-bearing animals evaluated. However, while relatively few metastatic foci were present in control shRNA and PTPsigma shRNA #1 animals, they were considerably more abundant in animals harboring tumors driven by C4-2B-luc cells expressing PTPsigma shRNA #3 (Fig. 6B). It must be noted that only a single experimental animal from in the PTPsigma shRNA #1 group was analyzed for metastases (having met criteria for euthanasia). Therefore, it is difficult to make general conclusions about this group given the biological variability we would expect within a single group. Ongoing analysis of the remaining animals from this group will determine the incidence of metastasis associated with PTPsigma shRNA #1. If it remains true that there is a divergent metastatic phenotype between the individual PTPsigma shRNA sequences, this may reflect different levels of stable PTPsigma knockdown over time in vivo, or different cellular properties conferred by each shRNA. In fact, when the growth properties of each cell line were evaluated in culture using a real-time impedance assay, we found that cells expressing PTPsigma shRNA #3 proliferate more rapidly than both control and PTPsigma shRNA #1 expressing cells (Fig. 2). PTPsigma shRNA #1 confers a proliferative advantage over control cells, albeit much more modest than shRNA #3. Accordingly, it is possible that the more robust tumor growth and metastatic potential induced by PTPsigma shRNA #3 in vivo may stem from this substantially heightened proliferation. Finally, while the cellular impedance (xCELLigence) platform is commonly used to measure proliferation, cell index results do not account for potential changes in cell size or positions within the cell cycle. Therefore, we will complement this data with more standard approaches used for investigating cell proliferation.

It is important to note that when analyzing the presence of lung metastases, we observed a positive correlation between the size of the primary tumor and the incidence of metastatic foci, regardless of shRNA. This suggests that growth and progression of the primary tumor may be a key determinant of metastasis in this model. This is in agreement with published data reporting the considerable metastatic potential of C4-2B cells, a cell line originally derived from a metastatic lesion [10-13].

Next, we examined whether PTPsigma knockdown altered the autophagic properties of tumors in vivo. To this end, we analyzed two autophagy-specific markers, LC3B (described earlier) and p62, a protein that directly binds LC3 and recruits cargo into the autophagosome, by IHC. We found considerable heterogeneity in LC3B staining throughout individual tumors, suggesting autophagy may be differentially activated in certain subsets of the tumor. Overall, we observed an increase in granular LC3B-staining in PTPsigma shRNA-expressing tumors, compared to control shRNA tumors, which showed primarily diffuse cytoplasmic staining of LC3B (Fig. 5A). We found very little p62 staining in any tumor, suggesting p62 expression may be low or the autophagic cargo protein may be efficiently turned over in these tumors (Fig. 5B).

We have now initiated a follow-up in vivo study to investigate how PTPsigma expression affects chemosensitivity in vivo. In this study, mice are randomly assigned to treatment groups (n=10
each) 4 weeks after orthotopic injection (when tumors are at approximately 100 mm³). Each group of mice are then treated by intravenous injection with vehicle or docetaxel (low and high dose) (task 3). Injections are continued for three weeks, after which, mice will be euthanized and tumors dissected (tasks 3-5). As we have done thus far, lungs will be excised, fixed, and micrometastases quantified (task 7) and tissues analyzed by immunohistochemistry (tasks 7, 10). This strategy will be followed using stable clones expressing high levels of wildtype, D1-inactive (C1589A), or D2-inactive (C1880A) PTPsigma (tasks 8-9). Protocols for all tasks have been approved by the IACUC committee at VAI. Owing to the success of the orthotopic model of prostate tumor growth and metastasis, we are satisfied using intratibial inoculation of C42B-luc cells, which will allow us to determine the role of PTPsigma in prostate cancer pathogenesis. However, in the event that we have difficulty establishing tumors or driving metastasis using PTPsigma-modulated cells, we will use these to directly inoculate cells in the tibia (a technique we have optimized) and quantify tumor burden in this metastatic relevant site after docetaxel treatment (task 11-14).

To establish working concentrations of taxol for our preliminary investigations of chemoresistance, we treated the C4-2B-luc cell line with a range of taxol doses for 48 hours and measured viability (Fig. 7A). At the highest dose used (175 nM), we observed less than a 50% decrease in viability, suggesting a high rate of C4-2B-luc survival in the face of taxol exposure. To determine if autophagy was activated by taxol treatment, which may contribute to cell survival, we monitored autophagic flux during treatment. Briefly, cells were treated for 1 to 4 hours with taxol or a vehicle control in the presence or absence of bafilomycin A1 to assess LC3-II accumulation as an indicator of autophagic flux. We found that taxol increased the amount of LC3-II accumulation in response to bafilomycin A1 treatment, suggesting this treatment increases autophagic flux (Fig. 7B). This observation supports our overarching hypothesis that chemotherapeutics activate autophagy as a means of acquired drug resistance and cancer cell survival. Moreover, this finding supports the investigation of PTPsigma and autophagy in taxane resistance and tumor progression in vivo.

KEY RESEARCH ACCOMPLISHMENTS:

- RNAi screen identifies PTPsigma as a modulator of PI(3)P signaling
- Loss of PTPsigma hyperactivates constitutive and induced autophagy
- PTPsigma localizes to PI(3)P-positive vesicles and rescues the siRNA phenotype
- The vesicular localization of PTPsigma does not require PI(3)P
- PTPsigma harbors robust protein tyrosine phosphatase activity, but not PI(3)P-phosphatase activity, and this is harbored within the D1 PTP domain
- PTPsigma is processed into a CTF during constitutive autophagy and targeted to the lysosome in U2OS and C4-2B cells
- PTPsigma is processed into a putative ICD during starvation-induced autophagy
- PTPsigma localizes to intracellular vesicles in the metastatic prostate cancer cell line, C42B, and these vesicles accumulate upon lysosomal inhibition
- Stable C42B cell lines have been generated expressing wildtype or mutant PTPsigma, or shRNAs targeting PTPsigma
- Luciferase-expressing C42B cells can be injected orthotopically into the prostate epithelium and develop tumors, detectable by BLI, within 2 weeks of injection
• All mice injected with wild-type luciferase-expressing C42B cells develop primary tumors and 100% have developed micrometastases, detectable by immunohistochemistry of harvested lung tissue
• shRNA-mediated knockdown of PTPsigma in C4-2B-luc cells may increase tumor growth when injected orthotopically into prostates and may facilitate metastases to the lungs
• PTPsigma knockdown may increase punctate (autophagic) LC3 staining in primary C4-2B-luc tumors
• Taxol increases autophagy in C4-2B-luc cells in culture
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**CONCLUSION:**
Through use of a high-content cell-based RNAi screen, we have identified phosphatases whose knockdown elevates cellular PI(3)P. Notably, RNAi-mediated knockdown of PTPsigma caused a striking increase in intracellular PI(3)P-positive vesicles which phenocopied that of an autophagic cell. We confirmed hyperactive autophagy in the absence of PTPsigma through use of multiple autophagy markers, as well as electron microscopy. ATG12 and LC3-positive autophagic vesicles were substantially more abundant in the absence of PTPsigma when cells were cultured in full nutrients (constitutive AVs) or treated with rapamycin (induced AVs). These autophagic vesicles accumulated upon treatment with the lysosomal inhibitors, Baf-A1 and chloroquine, demonstrating that they were functional and destined for lysosomal degradation. This phenotype suggests PTPsigma regulates an early step in autophagy induction and its loss results in increased autophagic vesicle generation. This is consistent with the fact that PI(3)P is generated on early phagophores and is required for proper autophagic vesicle formation. A role for PTPsigma in autophagy induction and specifically, PI(3)P regulation, is supported by our findings that PTPsigma localizes to PI(3)P-positive vesicles which increase in number during autophagy.

It remains to be addressed how PTPsigma is targeted to autophagic vesicles. PTPsigma is expressed at the cell surface in a two subunit complex comprised of a large ectodomain and a membrane-spanning intracellular domain. Accordingly, it is implicated in cell-cell and cell-ECM interactions, and it is a critical regulator of axon homeostasis and neuronal development [14, 17-19]. Relevant to our own work, ectodomain shedding and internalization of a membrane-bound carboxy-terminal fragment has been demonstrated previously [14]. Through immunofluorescent analysis of PTPsigma using D1 domain-specific antibodies, we place intracellular PTPsigma on PI(3)P-positive autophagic vesicles, a localization observed in both U2OS and C4-2B cells, among others. Autophagosomes frequently fuse with endosomes during their maturation, forming hybrid organelles called amphisomes, establishing the possibility that PTPsigma is internalized by endocytosis to arrive at autophagic vesicles [20]. Further, the close relative of PTPsigma, LAR (PTPRF), undergoes an additional proteolytic event whereby a soluble intracellular domain is formed and targeted inside the cell, similar to the Notch receptor [15].
PTPsigma contains similar cleavage residues to LAR, making it therefore plausible that PTPsigma is targeted from the plasma membrane to autophagic vesicles through a series of proteolytic events in response to autophagic stimuli. Thus, this phosphatase may serve several unique functions during various cellular conditions which are governed by its subcellular localization.

A critical finding presented here is the recruitment of PTPsigma to vesicular structures during amino acid-starvation which occurs even in the absence of PI(3)P generation. This finding, together with the hyperactivation of autophagy elicited by PTPsigma knockdown (as measured by PI(3)P, ATG12, and LC3), suggests PTPsigma regulates autophagy at an early step upstream of this lipid. In further support of this, we found that while almost all PTPsigma-positive vesicles are also positive for PI(3)P (EGFP-2xFYVE presence), fewer harbored LC3, a marker which is incorporated into AVs at later maturation stages.

There are several potential mechanisms by which PTPsigma may function to regulate autophagy. First, it is possible that PTPsigma could directly dephosphorylate PI(3)P following recruitment to AVs. We did test the activity of recombinant PTPsigma in vitro, and while we could not detect PI(3)P-phosphatase activity, it cannot be entirely excluded that PI(3)P does not serve as a direct substrate \textit{in vivo}. It is also possible that PTPsigma uses its robust protein phosphatase activity to regulate the function of a PI(3)P-modifying enzyme, such as a PI(3)P-phosphatase or a PI(4)- or PI(5)-kinase. Alternatively, PTPsigma could control the activity of VPS34, which contains at least one phosphotyrosine site, or another component within the larger VPS34 complex [21]. Finally, PTPsigma may contribute to the regulation of autophagy at the earliest initiation step, which is executed by a complex of autophagy proteins, namely ULK1 and ATG13. The functional formation of this complex, which permits the generation of the PI(3)P-positive phagophore, is tightly regulated by phosphorylation events [22-25]. The aim of future work will be to determine the precise mechanism by which PTPsigma functions to regulate autophagy.

We also found that PTPsigma was processed from its P-subunit into a putative C-terminal fragment (CTF). This processing occurs under normal growth conditions and results in CTF targeting and turnover in the lysosome. Further, we uncovered evidence that PTPsigma is processed into a fragment smaller than the CTF during starvation-induced autophagy. This fragment does not appear to be targeted to the lysosome and while it is logical to assume it is an ICD, its molecular weight is smaller than that reported for a LAR ICD [26]. PTPsigma does in fact have residues that are similar to those in Notch that are required for gamma-secretase-mediated ICD formation [27]. However, mutation of the analogous residues in LAR did not impair the ability of gamma secretase to generate an ICD so they may not be critical for a PTPsigma-ICD either [26]. If this detected fragment is in fact an ICD, it may be generated through a unique mechanism or from a site downstream of its transmembrane domain, resulting in a smaller size. Regardless, because PTPsigma exerts its inhibitory effect on autophagy in the presence of nutrients, it is likely that the CTF is the fragment relevant to PI(3)P suppression. The fact that the CTF is membrane-bound and turned over in the lysosome supports a model where PTPsigma is processed and internalized from the cell surface as part of the endocytic pathway. It would likely be during this trafficking that PTPsigma resides on PI(3)P-positive endocytic vesicles and likely suppresses VPS34 signaling to impede the maturation of both endosomal and autophagic vesicles.
To investigate the role of PTPsigma and autophagy in prostate cancer chemoresistance and metastasis, we developed an orthotopic in vivo model using luciferase-expressing C42B cells. These cells develop primary tumors at the site of injection (prostate epithelium) within 2 weeks of initiation, reach 100 m m³ by approximately 4 weeks, and all tumor-bearing mice require euthanasia by 9 weeks. Importantly, we have detected micrometastases in all tumor-bearing mice, consistent with the known metastatic potential of C4-2B cells and confirming this model is a robust tool to study metastasis. We have engineered luciferase-expressing C42B cells to express or lack PTPsigma. Specifically, we have exogenously introduced, by viral infection, wildtype or a series of catalytically inactive PTPsigma mutants. As a complement, we have stably expressed shRNAs that effectively reduce PTPsigma protein levels. We found that PTPsigma shRNA-expressing cells gave rise to more robust primary tumors in this orthotopic C4-2B-luc model, compared to control shRNA-expressing cells. In addition, lung micrometastases were more abundant in animals injected with cells expressing one of two PTPsigma shRNAs compared to those injected with control cells. Future work will determine whether this increased metastasis is attributed to specific knockdown of PTPsigma. Importantly, tumors driven from PTPsigma shRNA-expressing cells appear to contain increased punctate LC3 staining (as determined by IHC). We will continue to use these cell lines and the established model of tumor growth and metastasis to further impact the understanding of autophagy and chemoresistance in prostate cancer.
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Figure 1. Generation of stable cell lines with modified expression of PTPsigma. (A) Luciferase-expressing C4-2B cells (C4-2B-luc) were infected with viral vectors encoding an empty vector, or the C-terminus of PTPsigma (containing residues including, and C-terminal, to the transmembrane domain; designated PTPsigma-CTF) fused to a V5-tag. Four V5-PTPsigma-CTF vectors were used including wild-type catalytic domains, an inactive D1 domain (C1589A), an inactive D2 domain (C1880A), or both inactive domains (residues numbers correspond to the longest PTPsigma isoform, NM_002850). Cells were lysed and immunoblotted using V5 antibodies. Tubulin was probed as a loading control. (B) C4-2B-luc cells were infected with viral vectors encoding control (non-targeting) shRNAs, or each of two unique shRNAs targeting PTPsigma (shRNA #1 and #3). Cells were lysed and immunoblotted with D1-targeted PTPsigma antibodies. Tubulin was probed as a loading control.
Figure 2. Loss of PTPsigma enhances proliferation in C4-2B-luc cells. Stable loss-of-function C4-2B-luc cells were plated in a 96-well format and allowed to grow until confluence. Using the xCELLigence system, real-time impedance was assessed and shown above as cell index with time (hours). Green: PTPsigma shRNA #3, red: PTPsigma shRNA #1, blue: control shRNA.
Figure 3. A PTPsigma C-terminal fragment (CTF) is generated and processed in a lysosomal pathway in C4-2B cells. C4-2B cells expressing full-length untagged PTPsigma (FL-PTPsigma) were treated with bafilomycin A1 (BafA1; a lysosomal inhibitor,) or a DMSO vehicle control for 0, 90, or 240 minutes, as indicated. Lysates were probed by western blot with D1-targeted PTPsigma antibodies. The plasma membrane resident P-subunit and cleaved C-terminal fragment (CTF) are identified according to molecular weight.
Figure 4. In vivo measurements of tumor growth in an orthotopic prostate cancer model. C4-2B-luc cells were injected into prostates of male athymic nude mice. Five mice per group were injected with the following cells: a) control shRNA, b) PTPsigma shRNA #1, c) PTPsigma shRNA #3, or d) PBS mock injection control. Tumors were monitored weekly by injecting mice with luciferin before bioluminescent imaging (BLI). The relative luminescence of each detectable tumor is indicated as a data point for the indicated mice (black: control shRNA; green: PTPsigma shRNA #1; blue: PTPsigma shRNA #3) 4 weeks (A) or 8 weeks (C) following cell injection. Note the log scale. Tumors were binned according to relative luminescent units (RLU) or tumors as indicated. The number of animals harboring a tumor within each range is plotted as a bar for each group (black: control shRNA; green: PTPsigma shRNA #1; blue: PTPsigma shRNA #3) 4 weeks (B) or 8 weeks (D) following cell injection.
Figure 5. Immunohistochemistry (IHC) analysis of primary tumors from the orthotopic prostate cancer model. Luciferase-expressing C4-2B cells were injected into prostates of male athymic nude mice. Tumors grew until criteria for euthanasia were met (PTPsigma shRNA; 14 weeks), or the end of study (control shRNA; 18 weeks). Primary prostate tumors were harvested and analyzed by immunohistochemistry. Representative tumor specimens are shown from a mouse injected with C4-2B-luc cells expressing a control shRNA, PTPsigma shRNA #1, or PTPsigma shRNA #3, as indicated. Tumors were stained with antibodies to LC3B, a protein that becomes conjugated to autophagic membranes during autophagy (A) or p62, a protein that binds LC3 and recruits ubiquitinated cargoes into the autophagic vesicle (B). Images shown were captured at 10x. Scale bars are 100 µm. Panels at the right are magnifications of boxed regions.
Figure 6. Analysis of lung micrometastases from the orthotopic prostate cancer model. Micrometastases were observed in lung tissue harvested from the animals described in Figure 4 (control shRNA, PTPsigma shRNA #1, and PTPsigma shRNA #3). (A) Small clusters of cancer cells were observed by H&E staining and distinguished by their size and large nuclei. Staining with antibodies to firefly luciferase confirmed their C4-2B-luc identity (shown for PTPsigma shRNA #3, bottom panel). Panels at the right represent magnifications of boxed region. Scale bars are 100 µm. (B) Micrometastases were counted using firefly luciferase-stained tissue specimens. Total lung area was counted for experimental animals within each group (control shRNA: n=3, PTPsigma shRNA #1: n=1, PTPsigma shRNA #3: n=2). Mean number of metastases is plotted. Bar represents standard deviation.
Figure 7. Cellular consequences of taxol treatment. (A) C4-2B-luc cells were treated with a range of paclitaxel (Taxol) doses to determine level of sensitivity in vitro. Cell viability was assessed using CyQuant and plotted as relative cell number. Bars represent standard deviation. (B) C4-2B-luc cells were treated with 500 nM Taxol or a DMSO vehicle control for 1, 2, 3, or 4 hours, as indicated. In addition, media was supplemented with (+) or without (-) bafilomycin A1 (BafA1) to inhibit lysosomal turnover of LC3-II. Lysates were collected and probed by immunoblotting with LC3B-targeted antibodies to detect LC3-II. Tubulin was probed as a loading control. An untreated cell lysate was also included.
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Summary
Macroautophagy is a dynamic process whereby portions of the cytosol are encapsulated in double-membrane vesicles and delivered to the lysosome for degradation. Phosphatidylinositol-3-phosphate (PtdIns3P) is concentrated on autophagic vesicles and recruits effector proteins that are crucial for this process. The production of PtdIns3P by the class III phosphatidylinositol 3-kinase Vps34, has been well established; however, protein phosphatases that antagonize this early step in autophagy remain to be identified. To identify such enzymes, we screened human phosphatase genes by RNA interference and found that loss of PTP antagonistic phosphatases that regulate PtdIns3P production, the abundant PtdIns3P-positive vesicles conferred by loss of PTP strikingly phenocopied those observed in cells starved of amino acids. Accordingly, we discovered that loss of PTP hyperactivates both constitutive and induced autophagy. Finally, we found that PTP localizes to PtdIns3P-positive membranes in cells, and this vesicular localization is enhanced during autophagy. We therefore describe a novel role for PTP and provide insight into the regulation of autophagy. Mechanistic knowledge of this process is crucial for understanding and targeting therapies for several human diseases, including cancer and Alzheimer’s disease, in which abnormal autophagy might be pathological.
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Introduction
In addition to the well-characterized role of phosphatidylinositol-3-phosphate (PtdIns3P) in endocytosis, recent evidence has uncovered a crucial requirement for this lipid in macroautophagy (autophagy) (Axe et al., 2008; Obara et al., 2008a; Petiot et al., 2000). Autophagy occurs constitutively in nearly all cells to maintain homeostasis, but is further activated in response to stress as a survival or adaptive mechanism. During autophagy, a double-membrane phagophore forms and engulfs cytosol, matures into an enclosed autophagosome, and delivers its contents to the lysosome for degradation (Klionsky, 2007). Basic biochemical components (i.e. amino acids and fatty acids) are exported from the lysosome and recycled by the cell, representing an energetically favorable alternative to de novo synthesis. In mammalian systems, the lipid kinase Vps34 forms a complex with several proteins, including Vps15, Beclin1, Atg14L, UVRAG and Bif1 to generate PtdIns3P on autophagic vesicles (Itakura et al., 2008; Zhong et al., 2009). PtdIns3P then recruits and tethers effector proteins, such as WIPI-1 (Atg18), which are required for proper membrane formation (Obara et al., 2008b; Proikas-Cezanne et al., 2004). The crucial requirement for PtdIns3P in this process is evidenced by the fact that autophagy is ablated in mutant Vps34 yeast strains and genetic Vps34 knockouts in Drosophila (Juhasz et al., 2008; Kihara et al., 2001). Despite knowledge of PtdIns3P production, the antagonistic phosphatases that regulate PtdIns3P during autophagy have remained elusive. Two myotubulin-related phosphatases, MTMR3 and MTMR14 (hJumpy), have recently been shown to dephosphorylate autphagic PtdIns3P in various contexts (Taguchi-Atarashi et al., 2010; Vergne et al., 2009).

However, given the complexity of autophagy execution and the number of proteins in the autophagy network, we predict that additional protein phosphatases exist to regulate this process. Accordingly, we performed a high-content cell-based RNAi screen using a fluorescent PtdIns3P sensor to identify protein phosphatases that function upstream of PtdIns3P during autophagy.

Results
RNAi screening identifies PTP as a modulator of PtdIns3P signaling
FYVE (Fab1, YOTB, Vac1 and EEA1) domains are cysteine-rich zinc-finger binding motifs that specifically recognize and bind PtdIns3P (Gaullier et al., 1998). An EGFP molecule fused to two tandem FYVE domains, termed EGFP-2xFYVE, serves as an effective cellular sensor of PtdIns3P (Gillooly et al., 2000). We analyzed U2OS cells stably expressing this construct by fluorescent microscopy and found that PtdIns3P predominantly localized to punctate, often perinuclear, vesicles when cultured in complete growth medium with full nutrients (Fig. 1A, supplementary material Movie 1). RNAi-mediated knockdown of Vps34 reduced cellular PtdIns3P content and resulted in a diffuse cytosolic distribution of EGFP-2xFYVE (Fig. 1B,F, supplementary material Fig. S1A). By contrast, a redistribution of EGFP-2xFYVE to small abundant autophagic vesicles occurred when cells were deprived of amino acids to potently induce autophagy (Fig. 1C, supplementary material Movie 2).

To identify genes that downregulate PtdIns3P signaling, we used several siRNAs targeting over 200 known and putative human phosphatases. The siRNAs were introduced into U2OS EGFP-2xFYVE cells, and the cells were subsequently monitored...
for PtdIns3P signaling. We identified several genes whose knockdown significantly increased the abundance of cellular EGFP–2xFYVE-positive punctae (Fig. 1E, supplementary material Table S1). Most notably, PtdIns3P was substantially increased following knockdown of the myotubularin family member MTMR6 (supplementary material Fig. S1B,C), as well as the dual-domain protein tyrosine phosphatase PTPRS (PTPs) (Fig. 1D,E).

Although reduced expression of MTMR6 was characterized by the appearance of enlarged perinuclear vesicles, the siRNAs targeting PTPRS caused a dramatic accumulation of abundant smaller vesicles throughout the cytosol, which phenocopied results observed during amino acid starvation (Fig. 1C,D, supplementary material Movie 3). Quantification of PtdIns3P-positive vesicles revealed a 3.5-fold increase in abundance during starvation-induced autophagy and a nearly 5-fold increase caused by knockdown of PTPRS alone (Fig. 1F). This phenotype was confirmed using four unique siRNA sequences targeting PTPRS (supplementary material Fig. S1D-K).

To validate a physiological increase in PtdIns3P following knockdown of PTPRS, phospholipids were radiolabeled with [32P]orthophosphate in vivo, extracted, and resolved by thin-layer chromatography. Indeed, PtdIns3P levels were specifically elevated in the absence of PTPRS, whereas other lipid species remained unchanged (Fig. 1G).

**Loss of PTPRS hyperactivates constitutive and induced autophagy**

The striking resemblance of PtdIns3P-positive vesicles induced by PTP knockdown to AVs formed during amino acid starvation led us to propose that autophagy is hyperactivated in the absence of PTPRS, despite the presence of nutrients. To test this, autophagy was analyzed in U2OS cells by evaluating two ubiquitin-like proteins, Atg12 and LC3 (Atg8), which become conjugated to AVs during autophagy. Following phagophore nucleation, Atg12 covalently binds Atg5 and oligomerizes with Atg16L at the autophagic membrane (Klionsky, 2007). To measure vesicle abundance at this step, we immunostained cells for endogenous Atg12 and quantified Atg12-positive punctae. We found that for PtdIns3P signaling, we identified several genes whose knockdown significantly increased the abundance of cellular EGFP–2xFYVE-positive punctae (Fig. 1E, supplementary material Table S1). Most notably, PtdIns3P was substantially increased following knockdown of the myotubularin family member MTMR6 (supplementary material Fig. S1B,C), as well as the dual-domain protein tyrosine phosphatase PTPRS (PTPs) (Fig. 1D,E). Although reduced expression of MTMR6 was characterized by the appearance of enlarged perinuclear vesicles, the siRNAs targeting PTPRS caused a dramatic accumulation of abundant smaller vesicles throughout the cytosol, which phenocopied results observed during amino acid starvation (Fig. 1C,D, supplementary material Movie 3). Quantification of PtdIns3P-positive vesicles revealed a 3.5-fold increase in abundance during starvation-induced autophagy and a nearly 5-fold increase caused by knockdown of PTPRS alone (Fig. 1F). This phenotype was confirmed using four unique siRNA sequences targeting PTPRS (supplementary material Fig. S1D-K).

To validate a physiological increase in PtdIns3P following knockdown of PTPRS, phospholipids were radiolabeled with [32P]orthophosphate in vivo, extracted, and resolved by thin-layer chromatography. Indeed, PtdIns3P levels were specifically elevated in the absence of PTPRS, whereas other lipid species remained unchanged (Fig. 1G).

**Loss of PTPRS hyperactivates constitutive and induced autophagy**

The striking resemblance of PtdIns3P-positive vesicles induced by PTP knockdown to AVs formed during amino acid starvation led us to propose that autophagy is hyperactivated in the absence of PTPRS, despite the presence of nutrients. To test this, autophagy was analyzed in U2OS cells by evaluating two ubiquitin-like proteins, Atg12 and LC3 (Atg8), which become conjugated to AVs during autophagy. Following phagophore nucleation, Atg12 covalently binds Atg5 and oligomerizes with Atg16L at the autophagic membrane (Klionsky, 2007). To measure vesicle abundance at this step, we immunostained cells for endogenous Atg12 and quantified Atg12-positive punctae. We found that PTPRS regulates autophagy positive vesicles formed by knockdown of PTPRS, we immunostained cells with well-established markers of early endosomes (anti-EEA1, early endosomal antigen 1) and autophagic vesicles (AVs) (anti-LC3, light chain 3). We found that knockdown of PTPRS had no substantial effect on the presence of EEA1-positive endosomes (Fig. 1H, supplementary material Fig. S2A), but significantly increased the abundance of LC3-positive vesicles (Fig. 1I). From this, we hypothesized that PTPRS functions during autophagy and focused our attention on this enzyme as a candidate autophagic phosphatase.

**For PtdIns3P signaling**...
knockdown of PTP increased AV abundance three- or fivefold over the control when cells were cultured with rapamycin, a potent mTOR inhibitor and autophagy inducer, or full nutrients, respectively (Fig. 2A, supplementary material Fig. S2B).

The membrane-bound Atg5–Atg12–Atg16L complex permits lipidation of LC3, which is a classic marker for AVs (Hanada et al., 2007). LC3 is unique among the autophagy proteins in that a portion of it remains membrane bound and is degraded in the lysosome along with vesicle cargo. Therefore, lysosomal function can be inhibited [i.e. with bafilomycin A1 (Baf-A1) or chloroquine treatment] and LC3 accumulation used as a measure of autophagic flux (Tanida et al., 2005). We found that both knockdown of PTP and amino acid starvation increased the abundance of LC3-II, the AV-lipidated form of LC3, when lysates were probed with endogenous antibodies (Fig. 2B). Similarly, we observed an increased number of EGFP–LC3-positive punctae when lysates from cells transfected with control (C,E,G) or PTPRS siRNA followed treatment for 2 hours with normal growth medium (full nutrients; C,D), 100 nM bafilomycin A1 (Baf-A1; E,F), or 50 nM rapamycin and 100 nM Baf-A1 (G,H) (green, EGFP-LC3; blue, nuclei). Insets are 2× magnifications of EGFP–LC3-positive AVs. Scale bars: 10 μm.

To confirm hyperactive autophagy in the absence of PTP independently of fluorescent markers, we detected AVs by transmission electron microscopy (TEM). AVs are hallmarkly by unique double membranes and by the presence of engulfed cytosolic content: features that allow them to be easily detected by TEM. Although control cells contained very few AVs, chloroquine treatment increased their abundance, most of which appeared to be autolysosomal, as expected (Fig. 3A,B). Similarly, cells deprived of amino acids for 1 hour harbored elevated numbers of double-membrane AVs, as did cells transfected with siRNAs against PTP, but cultured in full nutrients (Fig. 3C,D). To establish this phenotype independently of RNAi, we examined autophagy during PTP loss using wild-type (Ptprs<sup>+/+</sup>) and PTP knockout (Ptprs<sup>−/−</sup>) murine embryonic fibroblasts (MEFs). We have previously generated Ptprs<sup>−/−</sup> mice by inserting a selectable neomycin resistance gene into the D1 phosphatase (catalytic) domain. From these mice, we generated MEFs that lack both Ptprs transcript and protein, as measured by northern blot and western blot, respectively (Elchlebly et al., 1999). TEM analysis showed that both Ptprs<sup>−/−</sup> and Ptprs<sup>+/−</sup> primary MEFs contained a basal level of AVs; however, they were twice as abundant in Ptprs<sup>−/−</sup> MEFs (Fig. 3E-G). Collectively, these results demonstrate that loss of PTP, by RNAi and genetic deletion, increases both constitutive and induced autophagy.

PTP localizes to PtdIns3P-positive vesicles and rescues the siRNA phenotype

Given the robust PtdIns3P response elicited by knockdown of PTP, we hypothesized that PTP regulates autophagy by functioning at the level of PtdIns3P P-positive vesicles. PTP is a bulky receptor-like PTP with an extracellular segment and two tandem cytosolic phosphatase domains (termed D1 and D2). Complex processing events have been reported for PTP and related enzymes, including ectodomain shedding and internalization from the cell surface (Aicher et al., 1997; Ruhe et al., 2006). To determine the localization of PTP phosphatase domains, untagged full-length protein (PL-PTP) was transiently expressed in U2OS EGFP–2xFYVE cells and detected by fluorescent microscopy using D1-targeted monoclonal antibodies. We found that in addition to its presence at the plasma membrane, PTP localized to the perinuclear region and to numerous intracellular vesicle-like structures, many of which were positive for PtdIns3P (Fig. 4A). Strikingly, autophagy induction by amino acid starvation induced a redistribution of PTP to smaller vesicles, which were abundant throughout the cytosol and were almost entirely PtdIns3P positive (Fig. 4B,C). In support of the notion that this localization was autophagic, we discovered that PTP was also capable of localizing to mRFP–LC3-positive punctae in the context of both basal and induced autophagy (supplementary material Fig. S3B).

We further used exogenous PTP expression in an RNAi rescue experiment to demonstrate the specificity of phenotype induced by PTPRS siRNA. The naturally occurring isoform of PTP used in our studies lacks the fourth through seventh fibronectin domains...
The accumulation of small, abundant, non-perinuclear PtdIns3-positive vesicles induced by siRNA transfection was rescued by exogenous expression of PTP, an effect that was dose dependent (Fig. 4D,E). This result suggests a target-specific effect of siRNA-mediated knockdown of PTP and a role for this enzyme in PtdIns3P signaling.

To verify that the PTP-positive punctate structures were in fact vesicles functioning in a lysosomal pathway, we monitored the localization of PTP in Baf-A1-treated cells. Baf-A1 prevents maturing vesicles (e.g. endocytic and autophagic) from fusing with lysosomes and in turn, they accumulate in a perinuclear region. We found that PTP-positive vesicular structures began to accumulate quickly (within 15 minutes) and densely populated the perinuclear region within several hours (Fig. 4F). This suggests that PTP normally localizes to vesicles destined for the lysosome.

Finally, to determine whether PTP functions upstream or downstream of PtdIns3P at the starvation-induced punctae, we analyzed its localization in cells depleted of the phospholipid. Autophagy was induced by amino acid starvation in cells treated with wortmannin, a potent and irreversible inhibitor of Vps34 and phosphatidylinositol 5-kinase PIKfyve (Murray et al., 2002; Rutherford et al., 2006). Accordingly, the vesicles observed following knockdown of these enzymes, including MTMR6, might function in endosomal phosphatidylinositol 5-kinase PIKfyve (Murray et al., 2002; Rutherford et al., 2006). The vesicles observed following knockdown of these phosphatases are probably endosomal, and these enzymes, including MTMR6, might function in endocytic signaling. For example, by constitutive activation of early endosomal Rab5, or knockdown of the phosphatidylinositol 5-kinase PIKfyve (Murray et al., 2002; Rutherford et al., 2006). Accordingly, the vesicles observed following knockdown of these phosphatases are probably endosomal, and these enzymes, including MTMR6, might function in endocytic signaling. Of note, knockdown of both PTPN11 (SHP2) and PTPN13 (PTPL1) resulted in increased numbers of EGFP–2xFYVE punctae (supplementary material Table S1). PTPN13, a phosphatase that is proposed to have both tumor suppressive and oncogenic functions, has been implicated in several signal transduction pathways. Specifically, PTPN13 was shown to inhibit PI3K/Akt signaling and thus, the PtdIns3P phenotype elicited by knockdown could potentially be explained by altered 3’-phosphoinositide metabolism (Abaan and Toretsky, 2008; Dromard et al., 2007). Mutations in SHP2 are associated with several human diseases, most notably Noonan syndrome, LEOPARD syndrome and juvenile myelomonocytic leukemia (Araki et al., 2004; Kontaridis et al., 2006; Mohi and Neel, 2007; Mohi et al., 2005). Its activity has been linked to numerous signaling pathways, often downstream of receptor tyrosine kinases, and the observed phenotype could be a consequence of disruption of any number of substrates (Chan et al., 2008).

Surprisingly, we did not identify MTMR3 or MTMR14 (hJumpy), the PtdIns3P phosphatases with reported roles in autophagy. The myotubularin phosphatases comprise a large, highly
conserved family of enzymes whose members have been shown to function as heteromeric partners (Lorenzo et al., 2006). As one example, MTMR3 and MTMR4, both FYVE-domain containing phosphatases, have been demonstrated to interact with one another and inhibit PtdIns3P (Lorenzo et al., 2006). Accordingly, gene-by-gene loss-of-function analysis of this family might not reveal phenotypes if compensation within the family occurs. Furthermore, these enzymes may serve cell- or context-specific functions that are not revealed in this study.

Fig. 4. Exogenous PTP localizes to PtdIns3P vesicles and rescues the siRNA phenotype. (A,B) FL-PTP was transiently expressed in U2OS EGFP–2xFYVE cells and PtdIns3P and PTP imaged by fluorescent microscopy following incubation for 2 hours with full nutrient medium (A) or amino acid starvation medium (B) [green, PtdIns3P; red, anti-PTP (D1-targeted antibodies); blue, nuclei]. Insets are 2× magnifications of boxed regions. Scale bars: 10 μm. (C) U2OS EGFP–2xFYVE cells transfected with FL-PTP and amino acid starved for 2 hours were imaged using D1-targeted PTP antibodies. A Z-stack of 0.25 μm increments was captured using sequential channel acquisition and confocal microscopy, with the third slice displayed and Z-stacks through the X and Y planes shown at the border. Insets are 2× magnifications of boxed regions. Scale bars: 10 μm. (C) U2OS EGFP–2xFYVE cells were transfected with PTPRS siRNA-1 for 48 hours, after which FL-PTP (which lacks the sequence targeted by siRNA-1) was introduced for an additional 24 hours. PtdIns3P and PTP were imaged as previously described. The presence of siRNA-induced phenotype (abundant, non-perinuclear EGFP–2xFYVE-positive vesicles; indicated by white arrows in D) was determined for cells expressing no, low or high levels of FL-PTP (E). Scale bars: 10 μm. (F) FL-PTPs-positive vesicular structures accumulate when lysosomal fusion is inhibited. U2OS cells expressing FL-PTP for 24 hours were treated with 100 nM Baf-A1 in full nutrient medium for 0, 15, 60 or 240 minutes and FL-PTP imaged using D1-targeted PTP antibodies (red). Nuclei were stained with Hoechst 33342 (blue). Scale bars: 10 μm.

The most striking result from this study was the presence of abundant PtdIns3P-positive vesicles following knockdown of PTP, which phenocopied that of an autophagic cell. We confirmed hyperactive autophagy in the absence of PTP through the use of several autophagy markers, as well as electron microscopy. Atg12- and LC3-positive autophagic vesicles were substantially more abundant in the absence of PTP when cells were cultured in full nutrients (constitutive AVs) or treated with rapamycin (induced AVs). These autophagic vesicles accumulated upon treatment with...
the lysosomal inhibitors, Baf-A1 and chloroquine, demonstrating that they were functional and destined for lysosomal degradation. This phenotype suggests that PTP regulates an early step in autophagy induction, and its loss results in increased autophagic vesicle generation. This is consistent with the fact that PtdIns3P is generated on early phagophores and is required for proper autophagic vesicle formation. A role for PTP in autophagy induction and more specifically in PtdIns3P regulation, is supported by our findings that PTP localizes to PtdIns3P-positive vesicles that increase in number during autophagy.

It remains to be addressed how PTP is targeted to autophagic vesicles. PTP is expressed at the cell surface in a two-subunit complex comprised of a lar ge ectodomain and a membrane-spanning intracellular domain. Accordingly, it is implicated in cell–cell and cell–ECM interactions, and it is a crucial regulator of axon homeostasis and neuronal development (Aicher et al., 1997; Elchebly et al., 1999; Uetani et al., 2006; Wallace et al., 1999). Relevant to our own work, ectodomain shedding and internalization of a membrane-bound C-terminal fragment has been demonstrated previously (Aicher et al., 1997). Through immunofluorescence analysis of PTP using D1-domain-specific antibodies, we place intracellular PTP on PtdIns3P-positive autophagic vesicles. Autophagosomes frequently fuse with endosomes during their maturation, forming hybrid or ganelles called amphisomes, establishing the possibility that PTP is internalized by endocytosis to arrive at autophagic vesicles (Klionsky, 2007). Furthermore, the close relative of PTP LAR (PTPRF), under goes an additional proteolytic event whereby a soluble intracellular domain is formed and targeted inside the cell, similarly to the Notch receptor (Ruhe et al., 2006). PTP contains similar cleavage residues to LAR, making it therefore plausible that PTP is targeted from the plasma membrane to autophagic vesicles through a series of proteolytic events in response to autophagic stimuli. Thus, this phosphatase might serve several unique functions during various cellular conditions that are governed by its subcellular localization.

An important finding presented here is the recruitment of PTP to vesicular structures during amino acid starvation, which occurs even in the absence of PtdIns3P generation. This finding, together with the hyperactivation of autophagy elicited by knockdown of PTP (as measured by PtdIns3P, Atg12 and LC3), suggests that PTP regulates autophagy at an early step upstream of this lipid. In further support of this, we found that although almost all PTP-positive vesicles are also positive for PtdIns3P (EGFP–2xFYVE presence), fewer harbored LC3, a marker that is incorporated into AVs at later stages of maturation.

There are several potential mechanisms by which PTP might function to regulate autophagy. First, it is possible that PTP directly dephosphorylates PtdIns3P following recruitment to AVs. We tested the activity of recombinant PTP in vitro, and although we could not detect PtdIns3P phosphatase activity, it cannot be entirely excluded that PtdIns3P does not serve as a direct substrate in vivo (supplementary material Fig. S4). It is also possible that PTP uses its robust protein phosphatase activity to regulate the function of a PtdIns3P-modifying enzyme, such as a PtdIns3P phosphatase or a phosphoinositide 4- or 5-kinase. Alternatively, PTP could control the activity of Vps34, which contains at least one phosphotyrosine site, or another component within the lar ge Vps34 complex (Imami et al., 2008). Finally PTP might contribute to the regulation of autophagy at the earliest initiation step, which is executed by a complex of autophagy proteins, namely ULK1 (Atg1) and Atg13. The functional formation of this complex, which permits the generation of the PtdIns3P P-positive phagophore, was recently found to be tightly regulated by phosphorylation events (Chang and Neufeld, 2009; Ganley et al., 2009; Hosokawa et al., 2009; Jung et al., 2009). The aim of future work will be to determine the precise mechanism by which PTP functions to regulate autophagy.

**Materials and Methods**

**siRNA screen and validation**

U2OS-EGFP–2xFYVE cells were seeded on 96-well plates (2000 cells per well) in McCoy’s 5A medium (Invitrogen, Carlsbad, CA) supplemented with 10% fetal bovine serum (FBS, Invitrogen) at 37°C for 24 hours. Four siRNA molecules per phosphatase gene (phosphatase siRNA library version 2.0, Qiagen, Valencia, CA) were transfected per well at a final concentration of 25 nM using 0.2 μl HiPerfect transfection reagent per ml medium. Control siRNA was All-star Negative Control (Qiagen) and PTPRS siRNAs were two unique sequences (SR02759288, SR03056284, Qiagen). After 48 hours of transfection, the medium was replaced with phosphate-free DMEM (Invitrogen) supplemented with 10% phosphate-free FBS for 30 minutes. [32P]orthophosphate (0.25 mCi) was added per ml of medium for an additional 2 hours (Perkin Elmer, Waltham, MA). Radiolabeling was quenched with ice-cold TCA (10% final concentration) and cells incubated on ice for 1 hour. Cells were scraped, pelleted and lysed as described above. Following cells, cells were treated for 1–2 hours in amino acid starvation medium or with 50 nM rapamycin (Calbiochem, San Diego, CA), 25 μM chloroquine (Sigma, St Louis, MO), 100 nM Baf-A1 (A.G. Scientific, San Diego, CA) or normal growth medium (full nutrients; McCoy’s 5A with 10% FBS), as indicated. For western blots, cells were lysed (in 10 mM KPO 4, 1 mM EDTA, 10 mM HEPES, pH 7.4, 5 mM MgCl 2, 5 mM EGTA, 50 mM β-glycerophosphate, 0.5% NP-40, 0.1% Brij35, 0.1% sodium deoxycholate, 1 mM NaVO 4, 5 mM NaF, 2 mM DTT, and complete protease inhibitors (Sigma) and 20 μg of total protein was resolved by SDS-PAGE. Proteins were transferred to PVDF membranes and probed with primary antibodies (LC3B, Cell Signaling Technologies; anti-actin and tubulin, Sigma) for 16 hours at 4°C followed by secondary antibodies (HRP-linked rabbit or mouse IgG, GE, Piscataway, NJ) for 1 hour at room temperature. Proteins were detected by enhanced chemiluminescence. For EGFP–LC3 imaging, U2OS cells stably expressing pTL-C3 (Addgene plasmid 21074) (Kimura et al., 2007) were fixed with 3.7% formaldehyde and nuclei stained with Hoechst 33342 (2 μg/ml). Coverslips were inverted onto
microsomes using mounting gel and cells imaged using a 100-fold oil-immersion objective on a Nikon Eclipse Ti fluorescence microscope. For immunofluorescence, cells were fixed with 3.7% formaldehyde, permeabilized with 0.2% Triton X-100, and blocked with 3% bovine serum albumin (BSA) in PBS. Antibodies (LC3B, ATG12, EEAs1; Cell Signaling Technologies) were added for 16 hours at 4°C followed by Alexa-Fluor-488-conjugated anti-rabbit IgG (Invitrogen) for 1 hour at room temperature. Nuclei were counterstained with Hoechst 33342. Cells were imaged using oil-immersion objectives on a Nikon TE300 fluorescent microscope (LC3, ATG12) or a 63× water-immersion objective on a Zeiss LSM510 Meta confocal microscope (EEA1). For quantification, punctae were counted using image analysis software after establishing an intensity threshold.

Transmission electron microscopy
U2OS cells in 10 cm dishes were transfected with control or PTTPR siRNAs for 48 hours as described above. Cells were briefly trypsinized, pelleted, rinsed and resuspended in 2% glutaraldehyde fixative (Sigma). Cells were embedded in 2% agarose, postfixed in osmium tetroxide, and dehydrated with an acetone series. Tissue sections were embedded in Epon812 (Tokyo, Japan). Thin sections were examined using a JEOL 100C XL (Boeckeler Instruments, Tucson, Arizona) and placed on copper grids. Cells were then stained with 2% uranyl acetate and lead citrate and imaged using a Tecnai G2 Spirit (FEI, Hillsboro, OR) operating at 100 kV.

Exogenous PTP expression and immunofluorescence
U2OS cells transfected with EGFP–2xFYVE were seeded at a density of 20,000 cells per well in McCoy’s 5A medium with 10% FBS on 15 mm coverslips grown to 80% confluence. The cells were then transfected with 200 ng DNA per well using 0.45 μl FuGeneHD transfection reagent (Roche, Indianapolis, IN) and incubated for 24 hours at 20,000 cells per well in McCoy’s 5A medium with 10% FBS to allow protein expression to occur.

In vitro phosphate assays
GTP-γS and purified MTMR6 were incubated in assay buffer (50 mM sodium acetate, 25 mM Tri-HCl; pH 6.5) with 0, 25, 50 or 200 μM diC8-PEdiC3 and reactions were carried out at 17°C for 15 minutes. For Tyr-p (Tyr-P) phosphorylation, reactions were carried out as above using 50, 10, 25 or 100 μM Tyr-p (Tyr-P) (Upstate Biotechnology, Inc., Lake Placid, NY) and phosphatase reactions were subtracted and absorbance converted to picomoles free phosphate released per minute using a standard curve.
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Fig. S1. Target genes are effectively knocked down by siRNA. (A) Western blot analysis of whole cell extracts following transfection with control or VPS34 siRNA shows depletion of VPS34 protein levels. α-tubulin was probed as a loading control. (B) U2OS-EGFP-2xFYVE cells were transfected with MTMR6 siRNA, fixed, and imaged at 60x by fluorescent microscopy as in Fig. 1. A bar, 10 µm. (C) MTMR6 mRNA was depleted by 96% following transfection with MTMR6 siRNA for 48 hours. RNA extracted from control- or MTMR6- siRNA transfected cells was converted to cDNA and MTMR6 levels determined by qRT-PCR using gene-specific primers. Values were normalized to GAPDH. (D-I) U2OS-EGFP-2xFYVE cells were transfected with control (D) or PTPRS siRNA [E, siRNA-1, F, siRNA-2, G, siRNA-3, H, siRNA-4, I, siRNA-pool (1-4)] for 48 hours, fixed, and imaged by fluorescent microscopy (green: PI(3)P, EGFP-2xFYVE; blue: nuclei). Insets are 2x magnifications of boxed regions, highlighting the abundant vesicles caused by PTPRS siRNA transfection. Bars, 10 µm. (J) EGFP-2xFYVE punctae were quantified from cells following PTPRS knockdown with four unique siRNAs. Values represent means and bars represent s.e.m. (K) PTPRS mRNA knockdown following 48 hour transfection with four unique siRNAs (individually or pooled) was determined by qRT-PCR using gene-specific primers and GAPDH normalization, as described above.
Fig. S2. PTPsigma knockdown increases the abundance of autophagic, but not endocytic, vesicles. (A) U2OS cells were transfected with control or PTPRS siRNAs, fixed, and immunostained with anti-EEA1 antibodies (see Fig. 1H). EEA1-positive vesicles were quantified using image analysis software. Bars represent s.e.m. (B) U2OS cells transfected with control (left panels) or PTPRS (right panels) siRNAs were cultured for 1 hour with nutrient-rich medium (top panels) or 50 nM rapamycin (bottom panels). Cells were stained with anti-ATG12 antibodies and imaged by fluorescent microscopy at 60x (green: ATG12; blue: nuclei). Bars, 10 µm. (C) U2OS cells transfected with control or PTPRS siRNAs were cultured for 1 hour with normal growth media (full nutrients; left), 25 µM chloroquine in normal growth media (middle), or 50 nM rapamycin and 25 µM chloroquine in normal growth media (right). Cells were fixed, immunostained with anti-LC3B antibodies, and imaged by fluorescent microscopy at 60x. LC3-positive punctae were quantified images using image analysis software (black: control siRNA; white: PTPRS siRNAs). Bars represent s.e.m., *p < 0.05, **p < 0.01.
Fig. S3. FL-PTPsigma colocalization with mRFP-LC3 and mock control for FL-PTPsigma immunofluorescence. (A) U2OS-EGFP-2xFYVE cells were mock transfected (with transfection reagent but no DNA) for 24 hours, stained with PTPsigma (anti-D1) antibodies, and imaged as in Fig. 4A-C, Fig. 5, and (B). Absence of signal in the red channel demonstrates specificity of FL-PTPsigma expression captured in the above figures [green: PI(3)P; red: anti-PTPsigma (D1-targeted antibodies); blue: nuclei]. Bars, 10 µm. (B) FL-PTPsigma was transiently expressed in U2OS-mRFP-LC3 cells and LC3 and PTPsigma imaged by fluorescent microscopy following 2 hour incubation with full nutrient media (top panels) or amino acid-starvation media (lower panels) [red: mRFP-LC3; green: PTPsigma (D1-targeted antibodies); blue: nuclei]. Insets are 2x magnifications of boxed regions. White arrows indicated punctae positive for both PTPsigma and LC3.
Fig. S4. PTPsigma dephosphorylates phosphotyrosine, but not PI(3)P, in vitro. (A) Recombinant GST-fusions of PTP1B (left), PTPsigma (middle) and MTMR6 (right) were incubated with a phosphotyrosine peptide at the indicated concentrations for 15 minutes at 37°C and released phosphates measured by malachite green quenching and 650 nm absorbance. (B) Recombinant GST-fusions of PTP1B (left), PTPsigma (middle) and MTMR6 (right) were incubated with water-soluble PI(3)P substrate at the indicated concentrations and released phosphates measured by malachite green quenching and 650 nm absorbance. Bars represent s.d.m.
<table>
<thead>
<tr>
<th>Gene Symbol</th>
<th>Description</th>
<th>Score</th>
<th>Rank</th>
<th>siRNA sequence 1</th>
<th>siRNA sequence 2</th>
<th>siRNA sequence 3</th>
<th>siRNA sequence 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACP1</td>
<td>acid phosphatase 1, soluble</td>
<td>25</td>
<td>40</td>
<td>CTGAGTCGAGCTCAATGTTAA</td>
<td>TCGTTGTTAATCAGCTGTTAA</td>
<td>ATGGTGAACAGCAAATCAGAA</td>
<td></td>
</tr>
<tr>
<td>ACP2</td>
<td>acid phosphatase 2, lysosomal</td>
<td>-17</td>
<td>176</td>
<td>CAGCCCTGAAATCTCGCAGAAA</td>
<td>CTGGATGCTAACTGAGTAAA</td>
<td>ACCATGGACAATAGCTCAA</td>
<td></td>
</tr>
<tr>
<td>ACP5</td>
<td>acid phosphatase 5, tartrate resistant</td>
<td>25</td>
<td>41</td>
<td>CTGGCACTGTCATGGGCAA</td>
<td>CTGGATGCTAACTGAGTAAA</td>
<td>ACCATGGACAATAGCTCAA</td>
<td></td>
</tr>
<tr>
<td>ACP6</td>
<td>acid phosphatase 6, lysosomal</td>
<td>-8</td>
<td>167</td>
<td>CAGCACTGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ACP7</td>
<td>acid phosphatase, prostate</td>
<td>42</td>
<td>20</td>
<td>CAGCCATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ACPT</td>
<td>acid phosphatase, testicular</td>
<td>0</td>
<td>117</td>
<td>CAGCACTGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ALPI</td>
<td>alkaline phosphatase, intestinal</td>
<td>58</td>
<td>9</td>
<td>CAGCACTGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ALPL</td>
<td>alkaline phosphatase, liver/bronchial</td>
<td>25</td>
<td>42</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ALPP2</td>
<td>alkaline phosphatase, placental</td>
<td>17</td>
<td>63</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDC25A</td>
<td>cell division cycle 25A</td>
<td>17</td>
<td>64</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDC25B</td>
<td>cell division cycle 25B</td>
<td>50</td>
<td>13</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDC25C</td>
<td>cell division cycle 25C</td>
<td>17</td>
<td>65</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDKN3</td>
<td>cyclin-dependent kinase inhibitor</td>
<td>25</td>
<td>43</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDTP1</td>
<td>CTD (carboxy-terminal domain)</td>
<td>0</td>
<td>0</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDTS2P2</td>
<td>CTD (carboxy-terminal domain)</td>
<td>8</td>
<td>85</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>CDTSPL</td>
<td>CTD (carboxy-terminal domain)</td>
<td>8</td>
<td>86</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DKFZP566K0524</td>
<td>protein</td>
<td>17</td>
<td>66</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DOLPP1</td>
<td>dolichyl pyrophosphate phosphatase</td>
<td>0</td>
<td>119</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP7</td>
<td>dual specificity phosphatase 7</td>
<td>33</td>
<td>30</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP9</td>
<td>dual specificity phosphatase 9</td>
<td>0</td>
<td>122</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP15</td>
<td>dual specificity phosphatase-H</td>
<td>-42</td>
<td>198</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP16</td>
<td>dual specificity phosphatase 16</td>
<td>0</td>
<td>121</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP18</td>
<td>dual specificity phosphatase 18</td>
<td>33</td>
<td>29</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP19</td>
<td>dual specificity phosphatase 19</td>
<td>-8</td>
<td>168</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP21</td>
<td>dual specificity phosphatase 21</td>
<td>0</td>
<td>122</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP22</td>
<td>dual specificity phosphatase 22</td>
<td>0</td>
<td>123</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP23</td>
<td>dual specificity phosphatase 23</td>
<td>0</td>
<td>124</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP24</td>
<td>dual specificity phosphatase 24</td>
<td>-33</td>
<td>193</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP3</td>
<td>dual specificity phosphatase 3</td>
<td>-33</td>
<td>194</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP6</td>
<td>dual specificity phosphatase 6</td>
<td>25</td>
<td>44</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP7</td>
<td>dual specificity phosphatase 7</td>
<td>33</td>
<td>31</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUSP8</td>
<td>dual specificity phosphatase 8</td>
<td>42</td>
<td>22</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>DUT</td>
<td>dUTP pyrophosphatase</td>
<td>42</td>
<td>23</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ENPP1</td>
<td>ectonucleotide pyrophosphatase</td>
<td>0</td>
<td>125</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ENPP2</td>
<td>ectonucleotide pyrophosphatase</td>
<td>-33</td>
<td>195</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>ENPP3</td>
<td>ectonucleotide pyrophosphatase</td>
<td>0</td>
<td>126</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>FBP1</td>
<td>fructose-1,6-bisphosphatase 1</td>
<td>0</td>
<td>127</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>FBP2</td>
<td>fructose-1,6-bisphosphatase 2</td>
<td>0</td>
<td>128</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
<tr>
<td>FLJ32332</td>
<td>likely ortholog of mouse protein</td>
<td>-17</td>
<td>177</td>
<td>CAGGGATGCTGACATGGGCAA</td>
<td>GTGCTTTTATACATGCTCAA</td>
<td>GAGGACCAATAGCTAAATCAA</td>
<td></td>
</tr>
</tbody>
</table>
G6PC  glucose-6-phosphatase, catalytic  0  129  CACGAGCTCAGTCAACAGTCA  TGGGATCCATCTGATGTA  TAGCAAGCTCACTCAACACAA
G6PC2  glucose-6-phosphatase, catalytic  50  14  CAGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
G6PC3  glucose 6-phosphatase, catalytic  0  130  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
ILKAP  integrin-linked kinase-associate  0  131  ATCGGAGGATCTGCAACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
IMPA1  inositol(myo)-1(or 4)-monophos -178  178  AGAGAGAGACAGTCAACAGGAG  CTAGTTCACTAATCTGTTAAA  CTAGCATGAGTCACTCAACACAA
INPP1  inositol polyphosphate-1-phosp 50  15  CGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
INPP4B  inositol polyphosphate-4-phosp 8  90  ACAATTCGCTACGCACTCAACAA  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
INPP5A  inositol polyphosphate-5-phosp 8  91  CAGGAGGATCTGCAACAGAGAG  CGGATGATCTGAAAGACAGAG  AACTACATGAGTCACTCAACACAA
INPP5B  inositol polyphosphate-5-phosp 33  32  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
INPP5D  inositol polyphosphate-5-phosp 0  132  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
INPP5E  inositol polyphosphate-5-phosp 0  133  AGAGAGAGACAGTCAACAGGAG  CTAGTTCACTAATCTGTTAAA  CTAGCATGAGTCACTCAACACAA
INPP5F  inositol polyphosphate-5-phosp 50  18  AGAGAGAGACAGTCAACAGGAG  CAGGATGATCTGAAAGACAGAG  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
ITPA  inosine triphosphatase (nucleot 8  92  CGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LHPP  phospholysine phosphohistidine 8  93  CAGGAGGATCTGCAACAGAGAG  CGGATGATCTGAAAGACAGAG  AACTACATGAGTCACTCAACACAA
LOC387870 similar to protein tyrosine phos 0  134  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LOC389772 similar to Osteotesticular phos 0  135  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LOC391025 similar to protein tyrosine phos 56  12  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LOC400927 similar to TPTE and PTEN horr 17  67  CGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LOC442428 similar to fructose-1,6-bisphosph 8  95  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LOC474338 SUMO1 pseudogene 3  8  169  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
LPPR1 multiple inositol polyphosphate -42  199  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
M-RIP myosin phosphatase-Rho interac 25  46  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTM1 myotubulin 1  25  47  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTM2 myotubulin related protein 2  25  48  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTM3 myotubulin related protein 3  0  137  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTM4 myotubulin related protein 4  17  68  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTM6 myotubulin related protein 6  33  33  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTMR8 myotubulin related protein 8  8  94  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
MTMR9 myotubulin related protein 9  8  95  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PDP2 pyruvate dehydrogenase phos 8  96  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PDP2 pyruvate dehydrogenase phos 50  58  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PHOSPHO1 phosphatase, orphan 1 -8  170  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PHPT1 phosphatidylinositidastatase 17  69  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PIB5PA phosphatidylinositol (4,5) biphosph 25  49  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PPIP3AP phosphatidylinositol-3-phosphate 0  138  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PLIP PTEN-like phosphatase 17  70  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PME-1 protein phosphatase methyleste 33  34  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PNKP polynucleotide kinase 3'-phospho 17  71  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PPAP2A phosphatidic acid phosphatase 8  97  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PPAP2B phosphatidic acid phosphatase 8  98  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PPAP2C phosphatidic acid phosphatase 8  99  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PPEF1 protein phosphatase, EF hand 17  72  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
PPEF2 protein phosphatase, EF hand 18  100  CAGGATGATCTGAAAGACAGAG  CTGGGATCCATCTGATGTA  TGGTAAAAACTTTATTAAA  TAGCAAGCTCACTCAACACAA
<table>
<thead>
<tr>
<th>Gene Symbol</th>
<th>Description</th>
<th>Start</th>
<th>End</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTPNS1L2</td>
<td>protein tyrosine phosphatase, non-receptor type</td>
<td>0</td>
<td>161</td>
</tr>
<tr>
<td>PTPRA</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>42</td>
<td>26</td>
</tr>
<tr>
<td>PTPRB</td>
<td>protein tyrosine phosphatase, non-receptor type</td>
<td>8</td>
<td>113</td>
</tr>
<tr>
<td>PTPRC</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>8</td>
<td>114</td>
</tr>
<tr>
<td>PTPRD</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>-17</td>
<td>187</td>
</tr>
<tr>
<td>PTPRE</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>25</td>
<td>57</td>
</tr>
<tr>
<td>PTPRF</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>0</td>
<td>162</td>
</tr>
<tr>
<td>PTPRG</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>25</td>
<td>58</td>
</tr>
<tr>
<td>PTPRH</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>0</td>
<td>163</td>
</tr>
<tr>
<td>PTPRJ</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>33</td>
<td>38</td>
</tr>
<tr>
<td>PTPRK</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>25</td>
<td>59</td>
</tr>
<tr>
<td>PTPRM</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>8</td>
<td>115</td>
</tr>
<tr>
<td>PTPRN</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>8</td>
<td>116</td>
</tr>
<tr>
<td>PTPRN2</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>25</td>
<td>60</td>
</tr>
<tr>
<td>PTPRR</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>17</td>
<td>83</td>
</tr>
<tr>
<td>PTPRS</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>PTPRV</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>50</td>
<td>19</td>
</tr>
<tr>
<td>PTPRZ1</td>
<td>protein tyrosine phosphatase, receptor type</td>
<td>42</td>
<td>27</td>
</tr>
<tr>
<td>RNGTT1</td>
<td>RNA guanylyltransferase and 5'-phosphatase</td>
<td>39</td>
<td>33</td>
</tr>
<tr>
<td>SBF1</td>
<td>SET binding factor 1</td>
<td>0</td>
<td>164</td>
</tr>
<tr>
<td>SGPP1</td>
<td>sphingosine-1-phosphate phosphatase</td>
<td>0</td>
<td>165</td>
</tr>
<tr>
<td>SKIP</td>
<td>skeletal muscle and kidney enriched</td>
<td>-33</td>
<td>197</td>
</tr>
<tr>
<td>SNAP23</td>
<td>synaptosomal-associated protein</td>
<td>0</td>
<td>166</td>
</tr>
<tr>
<td>SPAP1</td>
<td>SH2 domain containing phosphatase</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>TA-PP2C</td>
<td>T-cell activation protein phosphatase</td>
<td>17</td>
<td>84</td>
</tr>
<tr>
<td>TENC1</td>
<td>tensin like C1 domain containing phosphatase</td>
<td>-8</td>
<td>175</td>
</tr>
<tr>
<td>TPTE</td>
<td>transmembrane phosphatase</td>
<td>25</td>
<td>61</td>
</tr>
<tr>
<td>TPTE2</td>
<td>transmembrane phosphoinositide</td>
<td>25</td>
<td>62</td>
</tr>
</tbody>
</table>
Table S1. siRNA-mediated knockdown of human phosphatase genes alters cellular PI(3)P.
U2OS-EGFP-2xFYVE cells were transfected with siRNAs targeting human phosphatase genes for 48 h (4 siRNA sequences per gene per well; all four sequences displayed). Following knockdown, EGFP-2xFYVE signal and distribution was visualized by confocal microscopy and scored from -100 (decreased punctae from control cells) to +100 (increased punctae) and means determined. Select genes were validated using multiple unique siRNA sequences and their efficacy was incorporated into their scores (see Methods). Genes were ranked based on their scores from 1 (most increased EGFP-2xFYVE) to 206 (most decreased).
Characterization of Differential Protein Tethering at the Plasma Membrane in Response to Epidermal Growth Factor Signaling

Brendan D. Looyenga* and Jeffrey P. MacKeigan*

Laboratory of Systems Biology, Van Andel Research Institute, Grand Rapids, Michigan 49503, United States

ABSTRACT: Physical tethering of membrane proteins to the cortical actin cytoskeleton provides functional organization to the plasma membrane and contributes to diverse cellular processes including cell signaling, vesicular trafficking, endocytosis, and migration. For these processes to occur, membrane protein tethering must be dynamically regulated in response to environmental cues. In this study, we describe a novel biochemical scheme for isolating the complement of plasma membrane proteins that are physically tethered to the actin cytoskeleton. We utilized this method in combination with tandem liquid chromatography/mass spectrometry (LC−MS/MS) to demonstrate that cytoskeletal tethering of membrane proteins is acutely regulated by epidermal growth factor (EGF) in normal human kidney (HK2) cells. Our results indicate that several proteins known to be involved in EGF signaling, as well as other proteins not traditionally associated with this pathway, are tethered to the cytoskeleton in dynamic fashion. Further analysis of one hit from our proteomic survey, the receptor phosphotyrosine phosphatase PTPRS, revealed a correlation between cytoskeletal tethering and endosomal trafficking in response to EGF. This finding parallels previous indications that PTPRS is involved in the desensitization of EGFR and provides a potential mechanism to coordinate localization of these two membrane proteins in the same compartment upon EGFR activation.
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INTRODUCTION

The transmembrane proteome comprises a diverse collection of proteins involved in myriad cellular functions including nutrient transport, adhesion, cellular motility, metabolism, and cell signaling. These functions are regulated by an equally diverse array of mechanisms that include post-translational modification, endocytosis, and oligomerization/aggregation within the membrane. All of these regulatory mechanisms involve interactions of transmembrane proteins with the underlying cortical actin cytoskeleton, which both organizes and stabilizes the membrane proteome into distinct functional domains.1

Interactions between transmembrane proteins and the actin cytoskeleton can be classified as passive or active.2 Passive interactions involve cytoskeleton-mediated organization of the membrane into distinct “corrals”, which primarily serve to limit lateral diffusion of proteins within the lipid bilayer.3 Active interactions, on the other hand, involve physical tethering of transmembrane proteins to cortical actin filaments (F-actin).4 While active tethering similarly limits the lateral mobility of transmembrane proteins, it is also critical for the maintenance of cell−cell contacts and membrane microdomains, such as lipid rafts and focal adhesions, and for vesicular trafficking at the cell surface.5

Active tethering of transmembrane proteins is facilitated either by direct interactions of proteins with F-actin or, more commonly, by adaptor proteins that link the cytoplasmic domains of transmembrane proteins to F-actin. Adaptor proteins involved in cytoskeletal tethering interact with distinct sets of substrates within the membrane proteome, allowing for coordinated tethering of multiple transmembrane proteins in response to signals that govern adaptor protein abundance or activity.6 Temporal and spatial coordination of transmembrane protein tethering by adaptor proteins clearly plays an important role in complex cellular processes such as signal transduction, though the mechanisms by which the relatively limited set of adaptor proteins, which include proteins of the ezrin−radixin−moesin (ERM) family, are directed to specific membrane complexes is incompletely understood.6a

Cytoskeletal tethering plays an important role in both the positive and negative regulation of epidermal growth factor receptor (EGFR), depending on which adaptor protein is involved in the process.6c Tethering by ERM proteins mediates efficient internalization and endocytic sorting of activated EGFR, which is required for endosomal signaling to various EGFR effectors and also mediates receptor downregulation.7 Conversely, interaction of EGFR with merlin, a closely related FERM family protein that cannot interact with F-actin,
sequesters EGFR into an insoluble membrane compartment from which it cannot signal or become internalized.6 Loss of EPS0, another protein involved in tethering complexes, disturbs both of these processes, leading to accumulation of activated EGFR on the cell surface due to defects in receptor-mediated endocytosis.20 Together these studies point out both the complexity and importance of cytoskeletal tethering to growth factor signaling from the cell surface.

While it is clear that ligand-mediated activation of EGFR promotes its tethering to the cytoskeleton, it is less obvious whether signaling through this receptor also promotes the tethering of other proteins associated with endocytosis and signal transduction to downstream effectors. To answer this question, we devised an unbiased proteomic strategy to globally evaluate composition of the tethered membrane proteome before and after stimulation of cells with EGF. In this approach, adherent cells are first surface biotinylated using an amine-reactive cross-linking reagent and then extracted with detergents to remove soluble cytoplasmic and membrane proteins. The remaining insoluble/cytoskeletal fraction is then homogenized, affinity purified with streptavidin beads, and analyzed by mass spectrometry. Though aspects of this approach have been previously utilized to isolate specific protein pools of membrane proteins for proteomic analysis, the combination of membrane biotinylation and cytoskeletal extraction we describe has not been previously applied to differential protein tethering to the cytoskeleton.6

Quantitative comparison of the “membrane tetherome” before and after EGF stimulation suggests that EGFR activation leads to the association of several different proteins with the cytoskeleton, including those involved in signal transduction and vesicular trafficking. At the same time, EGFR signaling also promotes the dissociation of another subset of proteins from the cytoskeleton, including those that mediate cytoskeletal dynamics and RNA processing. This experimental approach provides a relatively simple means to identify and quantify components of the tethered membrane proteome and will allow us to decipher how specific plasma membrane complexes are organized by the underlying cortical cytoskeleton in response to different environmental or signaling conditions.

## EXPERIMENTAL SECTION

### Cell Culture

HK2 normal human renal epithelial cells were obtained from ATCC. Cells were grown in normal tissue culture-treated dishes in antibiotic-free RPMI-1640 media (Invitrogen, Carlsbad, CA) containing 10% fetal bovine serum (FBS) under standard growth conditions of 37 °C and 5% CO2. Cells were passaged at 85–90% confluence every 3–4 days to maintain continuous logarithmic growth. Treatments with recombinant EGF were performed in basal RPMI-1640 media after 16–20 h of serum starvation. Treatment with methyl-beta-cyclodextrin (Mj/CD) was performed at 5 mM concentration for 30 min to disrupt lipid raft microdomains in the plasma membrane.

### Adenoviral Expression of PTPRS

Recombinant adenoviral vectors containing PTPRS were generated by recombining the full-length open reading frame of PTPRS into pAd/CAMV/VS-DEST using the GATEWAY cloning system (Invitrogen). Adenoviral particles were produced by transfecting this vector into the 293A packaging line, harvesting a crude viral lysate and amplifying the stock by one additional round of infection in 293A cells. The resulting viral supernatant was titered and frozen prior to further use. HK2 cells plated to 6 cm plates and glass coverslips were infected at a multiplicity of infection (MOI) of 5 for 24 h prior to media change. At 32–48 h after infection, the cells were stimulated with EGF and analyzed by immunoblot or immunofluorescent staining.

### Antibodies

Antibodies for EGFR, ERM, CD44, Grb2, clathrin, pEGFRY1068, pERMβ567, and actin were obtained from Cell Signaling Technologies (Danvers, MA). The mouse monoclonal antibody to tubulin was obtained from Sigma-Aldrich (St. Louis, MO), and the rabbit polyclonal antibody to 14-3-3 epsilon was obtained from Epitomics (Burlingame, CA). The mouse monoclonal antibody to EEA1 was purchased from BD Biosciences (San Diego, CA). The mouse monoclonal antibody to PTPRS was kindly provided by Dr. Michel Tremblay (McGill University, Montreal, Quebec, Canada).

### Immunofluorescent Staining and Microscopy

HK2 cells were seeded to coverslips and allowed to adhere for 24 h. Cells were then starved over night in serum-free RPMI-1640 media prior to treatment with recombinant human EGF (100 ng/mL) for the indicated times. For imaging of total protein content, cells were fixed with 3.7% formaldehyde in phosphate-buffered saline (PBS) and permeabilized with 0.2% TritonX-100 in PBS. Imaging of the cytoskeletal fraction only was performed by treating cells with solublization buffer (10 mM PIPES, 50 mM KCl, 20 mM EGTA, 3 mM MgCl2, 2 M glycerol, 2 mM NaF, 2 mM Na3(VO)4, 1% TritonX-100) supplemented with 1X protease inhibitor cocktail (Sigma) on ice for 5 min, followed by fixation with formaldehyde as above. After blocking with 5% normal goat serum and 3% bovine serum albumin in PBS, the coverslips were incubated at 4 °C overnight with anti-EGFR (1:100), anti-EEA1 (1:200), or anti-PTPRS (1:150) diluted in block buffer. After washing in PBS/0.02% TritonX-100, coverslips were incubated for one hour with AlexaFlour-488 or AlexaFlour-546 coupled secondary antibodies (Invitrogen). After a final round of washing, cells were costained with DAPI to detect nuclei, and coverslips were mounted on glass slides with antifade gel mounting medium. Images were obtained using a Nikon Ti-E inverted fluorescence microscope equipped with DAPI, FITC, and Texas Red filter sets and processed using the NIS Elements software package (Nikon Instruments, Melville, NY).

### Cytoskeletal Fractionation

HK2 cells were plated to 6-well dishes (35 mm diameter) at a density of 1.5 × 105 cells per well and allowed to adhere overnight in complete media. Cells were then starved over night in serum-free RPMI-1640 media prior to treatment with recombinant human EGF (100 ng/mL) for the indicated times. Cell lysates were fractionated according to previously described methods.9c Briefly, cells were first washed on ice and then incubated with ice-cold solublization buffer (10 mM PIPES, 50 mM KCI, 20 mM EGTA, 3 mM MgCl2, 2 M glycerol, 2 mM NaF, 2 mM Na3(VO)4, 1% TritonX-100) supplemented with 1X protease inhibitor cocktail (Sigma) on ice for 5 min with gentle rocking. The soluble fraction was removed to a fresh tube on ice, and the remaining insoluble material was washed twice with cold detergent-free solublization buffer to remove any remaining soluble protein. The cytoskeletal fraction was then scraped into extraction buffer (25 mM Tris-HCl, 300 mM...
NaCl, 30 mM MgCl₂, 2 mM NaF, 2 mM Na₃(VO)₄, 1% NP-40, 0.2% Brij35, 0.2% sodium deoxycholate, 2 mM dithiothreitol) supplemented with 1X protease inhibitor cocktail (Sigma) and sheared ten times through a 27 gauge needle to homogenize the cytoskeletal proteins. Equal volumes of protein lysate were diluted with Laemmli buffer and denatured by boiling for immunoblot analysis.

**Immunoblotting**

Protein samples were separated on Tris-glycine polyacrylamide gels and transferred overnight to nitrocellulose membranes in a wet transfer apparatus (Hoefer, Holliston, MA). Membranes were blocked in 3% nonfat dry milk in Tris-buffered saline/0.1% Tween (TBS-T) and probed with primary antibodies overnight at 4 °C. After washing in TBS-T buffer and incubation with a horseradish peroxidase-coupled secondary antibody, membranes were incubated in enhanced chemiluminescent reagent, exposed to film, and developed for signal using a X-oma film processor (Kodak, Rochester, NY).

**Surface Protein Purification**

HK2 cells were plated to eight 15 cm dishes at a density of 3.0 × 10⁶ cells per plate and allowed to adhere overnight in complete media. Cells were then starved overnight in serum-free RPMI-1640 media prior to biotinylation on ice for 30 min with 0.25 mg/mL (0.41 mM) sulfo-NHS-SS-biotin (Thermo/Pierce, Rockford, IL). After the surface biotinylation reaction was quenched with 50 mM glycine, cells were washed twice with cold RPMI-1640 media and treated with or without recombinant human EGF (100 ng/mL) in prewarmed RPMI-1640 media for 5 min. Four dishes of cells were used for each condition (+ EGF). Fractionation of the cells was performed as above, except that the Extraction Buffer did not contain DTT in order to maintain the biotin cross-links. After removal of insoluble debris by centrifugation for 10 min at 10000 g, cytoskeletal fraction lysates were quantified by Bradford assay, and equal amounts of protein (4 mg) were incubated with pre-equilibrated neutravidin beads (Thermo/Pierce) overnight at 4 °C with constant rotation. Beads were pelleted at 200g for 1 min and washed twice with DTT-free extraction buffer and twice with Tris-buffered saline (TBS) containing 5% glycerol. Bound proteins were eluted from the beads by incubating with TBS/5% glycerol buffer containing 50 mM DTT for 2 h at room temperature with constant agitation. The final eluate was stored at −80 °C until analysis by immunoblot and LC–MS/MS.

**Mass Spectrometry and Protein Identification**

Tether enriched samples were quantified using Qubit fluorometry (Invitrogen). For each sample (purified fractions ± EGF), 20 μg of purified eluate was separated on a 4–12% Bis Tris NuPage gel (Invitrogen) in the MOPS buffer system. The 20 μg gel lane was excised into 20 equally sized segments, and gel pieces were processed using a ProGest robot (DigiLab, Holliston, MA). The trypsin digestion protocol involved washing the gel pieces with 25 mM ammonium bicarbonate followed by acetonitrile, reduction with 10 mM DTT at 60 °C followed by alkylation with 50 mM iodoacetamide (IA) at RT. Reduced and alkylated samples were digested with sequencing grade trypsin (Promega, Madison, WI) at 37 °C for 4 h. The digestion was quenched with formic acid, and the supernatant was analyzed directly by LC–MS/MS without further processing.

LC–MS/MS analysis was performed with a NanoAcquity HPLC system (Waters, Milford, MA) interfaced to a LTQ Orbitrap Velos mass spectrometer (ThermoFisher, Waltham, MA). Peptides were loaded on a trapping column and eluted over a 75 μm analytical column at 350 nL/min; both columns were packed with Jupiter Proteo resin (Phenomenex, Torrance, CA). The mobile phases consisted of HPLC grade H₂O (A) and HPLC grade acetonitrile (B), both containing 0.1% (v/v) formic acid. The gradient started at 2% B, reached 50% B in 18 min, 80% B in the next 0.5 min, and 98% A in the final 1 min (see Supporting Information Table S3 for HPLC gradient details). The mass spectrometer was operated in data-dependent mode, with MS performed in the Orbitrap at 60 000 fwhm resolution and MS/MS performed in the LTQ. The 15 most abundant ions were selected for MS/MS. Charge state deconvolution and deisotoping were not performed.

Peptide fragmentation data were searched using a local copy of Mascot (Matrix, Boston, MA). Mascot was configured to search the SwissProt database (human, 41016 entries) assuming the digestion enzyme trypsin was used. Searches were performed with a fragment ion mass tolerance of 0.80 Da and a parent ion tolerance of 10.0 PPM. Carbamidomethylation of cysteine was specified in Mascot as a fixed modification. Gln → pyro-Glu of the n-terminus, deamidated of asparagine and glutamine, oxidation of methionine, acetyl of the n-terminus, and CAMthiopropanoyl of lysine and the n-terminus were specified in Mascot as variable modifications. CAMthiopropanoyl modifications were included to account for changes to peptide mass that result from biotinylation with NHS-SS-biotin. Data were searched with a maximum of 2 missed cleavage events allowed.

The resulting Mascot DAT files were parsed into the Scaffold v3.2 software package (Proteome Software Inc., Portland, OR) to validate MS/MS-based peptide and protein identifications. Peptide identifications were accepted if they could be established at greater than 95.0% probability as specified by the Peptide Prophet algorithm. Protein probabilities were assigned by the Protein Prophet algorithm and were accepted if they could be established at greater than 99.0% probability and contained at least 4 identified peptides. Proteins that contained similar peptides and could not be differentiated on the basis of MS/MS analysis alone were grouped to satisfy the principles of parsimony. Quantification of protein abundance was performed using the label-free spectral counting method as previously described. The quantitative value assigned by Scaffold represents a normalized spectral count. Normalization was performed by calculating the average number of spectral counts for all samples and then multiplying the spectral counts in each individual sample by the average divided by the individual sample’s sum.

**RESULTS**

**EGF Stimulation Causes Redistribution of EGFR to the Cytoskeleton**

To demonstrate that EGF promotes the tethering of its receptor to the cytoskeleton, we treated immortalized human renal epithelial cells (HK2) with recombinant EGF (100 ng/mL) for different times and then stained formaldehyde-fixed cells for EGFR before and after extraction of the membrane and cytosol. In the absence of EGF stimulation, cells fixed with formaldehyde display diffuse EGFR staining across the entire cell surface with a mild concentration in the perinuclear region.
Figure 1. The epidermal growth factor receptor associates with the detergent-insoluble cytoskeletal fraction upon activation by its ligand. (A) HK2 cells were plated to glass coverslips and serum-starved for 24 h. They were then either fixed directly or extracted with buffer containing 1% TritonX-100 prior to fixation. Cells were labeled with antibodies to EGFR and detected with AlexaFluor-488 coupled secondary antibody (green) and also stained with Hoescht stain (blue) to detect nuclei. Images were captured using an epifluorescent inverted microscope at 60× magnification. Scale bars indicate 20 μm. (B) HK2 cells were cultured and serum-starved as before, then treated for the indicated time with 100 ng/mL of recombinant human EGF prior to detergent extraction and fixation. The remaining cytoskeletal fraction was stained for EGFR as before to demonstrate the progressive tethering of activated receptor to the cytoskeleton. Images are shown at 60× magnification with inset bars indicating 20 μm. (C) HK2 cells were plated at fixed density, serum-starved, and then stimulated for the indicated time with 100 ng/mL of recombinant human EGF. Cells were then biochemically fractionated, and lysates were analyzed by immunoblot for the indicated total or phosphorylated proteins. (D) HK2 cells were plated at fixed density, serum-starved, and pretreated with 5 mM MβCD prior to stimulation for 5 min ±100 ng/mL of recombinant human EGF. Cells were fractionated and analyzed by immunoblot as in C.

(Figure 1A). This entire population of receptors is completely removed by detergent extraction prior to fixation, indicating that EGFR is not tethered to the cytoskeleton in the inactive state (Figure 1A).46 Treatment of HK2 cells with EGF leads to a rapid (0–5 min) redistribution of EGFR into dense aggregates that progressively concentrate in the perinuclear region, consistent with receptor internalization and trafficking to the endosomal compartment (Figure 1B).14 At the same time, receptors progressively associate with the cytoskeletal fraction and become visible by immunostaining in detergent-extracted cells (Figure 1B). Cooing of HK2 cells with antibodies for EGFR and the early endosomal marker EEA1 clearly demonstrates that EGFR localizes to endosomes upon activation by EGF, though tethering to the cytoskeleton is not a general property of all endosomal proteins, as EEA1 is not retained in the cytoskeletal fraction after detergent extraction (Supporting Information Figure S1).

Redistribution of activated EGFR to the cytoskeletal fraction can also be demonstrated by biochemical separation of HK2 cells into detergent-soluble and -insoluble fractions.9c Prior to EGF stimulation, EGFR is primarily detected in the detergent-soluble fraction of HK2 cells. EGF stimulation causes a rapid (0–5 min) increase in EGFR concentration in the insoluble cytoskeletal fraction, which is sustained with receptor activation (Figure 1C). Concentrations of EGFR in both soluble and cytoskeletal fractions decrease in parallel by 60 min poststimulation because of receptor degradation. The identities of the detergent-soluble and insoluble fractions are indicated by probing HK2 protein lysates for activated ezrin–radixin–moesin (ERM) family proteins, which are directly tethered to the actin cytoskeleton when phosphorylated at the C-terminus (pERM\textsuperscript{T567}). While ERM proteins can be detected in both soluble and insoluble fractions, the activated/phosphorylated form is highly enriched in the insoluble fraction (Figure 1C). Similarly, actin itself is also enriched in the cytoskeletal fraction.

The detergent extraction method we used to fractionate HK2 cells is similar, albeit not identical, to procedures used in lipid raft microdomain isolation.9a,15 To demonstrate that redistribution of EGFR to a detergent-insoluble fraction after binding to EGF is a result of cytoskeletal tethering and not lipid raft aggregation, we pretreated HK2 cells for 30 min with 5 μM methyl-beta-cyclodextrin (MβCD) prior to stimulation with EGF. Treatment of cells with this reagent depletes cholesterol from the plasma membrane and thereby disrupts lipid raft microdomains.16 As expected, MβCD had little effect on the activation and redistribution of EGFR to the detergent-insoluble fraction upon EGF stimulation (Figure 1D). Conversely, MβCD treatment increased the detergent solubility of the raft-associated protein CD44 and decreased its association with the cytoskeleton upon EGF stimulation (Figure 1D).17 Together these data confirm that EGF-mediated activation of EGFR results in its redistribution to the detergent-
insoluble fraction and are consistent with EGFR being tethered to the actin cytoskeleton upon activation.

**Biochemical Isolation and Purification of the Tethered Membrane Proteome**

Regulated tethering of EGFR in HK2 cells provided us with a useful framework to validate a novel strategy for isolating and characterizing the tethered membrane proteome (Figure 2A). In this strategy, we combined the biochemical fractionation method described above with cell surface biotinylation, which was performed with sulfo-NHS-SS-biotin, a cell nonpermeable cross-linking reagent that adds a biotin tag to primary amines. This reagent can be applied to live cells in phosphate-buffered saline (PBS) to label the lysine residues of extracellular proteins. When labeling is performed at temperatures lower than 4 °C, vesicular trafficking to the cell surface is inhibited, thus ensuring that a stable population of biotinylated receptors is present when cells are experimentally stimulated. After stimulation and fractionation, the membrane protein component of the detergent-insoluble cytoskeletal fraction can be isolated by affinity purification over streptavidin beads and eluted by reduction of the biotin cross-link with dithiothreitol (DTT).

We validated the experimental scheme presented above by labeling HK2 cells with sulfo-NHS-SS-biotin for 30 min on ice and then allowing a 5 min recovery in prewarmed culture media in the presence or absence of EGF (100 ng/mL). Cells were then extracted with ice-cold detergent (TritonX-100) to remove the soluble/untethered protein fraction. The remaining cytoskeletal fraction was scraped into a second buffer containing a cocktail of detergents (NP40, deoxycholate and Brij-35) and homogenized by shearing the cytoskeletal fraction through a 25 gauge needle. Remaining debris was removed by centrifugation, and the resulting protein lysate was purified over streptavidin beads to isolate all membrane proteins associated with the cytoskeleton. Immunoblot analysis of the input and purified fractions clearly demonstrate enrichment of EGFR in the cytoskeletal fraction after EGF stimulation (Figure 2B). As controls for the reaction, we also probed lysates for CD44. As expected, CD44 was isolated with the purified membrane protein fraction, and was found to be associated with the cytoskeletal fraction independent of EGF stimulation (Figure 2B). Immunoblot analysis of the streptavidin-purified fraction also reveals that even highly abundant cytoplasmic proteins from the cytoskeletal fraction, such as tubulin and actin, are largely excluded by purification of biotinylated membrane

---

**Figure 2.** Proteomic workflow and experimental validation. (A) Flow diagram of the methods used to isolate and purify the fraction of membrane proteins associated with the cytoskeleton. See the Experimental Section for detailed procedures. (B) Cytoskeletal protein lysates isolated by the methods shown in A were analyzed by immunoblot before (input) and after purification with streptavidin beads (pulldown). Purification enriches for membrane proteins (EGFR and CD44) over intracellular cytoskeletal elements (tubulin and actin). (C) Annotated mass spectra for EGFR peptide (TIQEVAGVYIALNTVER) representative of the detection metrics for the peptides identified in this study. A minimum of two unique peptides with ≥50% probability (Prophet score) were used to identify each protein. (D) Annotated mass spectra for CD44 peptide (LVINSNGNGAVEDR). (E) Quantification of relative EGFR (44/102 peptides) and CD44 (50/56 peptides) abundance in the cytoskeletal fraction of HK2 cells treated without (−) and with (+) EGF stimulation for 5 min using the label-free spectral counting method.

---

We validated the experimental scheme presented above by labeling HK2 cells with sulfo-NHS-SS-biotin for 30 min on ice and then allowing a 5 min recovery in prewarmed culture media in the presence or absence of EGF (100 ng/mL). Cells were then extracted with ice-cold detergent (TritonX-100) to remove the soluble/untethered protein fraction. The remaining cytoskeletal fraction was scraped into a second buffer containing a cocktail of detergents (NP40, deoxycholate and Brij-35) and homogenized by shearing the cytoskeletal fraction through a 25 gauge needle. Remaining debris was removed by centrifugation, and the resulting protein lysate was purified over streptavidin beads to isolate all membrane proteins associated with the cytoskeleton. Immunoblot analysis of the input and purified fractions clearly demonstrate enrichment of EGFR in the cytoskeletal fraction after EGF stimulation (Figure 2B). As controls for the reaction, we also probed lysates for CD44. As expected, CD44 was isolated with the purified membrane protein fraction, and was found to be associated with the cytoskeletal fraction independent of EGF stimulation (Figure 2B). Immunoblot analysis of the streptavidin-purified fraction also reveals that even highly abundant cytoplasmic proteins from the cytoskeletal fraction, such as tubulin and actin, are largely excluded by purification of biotinylated membrane...
Table 1. Proteins with Increased Cytoskeletal Association upon EGF Stimulation

<table>
<thead>
<tr>
<th>cell signaling</th>
<th>accession number</th>
<th>gene</th>
<th>unique peptide (-) EGF</th>
<th>(+) EGF</th>
<th>coverage (%) spectral counts (+) EGF</th>
<th>(+) EGF</th>
<th>quantitative value</th>
<th>(+) EGF</th>
<th>fold Δ</th>
<th>log Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peptidyl-prolyl cis–trans isomerase B</td>
<td>P23284</td>
<td>PPPIB</td>
<td>5</td>
<td>8</td>
<td>22.0</td>
<td>44.0</td>
<td>5</td>
<td>16</td>
<td>4.2</td>
<td>25.9</td>
</tr>
<tr>
<td>Cysteine and glycine-rich protein 2</td>
<td>Q16527</td>
<td>CSRP2</td>
<td>5</td>
<td>8</td>
<td>32.0</td>
<td>45.0</td>
<td>8</td>
<td>16</td>
<td>6.3</td>
<td>24.8</td>
</tr>
<tr>
<td>CD70 antigen</td>
<td>P32970</td>
<td>CD70</td>
<td>5</td>
<td>5</td>
<td>28.0</td>
<td>38.0</td>
<td>16</td>
<td>19</td>
<td>3.6</td>
<td>12.5</td>
</tr>
<tr>
<td>Gremlin-1</td>
<td>O60565</td>
<td>GREM1</td>
<td>7</td>
<td>8</td>
<td>37.0</td>
<td>49.0</td>
<td>29</td>
<td>39</td>
<td>21.6</td>
<td>66.6</td>
</tr>
<tr>
<td>Peroxiredoxin-1</td>
<td>Q96830</td>
<td>PRDX1</td>
<td>12</td>
<td>15</td>
<td>59.0</td>
<td>56.0</td>
<td>35</td>
<td>56</td>
<td>31.1</td>
<td>80.5</td>
</tr>
<tr>
<td>Guanine nucleotide-binding protein G(i) subunit alpha-2</td>
<td>P04899</td>
<td>GNAI2</td>
<td>8</td>
<td>13</td>
<td>26.0</td>
<td>43.0</td>
<td>13</td>
<td>22</td>
<td>7.1</td>
<td>17.6</td>
</tr>
<tr>
<td>14-3-3 protein epsilon</td>
<td>P62258</td>
<td>YWHAE</td>
<td>4</td>
<td>6</td>
<td>16.0</td>
<td>27.0</td>
<td>5</td>
<td>9</td>
<td>5.3</td>
<td>12.5</td>
</tr>
<tr>
<td>Epidermal growth factor receptor</td>
<td>P00533</td>
<td>EGFR</td>
<td>30</td>
<td>42</td>
<td>31.0</td>
<td>37.0</td>
<td>44</td>
<td>101</td>
<td>26.7</td>
<td>61.4</td>
</tr>
<tr>
<td>Prohibitin-2</td>
<td>Q99623</td>
<td>PHB2</td>
<td>11</td>
<td>13</td>
<td>33.0</td>
<td>40.0</td>
<td>18</td>
<td>27</td>
<td>12.6</td>
<td>28.7</td>
</tr>
<tr>
<td>Cytoplasmic FMR1-interacting protein 1</td>
<td>Q7L576</td>
<td>CYFIP1</td>
<td>7</td>
<td>13</td>
<td>6.1</td>
<td>12.0</td>
<td>10</td>
<td>14</td>
<td>4.0</td>
<td>8.9</td>
</tr>
<tr>
<td>Peroxiredoxin-2</td>
<td>P32139</td>
<td>PRDX2</td>
<td>6</td>
<td>6</td>
<td>28.0</td>
<td>30.0</td>
<td>8</td>
<td>9</td>
<td>6.3</td>
<td>13.6</td>
</tr>
<tr>
<td>Receptor-type tyrosine-protein phosphatase S</td>
<td>Q13332</td>
<td>PTPRS</td>
<td>10</td>
<td>14</td>
<td>6.6</td>
<td>9.6</td>
<td>12</td>
<td>18</td>
<td>5.2</td>
<td>10.8</td>
</tr>
</tbody>
</table>

Vesicular Trafficking
- Ras-related protein Rab-10 | P61026 | RAB10   | 4 | 5 | 22.0 | 26.0 | 6 | 14 | 4.2 | 19.1 | 4.52 | 2.18 |
- Dynex light chain 1 | P63167 | DYNLL1  | 6 | 5 | 65.0 | 64.0 | 12 | 20 | 22.3 | 54.4 | 2.44 | 1.29 |
- Coatamer subunit alpha | P53621 | COPA    | 11 | 20 | 9.8 | 18.0 | 13 | 21 | 6.5 | 13.3 | 2.05 | 1.04 |

ECM and Cytoskeletal Regulation
- Urokinase-type plasminogen activator | P00749 | PLAU    | 6 | 10 | 13.0 | 19.0 | 11 | 16 | 2.2 | 6.1 | 2.76 | 1.47 |
- Protein S100-A9 | P06702 | S100A9  | 4 | 7 | 45.0 | 53.0 | 12 | 25 | 22.3 | 53.0 | 2.38 | 1.25 |
- Prolactin-inducible protein | P12278 | PIP     | 5 | 6 | 44.0 | 44.0 | 17 | 30 | 9.9 | 23.1 | 2.33 | 1.22 |
- Collagen alpha-1(XVIII) chain | P39060 | COL18A1 | 6 | 9 | 5.8 | 7.7 | 15 | 23 | 3.7 | 8.2 | 2.21 | 1.15 |

Membrane Transport
- Voltage-dependent anion-selective channel protein 3 | Q9Y277 | VDAC3   | 4 | 9 | 16.0 | 44.0 | 8 | 14 | 4.5 | 15.3 | 3.40 | 1.77 |
- Voltage-dependent anion-selective channel protein 2 | P45880 | VDAC2   | 12 | 12 | 52.0 | 56.0 | 21 | 32 | 15.3 | 32.3 | 2.12 | 1.08 |

*Proteins that were identified with confidence of >99% and were scored with ≥4 spectral counts (SpC) in both unstimulated and stimulated cells were sorted by the SpC ratio in stimulated/unstimulated cells. Refer to Table S1 (Supporting Information) for a complete list of proteins identified in this study. Accession numbers were compiled from the SwissProt database.

proteins away from the rest of the cytoskeletal fraction (Figure 2B).

Quantitative Analysis of Tethered Membrane Proteome Composition
To identify the composition of the tethered membrane proteome, we performed label-free tandem mass spectrometry (MS/MS) on the streptavidin-purified fractions from HK2 cells treated in the presence or absence of EGF for 5 min. Because detection of unique peptides using label-free methods of quantification such as spectral counting can be confounded by large differences in protein abundance, we first separated individual samples by one-dimensional polyacrylamide gel electrophoresis and fractionated them into 20 separate gel slices by protein mass. Individual gel fractions were trypsin digested and separated by liquid chromatography interfaced directly with the mass spectrometer. The 15 most abundant ions for each peptide were selected for MS/MS analysis. Spectra for each peptide were matched to the SwissProt human database using a local copy of Mascot and parsed into the Scaffold software package to filter and simply identified hits into a nonredundant list of proteins for each sample.

Quantitative analysis of the MS/MS data was performed by analyzing spectral counts (SpC) of peptides mapped to unique proteins within the SwissProt database. Previous studies have shown that this method can accurately discriminate differences of abundance as low as 1.4-fold with 95% confidence providing that at least one of the two samples displays ≥4 SpC. In our analysis of the data, we filtered out all proteins that produced a SpC <4 for either sample (+ EGF) to ensure maximum confidence in protein identification (Supporting Information Tables S1 and S2). We then determined the SpC ratio of stimulated-to-unstimulated cells to distinguish positively identified proteins whose association with the cytoskeleton changed upon stimulation of cells with EGF. To ensure that these quantitative predictions from the MS/MS data accurately represent protein abundance, we compared the spectral count ratios of EGFR and CD44 in EGF-stimulated versus -unstimulated cells (Figure 2C–E). As previously demonstrated by immunoblot (Figure 2B), the amount of EGFR in the tethered membrane proteome increases upon EGF stimulation (44/101 SpC), whereas the amount of CD44 stays relatively constant under the same treatment conditions (50/56 SpC, Figure 2E).
of proteins detected by MS/MS display a 2-fold or greater change in abundance in the purified cytoskeletal fraction (Tables 1 and 2, Supporting Information Table S1). This list revealed the differential redistribution of several different protein classes expected to function downstream of EGFR including those involved in cell signaling, cytoskeletal regulation, migration, and proteolysis. Interestingly, many of the proteins identified in this analysis are functionally associated with RNA binding/processing and translation (Table 2). While neither of these cellular functions is obviously associated with cytoskeletal regulation or EGFR signaling, they have been connected to cellular spreading and adhesion, which are modulated by EGFR in HK2 cells.18 In addition, one of the RNA processing factors we found to be differentially tethered in response to EGF, small nuclear ribonucleoprotein F (SNRPF), has been previously shown to bind directly to the EGFR effector Grb2, which was also differentially tethered in our study (Figure 3A).19

**EGF Signaling Promotes Cytoskeletal Association and Processing of PTPRS**

To ensure that the findings from our MS/MS analysis accurately represent redistribution of proteins to the cytoskeleton, we performed immunoblot analysis on three of the differentially detected proteins in the soluble and cytoskeletal fractions of EGF-stimulated HK2 cells. Consistent with the MS/MS quantification, we found that the EGFR-associated adaptor proteins Grb2 and 14-3-3 epsilon increase in the cytoskeletal fraction of EGF-stimulated cells along with EGFR (Figure 3A). We also observed that the type-S receptor phosphotyrosine phosphatase (PTPRS) increased in association with the cytoskeleton upon EGFR activation, which is intriguing since a recent study has implicated this protein as a tumor suppressor and negative regulator of EGFR.20 The temporal increase in association of PTPRS with the cytoskeleton also correlates with its proteolytic processing, as full-length receptor is increased in the cytoskeletal fraction at 5 min after EGF stimulation, whereas the processed intracellular domain is increased at 15 min after EGF stimulation (Figure 3A). By 60 min poststimulation, levels of both isoforms return to basal levels of abundance within the cytoskeletal fraction. Similar results are achieved with overexpression of full-length recombinant PTPRS in HK2 cells (Figure 3B).

Consistent with previous data, we observed that overexpression of PTPRS in HK2 cells using an adenoviral vector dampened basal EGFR phosphorylation and weakly antagonized EGF-induced activation of EGFR (Supporting Information Figure S3A).20 Together with the coordinate increase in cytoskeletal association, these data suggest that PTPRS may localize to the same detergent-insoluble endocytic compartment that EGFR resides in upon EGF stimulation. To test this hypothesis, we immunofluorescently labeled HK2 cells overexpressing PTPRS.
expressing PTPRS with antibodies to PTPRS and the endosomal marker clathrin, which dynamically associates with the cytoskeleton during vesicular trafficking through the endosomal system via an assortment of different adaptor proteins. In unstimulated HK2 cells, PTPRS primarily localizes to punctate spots that are evenly distributed throughout the cell and do not colocalize with clathrin (Figure 3C,D). Extraction of unstimulated cells with detergent does not dramatically alter this pattern of staining, suggesting that PTPRS constitutively associates with the cytoskeleton but resides in a nonclathrin coated vesicular compartment in unstimulated HK2 cells (Figure 3D). Upon stimulation of cells with EGF, PTPRS puncta rapidly condense to the perinuclear region and colocalize with clathrin-coated vesicles, consistent with endosomal relocalization (Figure 3E,F). As predicted, both PTPRS and clathrin reside in the detergent-insoluble fraction after EGF stimulation, indicating that both proteins remain associated with the cytoskeleton after EGF stimulation (Figure 3G-H).

Figure 3. EGF signaling promotes association of Grb2, 14-3-3 epsilon and PTPRS with the cytoskeleton. (A) HK2 cells were plated at fixed density, serum-starved and then stimulated for the indicated time with 100 ng/mL recombinant human EGF. Cells were then biochemically fractionated, and lysates were analyzed by immunoblot for the indicated proteins. The antibody to PTPRS detects endogenous full-length (FL) protein, the processed phosphatase subunit (P-sub), and a further proteolytic C-terminal fragment (CTF). (B) HK2 cells were transfected with pCDNA6.2-PTPRS, which expresses full-length PTPRS under control of the CMV promoter. After 48 hours, the cells were treated with 100 ng/mL EGF for the indicated time and fractionated to isolate the soluble and cytoskeletal fractions of protein lysate. Lysates were separated by SDS-PAGE, transferred to nitrocellulose and probed with primary antibodies to the indicated proteins. (C–F) HK2 cells infected with adenoviruses expressing PTPRS for 24 hours were serum-starved overnight prior to treatment +/- 100 ng/mL EGF for 5 minutes. After stimulation the cells were either fixed directly (C,E) or extracted with buffer containing 1% TritonX-100 prior to fixation (D,F). Cells were then labeled with antibodies for PTPRS (green) and clathrin (red), and co-stained with Hoescht stain (blue) to detect nuclei. Images were captured using an epifluorescent inverted microscope at 60× magnification. Scale bars indicate 20 microns. 2× magnifications of the indicated cells (arrows) are shown in the upper right inset of each merged image to demonstrate separation or colocalization of the PTPRS and clathrin signals.
These interactors can largely be removed by adding SDS to the proteins that are indirectly associated with the cytoskeletal fraction. EGFR and CD44, the purified fraction also contained purified stimulus.

...the endocytic system induced by EGF. Whether PTPRS is directly tethered to membrane proteins to the actin cytoskeleton rapidly changes in response to a well-defined stimulus. Because activated EGFR has previously been shown to redistribute to a detergent-insoluble compartment in association with the tethering proteins EBP50 and ezrin, we used changes in the biochemical fractionation of EGFR as a positive control for changes in tethering.7a,21 We then combined biochemical fractionation of the cytoskeletal proteome with membrane protein biotinylation to specifically purify proteins that are physically associated with the cytoskeleton, either by direct tethering or indirect association with biotinylated membrane proteins. Quantitative MS/MS analysis of this purified fraction revealed the composition of the tethered membrane proteome, or “membrane tetherome”, in HK2 cells before and after EGF stimulus.

While the results of our analysis clearly demonstrate that this purification scheme enriches for transmembrane proteins such as EGFR and CD44, the purified fraction also contained proteins that are indirectly associated with the cytoskeletal fraction by binding to the membrane proteins themselves. These interactors can largely be removed by adding SDS to the dissociation buffer used to solubilize the cytoskeletal fraction or by heat denaturation of this fraction prior to streptavidin purification (Supporting Information Figure S2). In this study, we chose not to include this step to allow for detection of important signaling intermediates, such as Grb2 and 14-3-3 epsilon, which redistribute to the cytoskeletal fraction with EGFR. For applications where the presence of indirect interactors is not desired, however, these proteins can easily be removed by chemical or physical means.

Several of the changes in protein tethering we observed are clearly related to changes in signal transduction and cellular behavior elicited by EGF. In HK2 cells, treatment with EGF results in a rapid induction of cellular migration and a more delayed increase in cellular proliferation (data not shown). Since we measured the difference in membrane tetherome composition after only 5 min of EGF stimulation, we anticipated that most of the differentially tethered proteins would be ones that mediate EGFR signaling, membrane trafficking/endocytosis, and cytoskeletal reorganization.

CONCLUSIONS

Tethering of membrane proteins to the cortical actin cytoskeleton is a dynamic process that plays an important role in many different cellular functions including endocytosis, vesicular trafficking, migration, and signaling. The regulation of all these processes can be coordinated by extracellular signals, which leads to increased endocytosis and turnover of activated receptors and changes in cellular behavior, such as migration, in response to that signal. The binding of EGFR to its receptor is a prototypical example of how a single extracellular signal can orchestrate rapid changes in cellular behavior concomitant with alterations in endocytosis, vesicular trafficking, and cytoskeletal reorganization.

We used EGF signaling as a tool to demonstrate that tethering of membrane proteins to the actin cytoskeleton rapidly changes in response to a well-defined stimulus. Because activated EGFR has previously been shown to redistribute to a detergent-insoluble compartment in association with the tethering proteins EBP50 and ezrin, we used changes in the biochemical fractionation of EGFR as a positive control for changes in tethering.7a,21 We then combined biochemical fractionation of the cytoskeletal proteome with membrane protein biotinylation to specifically purify proteins that are physically associated with the cytoskeleton, either by direct tethering or indirect association with biotinylated membrane proteins. Quantitative MS/MS analysis of this purified fraction revealed the composition of the tethered membrane proteome, or “membrane tetherome”, in HK2 cells before and after EGF stimulus.

While the results of our analysis clearly demonstrate that this purification scheme enriches for transmembrane proteins such as EGFR and CD44, the purified fraction also contained proteins that are indirectly associated with the cytoskeletal fraction by binding to the membrane proteins themselves. These interactors can largely be removed by adding SDS to the dissociation buffer used to solubilize the cytoskeletal fraction or by heat denaturation of this fraction prior to streptavidin purification (Supporting Information Figure S2). In this study, we chose not to include this step to allow for detection of important signaling intermediates, such as Grb2 and 14-3-3 epsilon, which redistribute to the cytoskeletal fraction with EGFR. For applications where the presence of indirect interactors is not desired, however, these proteins can easily be removed by chemical or physical means.

Several of the changes in protein tethering we observed are clearly related to changes in signal transduction and cellular behavior elicited by EGF. In HK2 cells, treatment with EGF results in a rapid induction of cellular migration and a more delayed increase in cellular proliferation (data not shown). Since we measured the difference in membrane tetherome composition after only 5 min of EGF stimulation, we anticipated that most of the differentially tethered proteins would be ones that mediate EGFR signaling, membrane trafficking/endocytosis, and cytoskeletal reorganization. Consistent with this hypothesis, we found that many of the proteins that showed a differential abundance of 2-fold or greater in the cytoskeletal fraction after EGF stimulation had been previously associated with these processes.

Interestingly, two large classes of proteins that are not usually associated with EGF-mediated signaling or the cytoskeleton were also highly represented in our analysis. These two classes of proteins are collectively involved in the binding, processing and translation of various types of RNA in the cytoplasm. Importantly, most of these proteins show a loss of cytoskeletal association upon EGF stimulation, suggesting that cellular centers of RNA biosynthesis and protein translation may be stably associated with the actin cytoskeleton under homeostatic growth conditions but are actively released from microfilaments when the cell receives promigratory signals from its environment. One of the RNA processing factors we found to be differentially tethered in response to EGF, small nuclear ribonucleoprotein F (SNRPF), has also been previously shown to bind directly to the EGFR effector Grb2, suggesting a possible mechanistic connection between EGF signaling and RNA processing in the cytoplasm.19 While further studies are required to further test this hypothesis, our data are strikingly similar to a previous study that identified a large collection of RNA binding and processing proteins physically associated with focal adhesions during the processes of cellular adhesion and spreading.19 As these cellular processes are directly involved in migration, it is possible that signals that regulate migration also control the association of RNA processing centers with the cytoskeleton.

Under normal homeostatic conditions, it is important for cells to restrict the aberrant activation of signaling receptors by incidental contact with the plasma membrane. In the case of receptor tyrosine kinases (RTKs) such as EGFR, this is achieved by a variety of means including the presence of membrane-associated tyrosine phosphatases that rapidly dephosphorylate low levels of activated receptors. This balance is frequently interrupted in cancer by mutation or loss of these phosphatases.20,22 Loss of PTPRS, one of the cytoskeletal interactors identified in our study, has recently been associated with head and neck cancers in which EGFR is aberrantly activated. While it has been proposed that PTPRS directly dephosphorylates EGFR in normal epithelial cells, the mechanism by which PTPRS associates with EGFR has not been clearly elucidated. Our findings suggest that PTPRS normally resides in a vesicular compartment that can be rapidly mobilized to the endosome upon EGFR activation.23 Trafficking of these vesicles is apparently associated with increased cytoskeletal tethering of PTPRS, which explains why this protein was identified in our proteomic analysis. We propose that this phenomenon underlies that ability of PTPRS to localize with and dephosphorylate activated EGFR, though confirmation of this hypothesis awaits further studies.
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Identification of a Lysosomal Pathway That Modulates Glucocorticoid Signaling and the Inflammatory Response

Yuanzheng He,† Yong Xu,† Chenghai Zhang,† Xiang Gao,† Karl J. Dykema,‡ Katie R. Martin,§ Jiyuan Ke,† Eric A. Hudson,¶ Sok Kean Khoo,§,¶ James H. Resau,¶ Arthur S. Alberts,∥ Jeffrey P. MacKeigan,∥ Kyle A. Furge,∥ H. Eric Xu†,*

The antimalaria drug chloroquine has been used as an anti-inflammatory agent for treating systemic lupus erythematosus and rheumatoid arthritis. We report that chloroquine promoted the transrepression of proinflammatory cytokines by the glucocorticoid receptor (GR). In a mouse collagen-induced arthritis model, chloroquine enhanced the therapeutic effects of glucocorticoid treatment. By inhibiting NF-κB, chloroquine synergistically activated glucocorticoid signaling. Lysosomal inhibition by either bafilomycin A1 (an inhibitor of the vacuolar adenosine triphosphatase) or knockdown of transcription factor EB (TFEB, a master activator of lysosomal biogenesis) mimicked the effects of chloroquine. The abundance of the GR, as well as that of the androgen receptor and estrogen receptor, correlated with changes in lysosomal biogenesis. Thus, we showed that glucocorticoid signaling is regulated by lysosomes, which provides a mechanistic basis for treating inflammation and autoimmune diseases with a combination of glucocorticoids and lysosomal inhibitors.

INTRODUCTION

Glucocorticoids are among the most potent and effective agents for treating inflammation and autoimmune diseases. Synthetic glucocorticoids, including dexamethasone (Dex), fluticasone propionate, and many other steroid analogs, are used clinically for treating asthma, allergy, and rheumatoid arthritis as well as in the treatment of certain cancers, such as leukemia and lymphoma (1). However, at therapeutic dosages, glucocorticoids induce a range of debilitating side effects, including diabetes, osteoporosis, skin atrophy, and growth retardation (2, 3). Therefore, the discovery and development of novel synthetic glucocorticoids that retain their beneficial therapeutic effects but reduce adverse side effects remain major medical challenges.

The action of glucocorticoids is mediated through the glucocorticoid receptor (GR), a steroid hormone–regulated transcriptional factor that belongs to the nuclear receptor superfamily. GR regulates gene expression either by transcriptional activation (transactivation) or by transcriptional repression (transrepression). To mediate transactivation, GR binds to a glucocorticoid response element (GRE) and activates downstream gene transcription. To mediate transrepression, GR functionally interacts with other transcriptional factors [such as nuclear factor κB (NF-κB) or activating protein 1 (AP-1)] and represses transcription of their downstream target genes (4). The transrepression activity of GR, especially at genes targeted by NF-κB or AP-1, is considered to be the major basis for the anti-inflammatory and immunosuppressive effects of glucocorticoids.

Lysosomes are ubiquitous organelles that are central to cellular homeostasis. They sequester digestive enzymes, such as acidic hydrolases, which are responsible for the degradation and recycling of cellular substrates transferred from exosomes, endosomes, or autophagosomes (5). Lysosomal biogenesis is coordinated by the transcription factor EB (TFEB), which activates a genetic program that stimulates lysosomal biogenesis and function in response to changing cellular conditions (6, 7). Lysosomal activity is essential to autophagy, a cellular pathway that delivers cytoplasmic components to lysosomes for degradation and is involved in many diseases, including cancer, metabolic syndrome, and viral infections (8).

The lumen of lysosomes is acidic (pH ~5.0) relative to the slightly alkaline cytosol (pH 7.2). The acidity of lysosomes is maintained by vacuolar adenosine triphosphatase (V-ATPase) proton pumps, which transport protons from the cytosol into the lysosomal lumen, and chloride ion channels, which transport chloride anion from the lumen to the cytosol (9, 10). The acidic pH of lysosomes is critical for the enzymatic digestion of substrates as well as for vesicle fusion with other vacuolar compartments such as autophagosomes, a key step in autophagy. Neutralization of the internal acidic environment by weak alkaline compounds, such as chloroquine (CQ), or by inhibition of the proton pumps with bafilomycin A1 inhibits lysosomal function (8, 11). CQ is a widely used antimalarial drug that inhibits the growth of parasites by disrupting their lysosome-mediated digestion of heme, which is obtained from feeding on the host’s red blood cells (12, 13). CQ and its analog amodiaquine (AQ) have been used as nonsteroidal anti-inflammatory drugs to treat rheumatoid arthritis and lupus erythematosus (14, 15), but the mechanism by which these drugs work remains unclear.

Here, we show that inhibition of lysosomal function, with either CQ or bafilomycin A1 or by knockdown of TFEB, repressed inflammation through potentiation of glucocorticoid signaling, thus providing a mechanistic basis for therapeutic strategies that combine glucocorticoid and lysosomal inhibitors in the treatment of inflammation and autoimmune diseases.
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RESULTS

GR mediated the anti-inflammatory effects of CQ through transrepression of proinflammatory cytokines

CQ suppresses the activity of proinflammatory factors (16–18), but it is not clear whether CQ represses the inflammatory signals at the mRNA level or at the protein level. Because macrophages are key cellular mediators of inflammatory responses, we used real-time polymerase chain reaction (PCR) to measure the effects of CQ on the mRNA abundance of interleukin-1β (IL-1β) and IL-6, two proinflammatory cytokines produced by the human THP-1 cells in response to stimulation with lipopolysaccharide (LPS) (Fig. 1A). THP-1 cells are a monocye cell line that can be induced to differentiate into macrophages by the phorbol ester PMA (phorbol 12-myristate 13-acetate). CQ significantly decreased the abundance of transcripts encoding IL-1β and IL-6. Similar results were obtained from mouse macrophage RAW264.7 cells (fig. S1A), suggesting that CQ may inhibit the transcription of these cytokines.

Because the effects of CQ were similar to those of Dex (Fig. 1B), we analyzed the effect of CQ on GR-mediated transactivation and transrepression, using AD293 cells coexpressing the GR with a luciferase reporter gene controlled either by the mouse mammary tumor virus (MMTV) promoter, which is transactivated by GR (19), or by an AP-1-controlled promoter, which is transpressed by GR (20, 21). CQ activated the MMTV promoter and repressed the AP-1 reporter in a dose-dependent manner (Fig. 1, C and D), with a significant effect apparent at 50 µM CQ. Similar results were obtained with the CQ analog AQ (fig. S1B). Knockdown of the endogenous GR in THP-1 cells by small interfering RNA (siRNA) reduced the inhibitory effects of CQ on the expression of the genes encoding IL-1β and IL-6 (Fig. 1, E and F). Together, these data suggest that the anti-inflammatory effects of CQ may be mediated through GR.

CQ potentiates GR signaling in the presence of glucocorticoid

To evaluate the mechanism by which CQ enhanced glucocorticoid signaling, we assayed the effect of CQ on GR distribution, the ability of CQ to compete with GR ligands for binding to the GR, and the ability of CQ to bind heat shock protein 90 (HSP90), a chaperone protein required for GR function. CQ failed to alter the distribution of GR in cells in the presence or absence of the GR ligand Dex (fig. S2). In cell extracts, CQ failed to compete with Dex for binding to GR (Fig. 2A); however, CQ modestly increased the maximal binding (Bmax; Bmax,PS = 3.8, Bmax,CQ = 4.9) of Dex to GR without having much of an effect on the affinity (KD; Kd,PS = 5.2 nM, Kd,CQ = 5.8 nM) (fig. S3A). CQ failed to compete with radio-labeled 17AAG, an inhibitor of HSP90 (22), for binding to HSP90 (fig. S3B), suggesting that CQ does not alter GR activity by affecting the activity of its chaperone. The effect of CQ on increasing GR-Dex binding activity is consistent with a previous observation that CQ increased GR activity in rat liver extract (23). Therefore, we hypothesized that the anti-inflammatory effect of CQ is mediated by promoting glucocorticoid-mediated GR signaling, which may in part be mediated by increasing the GR-Dex binding activity.

We examined the effect of CQ in the presence of Dex on both GR transactivation and transrepression in AD293 cells. CQ increased Dex-stimulated GR activity, as shown by enhanced activation of the MMTV promoter or repression of the AP-1 promoter (Fig. 2B). This enhancement occurred with all concentrations of Dex, even the highest concentration tested (1 µM in Fig. 2B).

Fig. 1. The anti-inflammatory effect of CQ was partially mediated by GR. (A) IL-1β and IL-6 mRNA transcription in LPS-stimulated THP-1 cells. Data represent the means and SD (n ≥ 3 samples). (B) Dex (100 nM) repressed IL-1β and IL-6 mRNA transcription in LPS-stimulated THP-1 cells. Data represent the means and SD (n ≥ 3 samples). (C) Dose effect of CQ in repression of the AP-1 luciferase reporter in AD293 cells without added exogenous glucocorticoid. Cells were treated with CQ for 16 hours. RLU, relative luciferase units that were normalized with Renilla luciferase. Data represent the means and SD (n ≥ 3 samples). Statistical significance between the 50 µM and 0 µM CQ samples is indicated. (D) Dose effect of CQ in repression of the AP-1 luciferase reporter in AD293 cells exposed to PMA (6.25 ng/ml) in the absence of exogenous glucocorticoid. Cells were treated with CQ for 16 hours. RLU, relative luciferase units that were normalized with Renilla luciferase. Data represent the means and SD (n ≥ 3 samples). Statistical significance between the 50 µM and 0 µM CQ samples is indicated. (E) Knockdown of GR by siRNA decreased the repression by CQ of IL-1β and IL-6 mRNA in LPS-stimulated THP-1 cells. Data represent the means and SD (n ≥ 3 samples). NC siRNA, negative control siRNA. (F) GR knockdown efficiency was measured at the mRNA level by real-time PCR and at the protein level by Western blotting with the PAI-511A antibody that recognizes human GR. β-Actin was used as a loading control. mRNA data represent the means and SD of n ≥ 3 samples and the Western blotting data are representative of three experiments. *P < 0.05, **P < 0.01, ***P < 0.001.
CQ also enhanced the gene regulatory responses of other synthetic glucocorticoids, including budesonide, fluticasone propionate, deacylcortivazol, and mometasone furoate, as well as the endogenous hormone cortisol (fig. S3C).

Because CQ stimulated the expression of the MMTV reporter and inhibited that of the AP-1 reporter even in the absence of exogenous Dex (Figs. 1, C and D, and 2C), we reasoned that the activity of CQ on the GR reporters could be due to an effect of CQ on the signaling by endogenous GR ligands (for example, cortisol) in the serum. Indeed, cells exposed to CQ in the presence of serum treated with charcoal, which removes most of endogenous hydrophobic steroids from the serum, exhibited less of an effect on GR-regulated gene expression (Fig. 2C) than did cells exposed to CQ in the presence of untreated serum.

In LPS-stimulated THP-1 cells, CQ significantly enhanced Dex-mediated transrepression of the endogenous GR target genes encoding proinflammatory cytokines IL-1β and IL-6 (Fig. 2D), which was also reflected in reduced secretion of these cytokines (fig. S3D). Similar results were obtained from mouse macrophage RAW264.7 cells exposed to LPS, where we observed a profound enhancement of the reduction in IL-1β mRNA in response to combined treatment with Dex and CQ compared to the response to either CQ or Dex alone (fig. S3E).

The enhancement of Dex-mediated transrepression by CQ in THP-1 cells suggested that this combination might achieve better therapeutic efficacy than either agent alone in treating autoimmune diseases. To test this idea, we measured the therapeutic effects of CQ, Dex, and their combination in a mouse collagen-induced arthritis (CIA) model. We immunized DBA/1 mice with chicken collagen to elicit an inflammatory response. Three weeks later, after the onset of arthritis, mice were given Dex, CQ, or both. Combined treatment with CQ and a low dose of Dex was more effective at ameliorating symptoms than was treatment with either drug alone (Fig. 2, E and F).

Fig. 2. CQ enhances glucocorticoid-mediated GR signaling. (A) CQ and Dex competition assays show that CQ did not bind to GR. Data are representative of three experiments. (B) CQ (50 μM) enhanced Dex-stimulated transactivation of the MMTV reporter (MMTV-Luc) or transrepression of the AP-1 reporter (AP-1–Luc) in AD293 cells. For the AP-1 reporter assay, the cells were stimulated with PMA (6.25 ng/ml). Data represent the means and SD (n ≥ 3 samples). (C) Removal of endogenous GR ligands from serum with charcoal (stripped medium) decreased the effectiveness of CQ (50 μM) on enhancing GR-mediated changes in gene expression in AD293 cells. *P < 0.05 compared to CQ treatment in the presence of normal medium. Data represent the means and SD (n ≥ 3 samples). (D) CQ (50 μM) enhanced glucocorticoid (Dex, 100 nM)–mediated repression of IL-1β and IL-6 mRNA in THP-1 cells exposed to LPS (1 μg/ml). *P < 0.05 compared to Dex-alone treatment. Data represent the means and SD (n ≥ 3 samples). (E) Mean clinical arthritis scores of mice treated with vehicle (PBS, n = 10), Dex (4 μg per mouse, n = 13), CQ (400 μg per mouse, n = 10), or Dex + CQ [4 μg + 400 μg] per mouse, n = 15]. *P < 0.05, **P < 0.01. (F) Representative pictures of the feet of arthritic mice before and after CQ + Dex treatment.

CQ enhances glucocorticoid signaling and affects global gene expression in macrophage cells

We performed gene expression profiling on LPS-stimulated THP-1 cells after addition of Dex, CQ, or both (Fig. 3A). We characterized the response to combined treatment as either “enhanced” or “synergistic.” Enhanced responses were those that exhibited a greater response in the presence of both Dex and CQ than either drug alone. Synergistic responses were a subset of the enhanced responses and represented those in which in the presence of both Dex and CQ, the response exceeded the sum of the response to either drug individually. The 70 genes with the largest synergistic transactivation effect or transrepression effect upon combined treatment included genes with varying responsiveness to Dex (Fig. 3A). Of the 70 that were synergistically transactivated or transrepressed, these averaged a ~30-fold
change in gene expression compared with a ~12-fold change in response to Dex alone or ~3-fold (stimulated) or ~5-fold (reduced) change in response to CQ (fig. S4A), with fold change relative to cells exposed to LPS in the absence of any drug treatment. Tables S1 to S5 list the top 70 genes regulated by Dex, CQ, or Dex + CQ, as well as the top 70 genes showing a synergistic effect upon Dex + CQ treatment. There is a modest correlation between Dex + CQ– and CQ-regulated genes with a coefficient of 0.672 and \( P < 2.2 \times 10^{-16} \) (fig. S4B). Consistent with this correlation, the synergistic effect occurred more frequently with genes that exhibited the greatest responsiveness to GR (either induced or repressed), and a larger percent-
gentic effect occurred more frequently with genes that exhibited the greatest repressed genes exhibited the synergistic response (Fig. 3B). For example, the synergy was observed for 70% of genes that were repressed more than 2-fold by Dex.

We analyzed 14 genes that were synergistically transrepressed and 11 genes that were synergistically transactivated in the microarray experiment with real-time PCR (Fig. 3C and fig. S4C). We chose this subset of genes because they represent a spectrum of Dex-responsive genes for validation of microarray data. Twelve of the 14 repressed genes and 10 of the 11 activated genes exhibited an enhanced response to combined CQ and Dex treatment (Fig. 3C and fig. S4C). Of those that were enhanced, most (10 of 10 activated genes and 9 of 12 repressed genes) also exhibited a synergistic response.

Notables among those synergistically transrepressed were genes encoding phospholipase A2 (PLA2G4A) and several chemokines (Fig. 3C and fig. S4C). PLA2G4A is a key enzyme of prostaglandin-mediated inflammation pathways (24), and inhibition of phospholipase A2 is an important mechanism of GR-mediated anti-inflammation (25). Many chemokines serve as activators of inflammation and have been linked to many inflammation and autoimmune diseases including rheumatoid arthritis, allergic asthma, and multiple sclerosis (26, 27). All five chemokines transrepressed by Dex more than twofold (CCL1, CCL2, CCL7, CCL8, and CCL19), which are crucial for monocytes and macrophages to induce inflammation (26), exhibited a synergistic repression in response to both Dex and CQ. Together, these results suggest that treatment with CQ plus glucocorticoid inhibits the major inflammatory chemokines produced by macrophage cells.

**Interfering with lysosomal function with V-ATPase inhibitors potentiates glucocorticoid signaling**

CQ is a lysosomotropic agent that accumulates in lysosomes and raises the luminal pH, thereby preventing lysosomal fusion with autophagosomes and inhibiting the clearance of the autolysosomes (11, 28). We used LysoTracker as a pH-sensitive indicator to monitor the effect of CQ on lysosomal pH. When we gradually increased CQ concentration (0 to 250 μM), we observed a gradual reduction in the fluorescence intensity (sharpness) of puncta (Fig. 4A), indicating increased lysosomal pH. Using the lysosomal markers LAM1 (lysosome-associated membrane protein 1) and LAMP2 and the autophagosomal marker LC3, we also detected the accumulation of autolysosomes and autophagosomes after 24-hour CQ treatment in U2OS cells, which are osteosarcoma cells uniquely fit for performing high-quality imaging of lysosomes (29) (fig. S5).

If the effects of CQ on GR signaling are mediated through inhibition of lysosomal functions, other lysosomal inhibitors should have similar effects. Because CQ did not alter GR localization, we verified that inhibition of the V-ATPase proton pump with bafilomycin A1 also did not alter GR localization (fig. S2). Like CQ, bafilomycin A1 and concanamycin A, two inhibitors of the V-ATPase proton pump (30), enhanced Dex-mediated transactivation in the MMTV reporter assays in AD293 cells (Fig. 4B) and had a synergistic effect on Dex-mediated transrepression of the genes encoding IL-1β and IL-6 in THP-1 cells (Fig. 4C). Individual knockdown of 12 of
the 13 components of the V-ATPase with siRNAs in AD293 cells increased GR transactivation (Fig. 4D). Efficiency of knockdown as assessed by real-time PCR was variable, with an average knockdown efficiency of ~70% (Fig. S6). These results provide further support that inhibition of lysosomal function enhances glucocorticoid signaling.

TFEB regulates GR transcriptional activity by controlling GR protein degradation

To further establish the relationship between lysosomal function and glucocorticoid signaling, we examined the roles of TFEB, a master transcriptional activator of lysosomal biogenesis (6). The transcriptional activity of TFEB correlates closely with the number of lysosomes in response to stimuli, such as starvation, that result in an increased need for lysosomal function (6, 7). In the MMTV reporter assay, knockdown of TFEB increased Dex-induced gene expression (Fig. 5A). In THP-1 cells, knockdown of TFEB mimicked the effect of CQ in repressing the transcription of proinflammatory cytokines (Fig. 5B). Overexpression of TFEB decreased Dex-induced activation of the reporter gene, as well as the reporter gene activity in the absence of Dex, which is an indicator of basal GR activity (Fig. 5C). These results highlight the inverse relationship between lysosomal function and glucocorticoid signaling.

Because one of the key functions of lysosomes is protein degradation, we analyzed whether there was a relationship between lysosomal function and the amount of GR by examining the effect of changing the amount of TFEB on GR abundance and the effect of CQ treatment on GR abundance. In cotransfected AD293 cells, overexpression of TFEB reduced the amount of GR both in the presence and in the absence of Dex (Fig. 5D). Conversely, in U2OS cells stably expressing GR, knockdown of TFEB increased the abundance of GR (Fig. 5E, left) without affecting the amount of GR-encoding mRNA (Fig. 5E, right), indicating that the increased amount of GR was due to decreased lysosomal activity and not to an increase in transcription. Given that CQ is a lysosome inhibitor, CQ may protect GR from degradation by lysosomes. Indeed, CQ increased the amount of GR in U2OS cells stably expressing GR both in the presence and in the absence of Dex (Fig. 5F). A dose-response experiment showed that cells exposed to as little as 10 nM CQ had increased GR (Fig. S7), and this was the concentration at which CQ activated the GR-responsive reporter gene (Fig. 1C). Thus, stabilization of GR by CQ through inhibition of lysosomes may contribute to the potentiation of glucocorticoid signaling by CQ.

Degradation of androgen and estrogen receptors is controlled by lysosomal activity

Because androgen receptor (AR) and estrogen receptor (ER) belong to the same nuclear receptor subfamily as GR, we investigated whether AR and ER activities were also regulated by lysosomes. Lysosomal inhibition by CQ enhanced the transcriptional activity of AR and ER in reporter gene assays (Fig. 6, A and B). Increased lysosomal biogenesis resulting from overexpression of TFEB decreased AR and ER activity in reporter gene assays in AD293 cells (Fig. 6, C and D). Correspondingly, overexpression of TFEB reduced the amount of AR and ER (Fig. 6, E and F), without causing any changes in the abundance of p53 or β-catenin, indicating some specificity of lysosome-mediated degradation for steroid hormone receptors. Consistent with this, CQ had no effect on the β-catenin–activated reporter (fig. S8). Thus, lysosomal activity appears to regulate nuclear receptor signaling, which may have implications for developing treatments for diseases associated with aberrant nuclear receptor signaling.
Lysosomes degrade GR to control the stability of cytoplasmic GR

We monitored GR stability in pulse-chase experiments by the HaloTag method (31, 32), which does not require the use of radioactivity. We transiently pulse-labeled Halo-tagged GR (Halo-GR) with the fluorescent TMR (tetramethyl rhodamine) HaloTag ligand, which covalently binds to the HaloTag and then chased with the nonfluorescent succinimidyl ester (O4) HaloTag ligand. In the absence of exogenous GR ligand, the fluorescence signal of TMR-labeled Halo-GR protein [visualized in SDS–polyacrylamide gel electrophoresis (SDS-PAGE) gel] decayed, indicating protein degradation (Fig. 7A). Addition of CQ to inhibit lysosomal function, but not the proteasomal inhibitor MG132, delayed the degradation process, indicating that lysosome is a major pathway for the degradation of cytoplasmic GR in AD293 cells. Analysis of the abundance of GR by Western blotting confirmed that GR accumulated in cells exposed to CQ, but not those exposed to MG132 (Fig. 7A). Because there are no lysosomes in nuclei, it is unlikely that lysosomes contribute to the degradation of nuclear ligand-bound GR. Addition of MG132 to AD293 cells protected GR from degradation in the presence of Dex (Fig. 7B), indicating that nuclear GRs are mainly degraded by the proteasome. CQ appeared to partially stabilize or delay GR degradation in the presence of Dex, which may be due to shuttling from the nucleus to the cytoplasm after ligand binding. Consistent with the importance of the lysosomal pathway in AD293 cells, CQ augmented Dex-mediated reporter gene expression, whereas MG132 had little effect on GR activity (fig. S9A).

However, MG132 increases GR activity in other cell lines, including COS7 cells (33, 34). To determine whether the relative importance of these two degradation pathways was cell line–specific, we evaluated the effect of CQ and MG132 on Dex-mediated reporter gene expression in COS7 cells. Indeed, in COS7 cells, addition of MG132 resulted in a greater enhancement of Dex-mediated reporter gene activity than did addition of CQ (fig. S9B). Thus, cells have at least two pathways that control the abundance of GR, a lysosomal pathway that operates in the cytoplasm and a proteasomal pathway that operates in the nucleus, and the importance of these pathways varies in different cells.

We then used live-cell imaging to track the degradation process of Halo-GR in real time. An advantage of the HaloTag systems is that the protein fate (synthesis, trafficking, and degradation) can be visualized in living cells. Consistent with the biochemical pulse-chase assays, CQ delayed the degradation of GR in living cells (Fig. 7C and videos S1 and S2). Knockdown of TFEB also delayed Halo-GR degradation in pulse-chase experiments (Fig. 7D, top), such that we detected more GR by Western blot (Fig. 7D, bottom). Thus, in both live-cell experiments and biochemical pulse-chase experiments, we showed that lysosomes contribute to the degradation of GR and that inhibition of lysosomal function can stabilize GR.

Because lysosomes rapidly degrade most proteins, with the exception of lysosomal structural proteins or adaptors such as LAMP1 and LAMP2, we could not detect a stable association of GR with lysosomes or LAMP1 or LAMP2. However, by imaging live cells with Halo-GR, we found that the sites positive for lysosome [LAMP1-YFP (LAMP1 fused to yellow fluorescent protein)] had an empty “hole” of Halo-GR (Fig. 7E). We
also noted that the Halo-GR holes moved in the same direction as lysosomes (video S3). We interpret the absence of GR staining in those areas occupied by lysosomes as degradation of GR in the lysosomes. Because the association of GR and lysosomes is transient, we performed continuous recording of GR and lysosomes to visualize the interaction. We captured yellow “sparks” at the border of lysosomes, which may represent GR entering the lysosomes (Fig. 7F and video S3). The yellow sparks appeared and disappeared quickly, which is consistent with the rapid association of GR with lysosomes and fast degradation.

**DISCUSSION**

We present three main discoveries. First, we identify a mechanism by which CQ and its analog AQ function as anti-inflammatory drugs by enhancing the activity of glucocorticoids and thereby repressing the transcription of proinflammatory cytokines. Second, we demonstrate an inverse relationship between lysosomal function and glucocorticoid signaling, such that conditions that reduce lysosomal functions (CQ or bafilomycin treatment or TFEB knockdown) lead to increased glucocorticoid signaling. Third, we provide evidence that lysosomes are a site of GR degradation and thus control the stability of cytoplasmic GR. These discoveries provide a mechanistic framework for understanding the role of lysosomes and glucocorticoids in the development and homeostasis of the immune system and also provide a rational basis for developing new therapeutics that can be combined with glucocorticoids for treating inflammation and autoimmune diseases.

As major organelles responsible for the degradation and recycling of cellular substrates, lysosomes play critical roles in host cell defense by digesting intracellular and extracellular pathogens (35, 36). The catabolic functions of lysosomes are required for antigen processing and presentation to the major histocompatibility complex (MHC) class II (37), which is crucial both for the development of self-tolerance and for the development of autoimmune diseases by immune systems. Endogenous glucocorticoids, like cortisol, through their interaction with GR, also have critical roles in the development and homeostasis of immune systems (38). In addition, cortisol and related synthetic glucocorticoids are used to treat inflammation and autoimmune diseases because of their potent inhibitory effects on immune systems. Despite the importance of both the lysosomal and the glucocorticoid pathways in regulating the immune system, the functional relationship between these two pathways had not been identified previously.

The inverse relationship between lysosomal and glucocorticoid pathways provides a new perspective in considering their modulation of the immune system. We reason that lysosomal biogenesis and function would expand in response to attacks of infectious agents on the host cells, which should then repress glucocorticoid signaling so that inflammatory cytokines are produced and attract other components of the immune system. In contrast, the demand for lysosomal functions would be reduced after destruction of the pathogens, and an increased sensitivity to glucocorticoid signaling would repress the expression of genes encoding inflammatory cytokines and chemokines. In this situation of infection and clearance, lysosomes not only serve as clearing houses that help host cells to get rid of pathogens, but also serve as signaling hubs that regulate the activity of the immune system through modulation of glucocorticoid activity.

Having established a relationship between lysosomal function and glucocorticoid signaling, we explored mechanisms by which this occurred and found that lysosomes controlled the stability of cytoplasmic GR without affecting its localization. However, we anticipate that stabilization of the receptor may only be part of the mechanism by which lysosomes regulate cellular responsiveness to glucocorticoids. We speculate that some of the potentiation of glucocorticoid signaling by CQ could result from the cellular consequences of the malfunction of lysosomes. The disruption of lysosomal function affects pathways including protein synthesis, degradation, and trafficking. Homeostasis of lysosomes, as well as of autophagosomes, is critical for many physiological and pathological processes that involve autophagy, including the balance of catabolism and anabolism, antigen
Fig. 7. A lysosomal pathway contributes to degradation of cytoplasmic GR. (A) Pulse-chase assay of unliganded GR in AD293 cells. AD293 cells were transfected with 200 ng of Halo-GR per well in 24 wells. Cells were pulse-labeled with 20 nM TMR ligand and then chased with 10 μM succinimidyl ester (O4) ligand. Upper panels, fluorescent TMR-Halo-GR SDS-PAGE scanning images. Lower panels, Western blots. GR was detected by PA1-511A antibody. CQ (50 μM) and MG132 (10 μM) were added at the same time that chase began. Data shown are representative of three experiments. (B) Pulse-chase assay of liganded GR in AD293 cells. Cells were transfected, labeled, and chased as described for (A). Upper panel, TMR-Halo-GR bands; lower panel, Western blots. Data shown are representative of three experiments. (C) Live-cell images of Halo-GR in the pulse-chase assay. AD293 cells were passaged into 40-mm glass-bottomed dishes and transfected with 0.5 μg of Halo-GR. Halo-GR was labeled with 2 nM TMR ligand (red fluorescence) and chased with 10 μM O4 ligand. Images were obtained with a 40× confocal microscope. Scale bar, 10 μm. See videos S1 and S2. (D) Pulse-chase assay of GR AD293 cells in which TFEB was knocked down. AD293 cells were transfected with 200 ng of Halo-GR together with 20 nM target siRNA in 24-well plates. Cells were labeled and chased as described in (A). Upper panel, TMR-Halo-GR bands; lower panel, Western blots. Data shown are representative of two experiments. (E) Live-cell images of Halo-GR and LAMP1-YFP in AD293 cells. Cells were transfected with 500 ng of Halo-GR and 500 ng of LAMP1-YFP in 40-mm glass-bottomed dishes. Cells were pulse-labeled by 20 nM TMR ligand; images were obtained with a 40× confocal microscope. Scale bar, 5 μm. Arrows indicate lysosomal location. (F) Dynamic association of Halo-GR and lysosomes in AD293 cells. Cells were transfected and labeled as in (E). Images were obtained with a 60× confocal microscope. Scale bar, 5 μm. Arrows point to the yellow sparks of lysosomes, indicating GR movement. See video S3.
effective but may also achieve therapeutic effects in situations when even a maximal dose of glucocorticoid fails to suppress the inflammation. Our study addresses why the combined treatment has better effects and provides a rational basis for developing new therapeutic applications by leveraging the synergy between glucocorticoids and lysosomal inhibitors.

In summary, we have discovered a mechanism of action for the anti-inflammatory effects of CQ and AQ, in which these lysosomal inhibitors synergize with glucocorticoids to mediate transrepression of proinflammatory signals. Although not all of the anti-inflammatory effects of CQ may be mediated by enhancing the immunosuppressive effect of glucocorticoids, our results suggest that this is a major mechanism responsible for the repression of proinflammatory signals at the transcriptional level. Second, we have discovered an inverse relationship between lysosomal biogenesis and function and glucocorticoid signaling, which has both theoretical importance and therapeutic implication. Combined with the established roles of lysosomes in antigen presentation and pathogen clearance, the present work pushes these ubiquitous organelles further to the center of cellular processing of inflammatory responses. Our work opens a new field of opportunity to explore proteins associated with lysosomal pathways as drug targets for treating inflammation, autoimmune diseases, and cancer.

**MATERIALS AND METHODS**

**Antibodies and Western blotting**

The antibody recognizing GR was purchased from Thermo Scientific (PA1-511A), the antibody recognizing AR (441) was from Santa Cruz (sc7305), the antibody recognizing ERα (F10) was from Santa Cruz (sc8002), the antibody recognizing p53 (DO-1) was from Santa Cruz (sc-126), the antibody recognizing β-catenin was from BD Biosciences (#610154), the antibody recognizing FLAG (M2) was from Sigma (F-1804), the antibody recognizing LAMP1 (LY1C6) was from Abcam (#ab13523), and the antibody recognizing LAMP2 (ABL-93) was from Santa Cruz (sc-20004). For Western blotting, protein lysates separated by 4 to 20% gradient SDS-PAGE were transferred to nitrocellulose membrane. Membranes were blocked with 10% milk and then incubated with appropriate first and second antibodies with extensive washes (three times) between each step. Chemiluminescent signals were detected by SuperSignal West Pico (Pierce).

**Cell transfection and reporter gene assays**

For testing of GR-mediated transactivation, AD293 cells were transfected with 100 ng of pHHLuc (MMTV-Luc) plasmid, 0.1 ng of pRSβGR (encoding human full-length GR) by FuGENE 6 (Roche), and 5 ng of Renilla luciferase control plasmid per well in 24-well plates. For GR-mediated repression, AD293 cells were transfected with 10 ng of AP-1–Luc, 10 to 100 ng of pRSβGR, and 5 ng of Renilla luciferase control plasmid per well (24-well plate). At 24 hours after transfection, cells were subjected to various treatments (Dex, CQ, AQ, or different combinations) overnight in the presence of PMA (6.25 ng/ml), which increases AP-1 transcriptional activity to allow detection of repression of its activity by Dex in the AD293 cells. Luciferase activity was assayed with the Dual-Glo Luciferase system (Promega).

For the Wnt TCF (T cell factor) reporter assay, 293STF cells (with an integrated “Super-Top-Flash” TCF luciferase reporter) were transfected with 20 ng of Renilla control plasmid. Cells were induced with the indicated reagents 24 hours after transfection. Cells were harvested 17 hours after induction.

**Total RNA extraction and real-time PCR**

THP-1 cells were induced with PMA (25 ng/ml) for 48 hours to differentiate into macrophage cells (for RAW264.7 cells, differentiation did not require PMA). The differentiated cells were exposed to the indicated reagents (Dex or other synthetic hormones, CQ, or a combination thereof) in the presence of LPS (1 µg/ml) for 12 hours. Total RNA was extracted with either Trizol (Invitrogen) or a Qiagen RNA extraction kit. Complementary DNA (cDNA) was synthesized from total RNA with an Invitrogen Superscript cDNA synthesis kit. Target genes were quantified with a Power SYBR Green real-time PCR kit (ABI) in a StepOnePlus Real-Time PCR instrument. In every case, GAPDH (glyceraldehyde-3-phosphate dehydrogenase) was used as an internal control and data were analyzed by the ΔΔCt method. The specificity of target primers was tested both in a dissociation curve and against a water control. See table S6 for the sequences of all target gene primers. Fold changes in induction or repression were calculated as compared to the appropriate vehicle control group (for example, DMSO, EtOH, or a mixture thereof, or phosphate-buffered saline (PBS)).

**siRNA and transfection**

THP-1 cells were induced with PMA (100 ng/ml) for 24 hours to differentiate into macrophages, and then they were transfected with 20 to 50 nM siRNA using siLenFect (Bio-Rad). At 24 to 48 hours after transfection, cells were exposed to the indicated reagents in the presence of LPS (1 µg/ml) for 6 to 12 hours, and then RNA was isolated and subjected to real-time PCR analysis. AD293 cells were transfected with 10 nM siRNA by HiPerFect (Qiagen) in 24-well plates; for DNA and siRNA mixture transfection, 100 ng of DNA plasmid and 20 nM siRNA were transfected with Lipofectamine 2000 (Invitrogen) in 24-well plates. See table S7 for all siRNA target sequences.

**In vitro GR ligand binding assay and Dex and HSP90 competition assays**

We grew U2OS cells stably expressing GR to 100% confluence and then isolated cytosolic fractions as previously described (47). Cytosol (5 to 10%) supplemented with 20 mM sodium molybdate was added to varying concentrations of [3H]Dex (0 to 25 nM) ± 100-fold excess of non-radioactive Dex and incubated at 4°C for 16 hours. To test the effect of CQ on GR-Dex binding, we added 50 µM CQ (or PBS control) to the [3H]Dex cytosol mixtures. Unbound [3H]Dex was removed by dextran-coated charcoal. Standard binding curve was plotted by [bound steroid] versus [free steroid]. The binding capacity and affinity were also determined by Scatchard plot analysis by plotting [bound steroid]/[free steroid] versus [bound steroid]. For the competition binding assay performed with CQ and [3H]Dex, [3H]Dex was fixed at 25 nM, and then varying concentrations of CQ (0.25 to 2.5 mM) were added; the data were plotted as a standard competition curve. For the competition assay with CQ and 17AAAG for HSP90 binding, [3H]17AAG was fixed at 25 nM and then varying CQ concentrations (2.5 nM to 500 µM) were added; the data were plotted as a standard competition curve. Experiments were repeated at least three times with duplicate at each point.

**Mouse CIA model**

DBA/1 male mice (7 to 10 weeks old; Taconic) were intradermally immunized at the base of the tail with 100 µl of chicken collagen/FCA (Freund’s complete adjuvant) emulsion (EK-0210, Hooke Laboratories). Twenty-one days later, they were given a 100-µl booster dose of chicken collagen/FIA (Freund’s incomplete adjuvant) emulsion (EK-0211, Hooke Laboratories). From day 20 after the first immunization, mice were monitored daily for clinical symptoms of arthritis. The clinical score of arthritis per paw was graded according to the Hooke Laboratories manual as follows: 0, normal paw; 1, one toe inflamed and swollen; 2, more than one toe, but not the entire paw, inflamed and swollen, or mild swelling of entire paw; 3, entire paw.
paw inflamed and swollen; and 4, very inflamed and swollen paw or ankylosed paw. If the paw was ankylosed, the mouse could not grip the wire top of the cage. Thus, each mouse could be scored from 0 to 16.

Upon arthritis onset (score of 3 to 4), mice were randomized and given the following treatments by intraperitoneal injection: vehicle, Dex (4 μg per mouse), CQ (400 μg), or Dex + CQ (4 μg + 400 μg) in 200 μl of PBS. Blood was withdrawn by intracardiac puncture or from the orbital sinus at the seventh day after treatment, and then the mice were euthanized. All animal procedures were approved by the institutional animal care and ethics committee.

**Microarray analysis gene expression of THP-1 cells**

THP-1 cells were differentiated into macrophages by treating with PMA (25 ng/ml) for 48 hours, and then the cells were exposed to vehicle (EtOH), Dex (100 nM), CQ (50 μM), or Dex + CQ (100 nM and 50 μM, respectively), in the presence of LPS (1 μg/ml) for 12 hours. Total RNA was isolated with a Qiagen RNeasy kit. Expression measurements were gener-

**Pulse-chase experiments with HaloTag**

We monitored GR stability in pulse-chase experiments by means of the HaloTag method, a recombinant protein tag method that enables specific labeling of target proteins (31, 32). AD293 cells were passaged and transfected with 200 ng of Halo-GR by Lipofectamine 2000 in 24-well plates. One day after transfection, cells were pulse-labeled with 20 nM TMR ligand for 15 min at 37°C according to the Promega manual, and then cells were washed with fresh phenol-free medium [plus 10% charcoal-stripped fetal bovine serum (FBS)] four times. Cells were chased with 10 μM preblocked succinimidyl ester (O4) ligand in phenol-free (10% charcoal-stripped FBS) medium for various time periods. The succinimidyl ester (O4) ligand was preblocked by incubation in 100 mM tris-Cl (pH 8.0) for 60 min at room temperature to mask the functional groups. Cells were lysed by 1 × Passive Lysis Buffer (Promega); the lysis solution was mixed with 2 × SDS loading buffer, incubated at 95°C for 2 min, and separated by SDS-PAGE. Gels were visualized by the Bio-Rad ChemiDoc XRS Plus system. Experiments were repeated at least three times.

**Live-cell imaging**

AD293 cells were passaged into 40-mm glass-bottomed culture dishes (MatTek). One day after growth, cells were transfected with Halo-GR or with or without LAMPI-1-YFP (51). Twenty-four hours later, Halo-GR was labeled with 2 nM TMR ligand for 15 min at 37°C. Live-cell images were obtained with a Zeiss LSM 510 Meta confocal system. For pulse-chase experiments to monitor Halo-GR protein stability, cells were chased with 10 μM O4 ligand as described above; pictures were taken every 5 min for up to 7 hours. For colocalization experiments, pictures were taken every 20 s for 1 to 2 hours. Images were analyzed by Zeiss LSM Browser (v4.2). Movies of living cell images were produced with Zeiss 510 Laser Scanning Microscope software V3.2 SP1 (Carl Zeiss Microimaging).

To determine the effect of CQ and bafilomycin A1 on GR localization, we passaged AD293 cells into 24-well plates. One day after growth, cells were transfected with 20 ng of PEYFP-GR by FuGENE 6. Twenty-four hours later, cells were treated with the indicated reagents (CQ and bafilomycin A1) with or without Dex. Fluorescent images were taken 3 hours after treatment with a Nikon Eclipse TE300 system.

**Statistical analysis**

All mouse data (clinical arthritis scores) were expressed as the means ± SEM (n ≥ 5 samples). Reporter assays and real-time PCR data were expressed as the means ± SD of at least triplicate samples. Data were analyzed by two-tailed, unpaired t tests with GraphPad Prism 5 or Excel software.
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Abstract

PTPσ is a dual-domain receptor type protein tyrosine phosphatase (PTP) with physiologically important functions which render this enzyme an attractive biological target. Specifically, loss of PTPσ has been shown to elicit a number of cellular phenotypes including enhanced nerve regeneration following spinal cord injury (SCI), chemoresistance in cultured cancer cells, and hyperactive autophagy, a process critical to cell survival and the clearance of pathological aggregates in neurodegenerative diseases. Owing to these functions, modulation of PTPσ may provide therapeutic value in a variety of contexts. Furthermore, a small molecule inhibitor would provide utility in discerning the cellular functions and substrates of PTPσ. To develop such molecules, we combined in silico modeling with in vitro phosphatase assays to identify compounds which effectively inhibit the enzymatic activity of PTPσ. Importantly, we observed that PTPσ inhibition was frequently mediated by oxidative species generated by compounds in solution, and we further optimized screening conditions to eliminate this effect. We identified a compound that inhibits PTPσ with an IC₅₀ of 10 μM in a manner that is primarily oxidation-independent. This compound favorably binds the D1 active site of PTPσ in silico, suggesting it functions as a competitive inhibitor. This compound will serve as a scaffold structure for future studies designed to build selectivity for PTPσ over related PTPs.
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Introduction

Tyrosine phosphorylation is a critical mechanism by which cells exert control over signaling processes. Protein tyrosine kinases (PTKs) and phosphatases (PTPs) work in concert to control these signaling cascades, and alterations in the expression or activity of these enzymes hallmark many human diseases [1,2]. While PTKs have long been the focus of extensive research and drug development efforts, the role of PTPs as critical mediators of signal transduction was initially underappreciated [3]. Consequently, the molecular characterization of these phosphatases has trailed that of PTKs, and only recently has the PTP field reached the forefront of disease based-research. As validation for phosphatases in human disease, half of PTP genes are now implicated in at least one human disease [3].

The critical role of PTPs in cell function and their role in disease etiology highlight the importance of developing phosphatase agonists and inhibitors. Unfortunately, phosphatases have historically been perceived as “undruggable” for several important reasons [4]. First, phosphatases often control multiple signaling pathways and thus, inhibition of a single enzyme may not yield a specific cellular effect. Second, signaling cascades are generally controlled by multiple phosphatases and accordingly, blocking the activity of one may not sufficiently induce the desired modulation to a signaling pathway. Finally, and most importantly, phosphatase active sites display high conservation which hinders the ability to develop catalysis-directed inhibitors with any degree of selectivity [4]. Despite these pitfalls, the emerging role of PTPs in human disease etiology has necessitated a solution. Largely through use of structure-based drug design, several PTPs now represent promising targets for disease treatment. Most notably, bidentate inhibitors of PTP1B, implicated in type II diabetes and obesity, have been developed which span both the catalytic pocket and a second substrate binding pocket discovered adjacent to the active site [5,6,7].

Drug development around PTP1B has provided a proof-of-concept for investigations focused on additional PTP targets. Several studies have uncovered physiologically important and disease relevant functions for the classic receptor type PTP, PTPσ (encoded by the PTPRS gene), which underscores its potential as
Several approaches exist for the identification of small molecule inhibitors of phosphatases. While high-throughput screening (HTS) of compounds \textit{in vitro} has been successfully utilized to discover inhibitors of LAR (PTPRF), PTP1B, SHP2, CD45, and others [17], the technical and physical investment is considerable as is the potential for experimental artifacts leading to false negatives and positives [17]. Alternatively, a primary screen for inhibitor scaffolds can be guided by \textit{in silico} virtual screening. This method involves high-throughput computational docking of small molecules into the crystal structure of a phosphatase active site and selecting the molecules which bind favorably, akin to a natural substrate [18]. Following the selection of the best-scoring scaffolds, each scaffold can then be tested and validated for phosphatase inhibition \textit{in vitro}. This approach has gained popularity as the number of enzymes with solved crystal structures has increased and it is advantageous in many ways. First, utilization of the phosphatase structure allows for the exclusion of molecules which have little chance of interacting with the active site, greatly reducing the number of scaffolds to be biochemically screened and improving the screen results. Second, an understanding of the unique structural features and residues comprising the active site as well as proximal folds or binding pockets can guide the selection and refinement of an inhibitor. Furthermore, an \textit{in silico} approach is incredibly efficient in that it allows tens of thousands to millions of compounds to be screened virtually in a matter of weeks.

The increasing number of PTP experimental structures resolved by X-ray crystallography has stimulated structure-guided efforts to identify small molecule PTP inhibitors. Drug discovery efforts focusing on PTPs are outlined in a comprehensive review written by Blaskovich, including detailed descriptions of the biological roles, target validation, screening tools and artifacts, and medicinal chemistry efforts, surrounding PTPs [19]. As outlined in this review, molecular modeling, structure-based design, and virtual screening efforts have primarily focused on hit generation and structure-guided optimization of hits for PTP1B [20,21,22,23,24,25,26,27,28,29]. A more recent study by Park and coworkers used structure-based virtual screening to identify nine PTP1B inhibitors with significant potency [30]. Utilizing the growing knowledge base from known PTP1B inhibitors, Suresh et al. reported the generation of a chemical feature-based pharmacophore hypothesis and its use for the identification of new lead compounds [31]. Additional PTPs were also approached using \textit{in silico} methodologies. Of particular interest was the study by Hu et al., which targeted the identification of small molecule inhibitors for bacterial \textit{Fusinina} YopH and \textit{Salmonella} SptP through differentiation with PTP1B [32]. \textit{In silico} screening also identified small molecule inhibitors of LMWPTP, SHP-2, and Cdc25 [33,34,35]. A review by He and coworkers underscores the progress made to date in identifying small molecule tools for the functional interrogation of various PTPs, assisted by the computational tools [36]. In addition to the classes listed above, \textit{in silico} screening also supported the identification of LyP inhibitors, as described in three studies by Yu, Wu, and Stanford [37,38,39]. Importantly, the review by He articulates both the challenges and opportunities for developing PTP specific inhibitors, serving as chemical probes to augment the knowledge of PTP biology, and to establish the basis needed to approach other PTPs currently underexplored.

In this study, we identified small molecule inhibitors targeting the active site of PTP\(\sigma\). We screened compounds \textit{in silico} to identify structurally distinct scaffolds predicted to have the most desirable binding energies. These PTP\(\sigma\) virtual hits, as well as additional compounds identified by a substructure and similarity search (77 in total), were iteratively tested for inhibition of PTP\(\sigma\).
in vitro (Figure 1). While we discovered 25 active compounds with micromolar potency against PTP\(\sigma\), we discovered compounds frequently catalyzed the production of oxidative species in the assay buffer, a common culprit for non-selective PTP inhibition. By optimizing the biochemical screen to include oxidation constraints, we identified one lead compound which inhibited PTP\(\sigma\) by a mechanism that was oxidation-independent. This lead hit was capable of docking into the active site, suggesting it functions as a competitive inhibitor. The results of this study will be used as the foundation of future structure-based refinement of PTP\(\sigma\) inhibitors.

Results

In silico Docking Identifies Small Molecules Targeting the PTP\(\sigma\) D1 Active Site

The tandem phosphatase domains of PTP\(\sigma\) have been crystallized in their apo form [40]. We retrieved this structure from the protein data bank (PDB ID: 2f77) and verified its utility by molecularly docking a phosphotyrosine peptide (NPTpYS) into the catalytically active D1 domain (Figure 2A). We hypothesized that the active site could be exploited in the development of competitive inhibitors targeted to PTP\(\sigma\). To this end, we used the ZINC database to virtually screen a library of compounds for their ability to dock into the D1 domain of PTP\(\sigma\) [41]. From the top scoring compounds which were most favorably bound by the active site, we identified three compounds (Compounds 6, 48, and 49) which represented structurally distinct scaffolds and demonstrated an ability to inhibit PTP\(\sigma\) activity in preliminary in vitro assays (Figure 2B–D). To expand these into a set of compounds for biochemical investigation, we performed a substructure search and retrieved 74 additional molecules similar to these three scaffolds from the ChemBridge compound library. This entire collection of molecules, along with the established pan-PTP inhibitor sodium orthovanadate, were analyzed for their ability to inhibit PTP\(\sigma\) phosphatase activity in vitro.

To measure the catalytic activity of PTP\(\sigma\) in vitro, we utilized the chromogenic phosphatase substrate, para-nitrophenyl phosphate (pNPP). The dephosphorylated product para-nitrophenol (pNP), yields an intense yellow color under alkaline conditions measurable at 405 nm absorbance on a spectrophotometer (Figure 3A). We generated recombinant PTP\(\sigma\) and determined an amount (2 \(\mu\)g) that yielded linear pNP formation during the course of the phosphatase reaction while producing a maximal signal at least five-fold above background (Figure 3B–C). To profile the inhibition of PTP\(\sigma\) we utilized the chromogenic phosphatase substrate, para-nitrophenyl phosphate (pNPP). The dephosphorylated product para-nitrophenol (pNP), yields an intense yellow color under alkaline conditions measurable at 405 nm absorbance on a spectrophotometer (Figure 3A). We generated recombinant PTP\(\sigma\) and determined an amount (2 \(\mu\)g) that yielded linear pNP formation during the course of the phosphatase reaction while producing a maximal signal at least five-fold above background (Figure 3B–C). We then used initial velocities (in pNP absorbance per minute) measured across a series of pNPP substrate concentrations to calculate the \(K_{\text{m}}\) of PTP\(\sigma\). The \(K_{\text{m}}\) of PTP\(\sigma\) was determined to be 250 \(\mu\)M (Figure 3D–E). When analyzing competitive inhibition, the mode of inhibition predicted for molecules binding the D1 active site, it is critical to use a substrate concentration at or below the \(K_{\text{m}}\) [42]. Accordingly, we used a pNPP substrate concentration less than 250 \(\mu\)M for inhibitor studies.

To profile the inhibition of PTP\(\sigma\) conferred by compounds, we pre-incubated recombinant PTP\(\sigma\) with each compound (100 \(\mu\)M) for 30 minutes, then initiated phosphatase reactions with the addition of pNPP for an additional 30 minutes. We identified 25 active compounds which inhibited PTP\(\sigma\) activity by 90% or more, a potency similar to that of sodium orthovanadate (Na\(\text{3}VO_4\)) (Figure 4A–C). One of the scaffolds chosen in silico, compound 6,
inhibited PTPσ to a lesser extent than the remaining in silico scaffolds, compounds 48 and 49. In fact, compounds chosen for structural similarities to compound 6 represented less than 15% of the active compounds. Therefore, we proceeded to follow up on compounds 48, 49, and similar structures.

Compounds inhibit PTPσ by non-selective oxidation. After identifying the most active compounds capable of inhibiting PTPσ in vitro, we explored the mechanism by which these molecules were reducing phosphatase activity. In particular, because PTP active sites are maintained in a reduced state for preservation of the nucleophilic cysteine which primes them for optimal activity, these enzymes are extremely sensitive to oxidation [43]. Oxidative species, such as hydrogen peroxide (H₂O₂), generated in the assay is a common culprit for decreased phosphatase activity [4]. To determine whether the reaction conditions were favoring H₂O₂-mediated inhibition of PTPσ, we repeated phosphatase assays in the presence or absence of catalase, an enzyme which converts H₂O₂ into water and oxygen (Figure 5A). We found that catalase negated all inhibition conferred by compounds 48 and 49 (Figure 5B).

Refined screen identifies hit with minimal oxidative effect. To identify compounds with minimal oxidative effects that may better represent true competitive inhibitors, we revisited small molecules predicted to bind the PTPσ active site in silico. We retrieved 63 additional molecules, representing diverse structures among the top 200 scoring compounds, and tested them under screening conditions optimized to significantly diminish the potential for H₂O₂ generation. To achieve these conditions, we used a low dose of compound (10 μM) and reduced the pre-incubation period to only 10 minutes, as H₂O₂ generation and inhibition is time-dependent [4]. Under these conditions, we discovered that two compounds, 36 and 38, inhibited PTPσ by

Figure 3. Optimization of biochemical screening conditions for PTPσ inhibition. (A) Para-nitrophenyl phosphate (pNPP) is a generic phosphatase substrate whose dephosphorylated product, para-nitrophenol (pNP), yields an intense yellow color under alkaline conditions measurable at 405 nm absorbance on a spectrophotometer. (B) 20 μg purified recombinant GST-PTPσ-CTF (C-terminal fragment containing the active sites) protein was resolved by SDS-PAGE and stained with coomassie blue to demonstrate purity. (C) The linear formation of product by various quantities of recombinant GST-PTPσ was observed through time-course reactions. pNPP-phosphatase assays were completed with saturation dose of 1 mM pNPP. Background-corrected absorbance of dephosphorylated product are plotted by time of reaction. Each plot stems from the quantities of PTPσ indicated in the legend. (D) 2 μg enzyme was chosen from (A) for analysis of activity with varying doses of pNPP substrate. Each plot represents a unique dose of pNPP (indicated in the legend). Background-corrected absorbance of dephosphorylated product are plotted by time of reaction. (E) Initial velocities of PTPσ phosphatase activity (Y-axis; in pNP product formed per minute) were derived from the slopes of the plots in (D) at each of the indicated pNPP substrate concentrations (X-axis). From this, a Km of 250 μM is observed (denoted by dashed line).
Figure 4. *in vitro* screen identifies active compounds which inhibit PTPσ. (A–C) The three *in silico*-identified scaffolds and 74 additional compounds identified by a sub-structure search of ChemBridge compounds for structural features relating to these scaffolds actives (A- similar to 6; B- similar to 48; C- similar to 49) were tested *in vitro* for potency of PTPσ. Compounds (at a final concentration of 100 μM) were pre-incubated with PTPσ for 30 minutes, then pNPP substrate added to a concentration of 200 μM and reactions continued for 30 minutes at 37°C. Dephosphorylated product was measured by its specific absorbance at 405 nm as a readout for PTPσ activity. Inhibition of PTPσ, expressed as a percent (normalized to vehicle, DMSO) is plotted for each compound. Sodium orthovanadate (Na3VO4) is a pan inhibitor of PTPs and was included as a positive control (white circles). Original scaffolds are indicated with black circles. Dashed lines denote a 90% inhibition threshold.

doi:10.1371/journal.pone.0050217.g004

40%, slightly more so than the equivalent dose of Na3VO4 (Figure 5C). We next assessed whether the inhibition mediated by these compounds involved H2O2 by determining dose-dependent inhibition in the presence and absence of catalase. Compound 38 conferred less than 50% inhibition of PTPσ at the maximal dose tested when incubated with catalase, suggesting a substantial oxidative effect (Figure 5D). Conversely, catalase had a less substantial effect on compound 36-mediated inhibition of PTPσ and in fact, could not prevent the inhibition conferred by relatively high doses of compounds (Figure 5E). This suggests that while H2O2 was partially contributing to PTPσ inhibition by compound 36, its effect was largely independent of oxidation. We used a dose-response of PTPσ inhibition to calculate the IC50 of compound 36 to be 10 μM (Figure 6A). To confirm that this molecule is capable of binding the active site of PTPσ, we molecularly docked compound 36 into the open conformation of the PTPσ D1 active site (Figure 6B–C). Importantly, the tyrosine-like moiety of compound 36 binds in the domain of PTPσ anticipated to bind the phosphotyrosine side chain of the known substrate.

Discussion

Taken together, this integrative approach of computational and biochemical methods led to the identification of several small molecule inhibitors of PTPσ. In *in silico* docking demonstrated that these compounds were molecularly accommodated by the D1 active site of PTPσ, similar to a natural phosphotyrosine substrate, suggesting they function as competitive inhibitors. We confirmed that one potential active site lead molecule, compound 36 [1-(3,4-dichlorophenyl)-3-[(2-hydroxy-5-nitrophenyl)amino]-2-propen-1-one], inhibits PTPσ in a dose-dependent manner with an IC50 of 10 μM.

Oxidation and inhibition of PTP active sites by H2O2 has been well established as a physiological mode of regulation [44]. A number of compounds, in particular those containing quinones, have been documented to inhibit phosphatases through the generation of H2O2 species [4,45,46]. Although the precise mechanism was not characterized, the reversal of phosphatase inhibition by compounds 48 and 49 achieved by treatment with catalase provides evidence that for at least these compounds, inhibition is partially mediated through H2O2 generation. Oxidation does not discriminate selectively for the PTPσ active site and thus, is not an ideal mechanism of inhibition for a PTPσ inhibitor. To address this, we optimized assay conditions to eliminate oxidative effects and found that compound 36 was able to inhibit PTPσ by a mechanism largely independent of oxidation. This suggests that compound 36 functions as a competitive inhibitor of PTPσ and in agreement with this, it docked favorably into the D1 active site of PTPσ *in silico*.

Although compound 36 proved potent and non-oxidative, we do not anticipate that it will be a selective inhibitor of PTPσ in its current form, owing to the high degree of sequence conservation among phosphatase catalytic domains. In particular, the residues forming the active site predominantly lie within highly conserved motifs showing little sequence variability across the entire PTP family [47]. In fact, preliminary studies suggest compound 36 displays activity towards PTP1B, in addition to PTPσ (unpublished data). This underscores the importance of our future efforts to identify and create modifications to the compound 36 scaffold which will favor selective inhibition of PTPσ.

We believe a combination of *in silico* methods and carefully optimized biochemical screening (i.e., an assay that minimizes inhibition by oxidative species) represents an useful approach to develop effective PTP inhibitors. Through the *in silico* approach described here, we were able to identify active phosphatase scaffolds while bypassing a primary assay that would entail a high-throughput biochemical screening of compounds *in vitro*. Coupling this effort with biochemical assays, we prioritized compound 36 as a lead molecule. Our future studies will include structure-based refinement of this scaffold in order to develop selective inhibitors of PTPσ. In this approach, we will characterize the activity of compound 36 against related PTPs and following, use molecular docking and structural analyses of these counter-targets to identify chemical modifications that promote selectivity for PTPσ.

Methods

Structural Modeling and Phosphotyrosine Substrate Docking

The crystal structure of PTPσ (PDB ID: 2FH7) was retrieved from the Protein Data Bank. The initial conformations of p-Tyr peptide (NPTpYS) were extracted from the CD45-p-Tyr peptide complex structure (PDB ID: 1YGU). The ICM program was used for protein and substrate preparation (MoSof, La Jolla, CA). Phosphotyrosine peptide was docked into the active site of PTPσ with default parameters implemented in the ICM program.
Virtual Screening (VS)

We used the ZINC library (version 8; University of California San Francisco) of ChemBridge compounds for virtual screening with the D1 active site of PTPs (PDB ID: 2FH7). GOLD (Version 3.2) program was used for virtual screening and ChemScore scoring function was used to rank the top 200 hits with favorable binding energies (Cambridge Crystallographic Data Centre, Cambridge). Hydrogen bond restraints were used during molecular docking process. Molecules which formed at least one potential hydrogen bond with any of the residues, S1590, A1591, V1593, G1594 or R1595, were given higher weight during the score calculation. We used ICM clustering analysis (MolSoft) to identify 66 representative compounds from unique clustering groups. A substructure and similarity search based on compounds 6, 48, and 49 was performed using the Canvas module in Schrodinger (Schrodinger, LLC, New York, NY, 2011) and the ChemBridge compound online search engine (ChemBridge, San Diego, CA) to identify 74 additional leads.

Figure 5. Refined biochemical screen with oxidation constraints identifies a non-oxidative molecule. (A) Catalase quenches hydrogen peroxide (H₂O₂), an oxidative species which inhibits PTP active sites through oxidation of the active site cysteine. (B) PTPs activity towards pNPP was measured in the presence of DMSO vehicle, compound 48, or compound 49 as described previously. Bovine liver catalase (50 units per reaction) was included (+, gray bars) to degrade hydrogen peroxide, or excluded (−, black bars). Relative PTPs activity was plotted (percent of activity in DMSO with or without catalase). (C) Sixty-six scaffolds identified in silico were evaluated using conditions optimized to minimize the effects of oxidation (H₂O₂). Compounds (10 μM) were pre-incubated with PTPs for 10 min at 37°C then 225 μM substrate added for 15 minutes. PTPs inhibition is plotted (normalized to vehicle, DMSO) and compounds are displayed by rank (increasing inhibition left to right). Most potent inhibitors, 36 and 38, are highlighted, as is the PTP inhibitor, Na₃VO₄, for reference. (D–E) PTPs inhibition was measured as in (C) with compounds 38 (B) and 36 (C) with (+, gray bars) or without (−, black bars) the addition of catalase to quench hydrogen peroxide. Error bars represent standard deviation.

doi:10.1371/journal.pone.0050217.g005
In vitro Phosphatase Assays

Compounds identified in silico were purchased from ChemBridge and diluted to 5 or 10 mM in DMSO. GST-tagged recombinant PTPσ containing all residues C-terminal to the transmembrane domain (BC104812 cDNA; aa 883-1501) was generated in pGEXKG [48]. GST-tagged recombinant full-length PTP1B (BC018164) was generated with a 6xHIS tag in pGEXKG. Proteins were purified from BL21 Escherichia coli after isopropyl β-D-1-thiogalactopyranoside (IPTG) induction and purity was confirmed by SDS-PAGE and coomassie blue staining. Compounds were pre-incubated with recombinant enzymes in freshly prepared phosphatase buffer (50 mM sodium acetate, 25 mM Tris-HCl, 3 mM DTT, pH 6.5) for 10 to 30 minutes, as indicated in figure legends. Following, para-nitrophenyl phosphate (pNPP; Sigma S0942), initially diluted in assay buffer, was added to reactions for a final volume of 100 μl and reactions were carried out in a 37°C water bath for 15 to 30 minutes. Reactions were quenched with 100 μl 1N sodium hydroxide (NaOH) and 180 μl was transferred to flat-bottom clear 96-well plates. Absorbance of pNP product at 405 nm was measured on a spectrophotometer and plotted. Background absorbance values of compound-only wells were subtracted from the corresponding reactions. DMSO was included as a vehicle control. The IC50 value of compound 36 was calculated using the data from Figure 6A and BioDataFit (Chang Biosciences, Castro Valley, CA).

Docking of Compound 36 into PTPσ

Compound 36 was docked to the open conformation of PTPσ (PDB ID: 2FH7) which was retrieved from the Protein Data Bank. Docking was performed using Schrödinger’s graphical user interface Maestro (Maestro, version 9.2, Schrödinger, LLC, New York, NY, 2011). The protein was first processed using protein preparation wizard, which assigned bond orders, and added hydrogens and missing atoms, followed by minimization. Compound 36 was prepared in LigPrep (LigPrep, version 2.5, Schrödinger, LLC, New York, NY, 2011) module of Schrödinger in the OPLS-2005 force field [49] generating possible ionization states and stereoisomers for the ligand. Docking of the ligand was performed in Glide module (Glide, version 5.7, Schrödinger, LLC, New York, NY, 2011) module of Schrödinger in the OPLS-2005 force field [49] generating possible ionization states and stereoisomers for the ligand. Docking of the ligand was performed in Glide module (Glide, version 5.7, Schrödinger, LLC, New York, NY, 2011). A receptor grid was generated, defining the binding site of PTPσ, and the prepared ligand was docked using extra precision scoring function while keeping the ligand flexible. Several poses were generated which were then minimized to optimize them further using MacroModel within the OPLS2005 force field (MacroModel, version 9.9, Schrödinger, LLC, New York, NY, 2011). For Figure 6C, complexes were exported into ICM (MolSoft) and surface representations generated.
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