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### 14. ABSTRACT

Given oracle access to some boolean function $f$, how many queries do we need to test whether $f$ is linear? Or monotone? Or whether its output is completely determined by a small number of the input variables? This thesis studies these and related questions in the framework of property testing introduced by Rubinfeld and Sudan (’96). The results of this thesis are grouped into three main lines of research. I. We determine nearly optimal bounds on the number of queries required to test $k$-juntas (functions that depend on at most $k$ variables) and $k$-linearity (functions that return the parity of exactly $k$ of the input bits). These two problems are fundamental in the study of boolean functions and the bounds obtained for these two properties lead to tight or improved bounds on the query complexity for testing many other properties including, for example, testing sparse polynomials, testing low Fourier degree, and testing computability by small-size decision trees. II. We give a partial characterization of the set of functions for which we can test isomorphism?that is, identity up to permutation of the labels of the variables?with a constant number of queries. This result provides some progress on the question of characterizing the set of properties of boolean functions that can be tested with a constant number of queries. III. We establish new connections between property testing and other areas of computer science. First, we present a new reduction between testing problems and communication problems. We use this reduction to obtain many new lower bounds in property testing from known results in communication complexity. Second, we introduce a new model of property testing that closely mirrors the active learning model. We show how testing results in this new model may be used to improve the efficiency of model selection algorithms in learning theory. The results presented in this thesis are obtained by applying tools from various mathematical areas, including probability theory, the analysis of boolean functions, orthogonal polynomials, and extremal combinatorics.
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Abstract

Given oracle access to some boolean function $f$, how many queries do we need to test whether $f$ is linear? Or monotone? Or whether its output is completely determined by a small number of the input variables? This thesis studies these and related questions in the framework of property testing introduced by Rubinfeld and Sudan (’96).

The results of this thesis are grouped into three main lines of research.

I. We determine nearly optimal bounds on the number of queries required to test $k$-juntas (functions that depend on at most $k$ variables) and $k$-linearity (functions that return the parity of exactly $k$ of the input bits). These two problems are fundamental in the study of boolean functions and the bounds obtained for these two properties lead to tight or improved bounds on the query complexity for testing many other properties including, for example, testing sparse polynomials, testing low Fourier degree, and testing computability by small-size decision trees.

II. We give a partial characterization of the set of functions for which we can test isomorphism—that is, identity up to permutation of the labels of the variables—with a constant number of queries. This result provides some progress on the question of characterizing the set of properties of boolean functions that can be tested with a constant number of queries.

III. We establish new connections between property testing and other areas of computer science. First, we present a new reduction between testing problems and communication problems. We use this reduction to obtain many new lower bounds in property testing from known results in communication complexity. Second, we introduce a new model of property testing that closely mirrors the active learning model. We show how testing results in this new model may be used to improve the efficiency of model selection algorithms in learning theory.

The results presented in this thesis are obtained by applying tools from various mathematical areas, including probability theory, the analysis of boolean functions, orthogonal polynomials, and extremal combinatorics.
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Introduction
Chapter 1

Overview

This thesis is concerned with testing properties of boolean functions. The subject of this topic is best introduced with an illustrative example.

1.1 Black boxes

Imagine that we are given some box with $n$ switches (each of which can be either “on” or “off”) and a lightbulb that lights up on some of the configurations of the switches. This box can be said to compute a boolean function $f : \{0, 1\}^n \to \{0, 1\}$, where we define $f(x_1, \ldots, x_n) = 1$ iff the bulb is lit when we set switch $i$ to the “on” position iff $x_i = 1$ for $i = 1, 2, \ldots, n$.

The first thing we might want to do with such a box is to figure out what function it computes. If we don’t want to open up the box, the only way we can do this is to go through all $2^n$ configurations of the switches and see for which configurations the light is on. Even if we are given a user’s manual that purports to identify the function computed by the box, verifying that the user’s manual is correct still requires checking all $2^n$ configurations.

Imagine now that we are again given the user’s manual that describes the function computed by the box and that the user’s manual also has one extra promise:

*Due to manufacturing limitations, some boxes may not behave as described in this manual. However, the manufacturing process guarantees that faulty boxes will disagree with the table above on at least 10% of the possible configurations.*
With this promise, we can now test the box much more efficiently. To do so, we simply verify that the box is consistent with the definition in the user manual on 100 different switch configurations each chosen at random. When the box is correct, it will agree with the user’s manual definition on all the configurations. When the box is faulty, the manufacturer’s promise guarantees that for each such configuration, the box’s output will disagree with the user’s manual with probability \( \frac{1}{10} \). So the probability that the box is faulty but passes all of the tests is \( (1 - \frac{1}{10})^{100} < \frac{1}{20000} \).

This example is elementary and the result not too surprising, but it hints at a rather remarkable truth: for some decision problems, there may be “approximate” formulations of the problem that are extremely easy to solve. (In this case, the decision problem was the function identity testing problem, and the “approximation” aspect was the “gap promise” that any function that did not satisfy the identity condition was “far” from satisfying it.)

The generalization can again be formulated in terms of our example. Instead of identifying the function, we may receive a user’s manual that only describes some of the properties of the function computed by the black box. For example, we may read the following:

\[
\text{Congratulations on buying the ACME JuntaBox! The JuntaBox, like our traditional box, contains } n \text{ switches. For your convenience, however, we have built the JuntaBox in a way that the behavior of the light is entirely controlled by at most } 10 \text{ of the switches.}
\]

This user’s manual does not identify the function computed by the box, but it makes a strong claim regarding how this function should behave. As before, if we want to verify that the claim is correct, we may have to check all \( 2^n \) switch configurations. Once again, however, the testing task may be significantly simplified by a promise:

\[
\text{Due to manufacturing limitations, some JuntaBoxes may not behave as described in this manual. However, the manufacturing process guarantees that faulty boxes will disagree with any valid JuntaBox on at least } 10\% \text{ of the switch configurations.}
\]

Unlike in the function identity problem discussed earlier, it is not immediately clear whether we can make use of this promise to create a very efficient test for the “junta” property promised in the user’s manual. At the very least, the naïve strategy of checking random switch configurations does not appear to be very helpful since in this case we don’t have a single target function to test against. Nevertheless, as we will see in Chapter 5, the promise is indeed very helpful, and under this promise we can test the junta property very efficiently.
1.2 Property testing

The function identity and junta testing problems described in the last section are only two of many properties that one may want to test on black boxes. For example, we might want to test if the box’s function is linear, if it is monotone, or if it is computed by a small boolean circuit. The testing problem (and the “approximate” decision model) for all these properties—and many more—can be described in the property testing framework first introduced by Rubinfeld and Sudan [90]. A thorough presentation of this framework is presented in Chapter 3. Let us also offer a quick and informal introduction to the framework here.

A property \( P \) of boolean functions \( \{0, 1\}^n \rightarrow \{0, 1\} \) is a subset of all these functions.\(^1\) The function \( f \) has property \( P \) if \( f \in P \). Conversely, we say that the function \( f \) is \( \epsilon \)-far from \( P \) if \(|\{x \in \{0, 1\}^n : f(x) \neq g(x)\}| \geq \epsilon 2^n \) for every \( g \in P \).

A \( q \)-query \( \epsilon \)-tester for \( P \) is a randomized algorithm \( A \) that, given oracle access to some function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), queries the value of \( f \) on at most \( q \) elements from \( \{0, 1\}^n \) and satisfies two conditions:

1. When \( f \) has property \( P \), \( A \) accepts \( f \) with probability at least \( \frac{2}{3} \).
2. When \( f \) is \( \epsilon \)-far from \( P \), \( A \) rejects \( f \) with probability at least \( \frac{2}{3} \).

The query complexity of the property \( P \) is the minimum value of \( q \) for which there is a \( q \)-query \( \epsilon \)-tester for \( P \). A principal goal in property testing is to determine the query complexity for all natural properties of boolean functions.

1.3 Results

In its most general form, the goal of determining the query complexity for all properties of boolean functions is unattainable with the current (mathematical and algorithmic) tools at our disposal. In order to make some progress on it, therefore, we must restrict our attention to some class of properties of boolean functions. Ideally, we would like this class to include all—or almost all—the properties of boolean functions that we consider “natural”.

\(^1\)While we will generally focus on “natural” properties that can be described easily, the definition applies equally well to any arbitrary set of functions.
In this thesis, we restrict our attention to the class of properties of boolean functions that are closed under the relabeling of the input variables. This class includes most of the properties of boolean functions that we may consider “natural”, including linearity, representability by low-degree polynomials, symmetric functions, juntas, representability by small decision trees or by small circuits, monotonicity, submodularity, halfspaces, low Fourier degree, etc.

While these properties have been extensively studied, three main questions remain largely open. First, what is the exact query complexity of these properties? When we began this research, there were large gaps between the best upper and lower bounds for the query complexity of most of these properties. Our results, as covered in Chapters 5–7 improve the upper and lower bounds for a number of these properties and close a number of these gaps.

The second question that remains largely open is: why are some properties testable efficiently? Or, in other words, what characteristics of properties are necessary or sufficient to guarantee, for example, that the query complexity of a property is independent of the domain size of the input functions? Over the last few years, there has been a lot of progress on this question when restricted to the class of algebraic properties of functions [18, 72, 95]—i.e., on properties of boolean functions that satisfy stronger invariance requirements such as invariance under linear or affine transformations. In this thesis, we take a different approach and instead study the important sub-problem of testing function isomorphism. These results are presented in Chapters 8–10.

The third and final main open question that we examine in this thesis is: what connections can we establish between property testing and other areas of computer science? In Chapters 11 and 12, we describe new connections to communication complexity and to learning theory.

The following subsections describe the results in this thesis in more detail.

1.3.1 Part I: Exact query complexity

We begin by examining the query complexity for some of the most fundamental properties of boolean functions. Specifically, we study juntas and k-linearity. These two classes of functions play a particularly fundamental role in property testing and, as we will discuss in the later chapters, new bounds on the query complexity for these problems improve the bounds for the query complexity of a number of other properties.

In Chapter 5, we begin by studying the problem of testing k-juntas—or, in other words, of testing whether a boolean function has at most k relevant variables. While it was known
previously that it is possible to test $k$-juntas with a number of queries that depends only on $k$ and $\epsilon$ [52], the exact dependence on $k$ was not known. We present a new algorithm that settles this question up to logarithmic factors.

Besides the improved query complexity, the main contributions of the new algorithm are twofold. First, the algorithm itself is conceptually very simple, and closely parallels the optimal algorithm for learning juntas with membership queries [29]. Second, the analysis of the algorithm uses results on intersecting family, illustrating a new and potentially useful connection between the analysis of algorithms and extremal combinatorics.

In Chapter 6, we examine the problem of testing partially symmetric functions: that is, of testing whether there is a set $S$ of at most $k$ variables such that the input function is invariant to any relabeling of the variables outside $S$. (See Chapter 6 for a more detailed introduction to partially symmetric functions.) Every junta is also partially symmetric, but the converse is not true; the set of partially symmetric functions is much larger. The main result of Chapter 6 is that the junta tester from the previous chapter can be extended to test partial symmetry with roughly the same query complexity.

The motivation for the study of partially symmetric functions was to better understand how the invariance structure of juntas is responsible for the fact that the property is efficiently testable. An important contribution of this chapter, required for the analysis of the tester, is the introduction and analysis of a new measure of influence, which we call symmetric influence. This notion may be of independent interest.

In Chapter 7, we turn to the problem of proving lower bounds for the query complexity of properties of boolean functions. Specifically, we examine the problem of testing $k$-linearity—or testing whether the function returns the parity of exactly $k$ of its variables. We show that roughly $\min\{k, n - k\}$ queries are required for this task. This confirms a conjecture of Goldreich [57] and also gives new lower bounds for a number of other properties, including juntas, functions of low Fourier degree, sparse polynomials, and functions computable by small decision trees.

The result in Chapter 7 is obtained by reducing the problem of testing $k$-linearity to a purely geometrical problem on the hypercube. One interesting aspect of this result is that, unlike most results in property testing, the lower bound we obtain is not just asymptotically linear in $k$—it is equal to $k - o(k)$.

1.3.2 Part II: Testing function isomorphism

The second part of the thesis examines property testing from a more qualitative point of view. Instead of seeking to determine the exact query complexity for some specific
properties of boolean functions, the motivating question behind the research presented here is: can we characterize the set of properties of boolean functions that can be tested with a constant number of queries?²

An important sub-goal of this research direction is to characterize the set of functions for which we can test isomorphism—that is, for which we can test identity up to relabeling of the input variables—with a constant number of queries. This problem was first raised by Fischer et al. [52] but until recently this problem was largely open, with only three exceptions: all symmetric functions and all juntas on a constant number of variables were known to be isomorphism-testable with a constant number of queries, and it was known that testing isomorphism to parity functions on ω(1) ≤ k ≤ o(√n) variables required a super-constant number of queries.

In Chapter 8, we begin by unifying and extending the results concerning the isomorphism-testability of symmetric functions and juntas. As we have seen above, the set of partially symmetric functions encompasses the set of juntas. Clearly, this set also includes the set of symmetric functions. (It also includes many other functions as well.) In this chapter, we show that we can test isomorphism to any partially symmetric function with a constant number of queries.

In Chapter 9, we show that the set of functions for which we cannot test isomorphism with a constant number of queries extends far beyond the set of k-linear functions for some values of k. In fact, we show that for almost all boolean functions, testing isomorphism to those functions requires Ω(n) queries. Since O(n log n) queries are sufficient to test isomorphism to any function, the result of this section shows that the universal upper bound is nearly tight for almost all functions.

The result in Chapter 9 is non-constructive. In Chapter 10, we give a large explicit class of functions for which testing isomorphism requires a super-constant number of queries. Specifically, we answer a question of Fischer et al. [52] by showing, roughly, that testing isomorphism to k-juntas that “strongly depend” on nearly all of the relevant variables requires at least log k queries.

### 1.3.3 Part III: Connections

In the third part of the thesis, we explore some connections between property testing and other areas of computer science.

Chapter 11 presents a connection between property testing and communication com-

²I.e., with a number of queries that does not depend on the size of the domain of the functions.
plexity. Communication complexity has been remarkably successful in proving lower bounds in many areas of computer science. The research presented in this chapter was motivated by a simple question: might communication complexity be useful for proving lower bounds in property testing as well? The results in this chapter show that the answer to this question is an emphatic “yes”. We present the basic reduction that connects the two areas in the chapter and show how it can be used to prove lower bounds for testing $k$-linearity, monotonicity, and computability by small decision trees.

In Chapter 12, we examine the connection between property testing and learning theory. It has long been known that the two areas are closely connected. (We review some of the details of this connection in Section 3.2.) This connection, however, is largely concerned with the connection between property testing and the membership query learning model—where the learner can query the target function on any input of its choosing.

In many applications of learning theory, the membership query model is not realistic. An alternative model, called active learning, where the learner can query any input of its choosing among those that exist in the real-world is often more realistic. As a result, this model is of great interest to the learning community. In Chapter 12, we introduce a new model of property testing, which we call active property testing, with the same relation to active learning as the standard property testing model has to membership query learning. We describe the active testing model and present results concerning the testability of dictator functions and halfspaces in this model.
Chapter 2

Boolean Functions

The main object of study in this thesis is the boolean function. The goal of this section is to introduce the basic definitions and some fundamental tools we will use throughout the rest of the thesis. We will also examine two classes of boolean functions that will appear repeatedly in later chapters: juntas and parity functions.

Readers familiar with boolean functions are encouraged to quickly skim this chapter to become acquainted with the notation. Conversely, for readers who would appreciate a more thorough introduction to boolean functions and the tools used to analyze them, we recommend the surveys [80, 45] and the book [81].

2.1 Boolean hypercube

Before examining boolean functions, let us first take a moment to establish some basic facts regarding their domains: the boolean hypercube \( \{0, 1\}^n \).

Given an element \( x \in \{0, 1\}^n \), we write \( x_1, \ldots, x_n \) to refer to the individual coordinates of \( x \). When discussing boolean functions, we refer to the set \( [n] := \{1, \ldots, n\} \) as the set of variables of \( f \). In this terminology, the value of the \( i \)th variable in \( x \) is \( x_i \).

The elements \( e^1, \ldots, e^n \in \{0, 1\}^n \) are defined by setting the \( i \)th coordinate of \( e^i \) to 1 and all other coordinates to 0. More generally, for every set \( S \subseteq [n] \), the characteristic vector for \( S \), denoted by \( e^S \in \{0, 1\}^n \), is defined by setting \( e^S_i = 1 \) for every \( i \in S \) and \( e^S_i = 0 \) for every \( i \in [n] \setminus S \). We also use \( 0 \) and \( 1 \) to denote the all-zero and all-one vectors. (Note that \( e^\emptyset = 0 \) and \( e^{[n]} = 1 \).)

Given two bits \( a, b \in \{0, 1\}^n \), there are three basic binary operators that we use:
AND ($\land$), OR ($\lor$), and XOR ($\oplus$). They are all defined in the standard way.

\[
a \lor b = \begin{cases} 
1 & \text{if } a = 1 \text{ or } b = 1 \\
0 & \text{otherwise.}
\end{cases}
\]

\[
a \land b = \begin{cases} 
1 & \text{if } a = b = 1 \\
0 & \text{otherwise.}
\end{cases}
\]

\[
a \oplus b = \begin{cases} 
1 & \text{if } a \neq b \\
0 & \text{otherwise.}
\end{cases}
\]

We define the same operators to apply bit-wise for the elements in $\{0, 1\}^n$. E.g., three elements $x, y, z \in \{0, 1\}^n$ satisfy $z = x \oplus y$ iff $z_i = x_i \oplus y_i$ for each $i \in [n]$.

The set $\{0, 1\}^n$ with the bit-wise XOR operator $\oplus$ forms a group. This group, combined with the trivial scalar multiplication operator defined by $1 \cdot x = x$ and $0 \cdot x = 0$, forms a vector space over the field $\mathbb{F}_2$. With some abuse of notation, we use $\{0, 1\}^n$ to refer to the set, the group, and the vector space, depending on the context.

We can define the inner product of elements in $\{0, 1\}^n$ by setting

\[
\langle x, y \rangle = \sum_{i=1}^{n} x_i \land y_i
\]

for every $x, y \in \{0, 1\}^n$. The norm obtained with this inner product is

\[
\|x\| = \langle x, x \rangle = \sum_{i=1}^{n} x_i,
\]

which is also known as the Hamming weight of $x$.

For every $S \subseteq [n]$, we define the projection operator $P^S : \{0, 1\}^n \to \{0, 1\}^n$ by setting $P^S(x) = x \land e^S$. We will use the shorthand notation $x_S$ to represent the projection $P^S(x)$. We will often use the projection operator to combine two or more boolean vectors. For example, the element $z = x_S \lor y_S$ is the “hybrid” vector that is identical to $x$ on all coordinates in $S$ and is identical to $y$ on all the other coordinates.

**Remark 2.1.** In some settings, it is more convenient to consider the boolean hypercube as the vector space over $\{-1, 1\}^n$ or as $\mathbb{F}_2^n$. The three representations of the hypercube are isomorphic. In the following, we will mostly use the $\{0, 1\}^n$ representation.
2.2 Boolean functions

Most of the boolean functions we consider in this thesis are of the form $f : \{0, 1\}^n \rightarrow \{0, 1\}$. In order to analyze these functions, it is convenient to consider the larger class of functions mapping the boolean hypercube $\{0, 1\}^n$ to the set of real numbers $\mathbb{R}$.

The set of boolean functions $\{0, 1\}^n \rightarrow \mathbb{R}$, with the standard notions of function addition and scalar multiplication of functions, forms a vector space over $\mathbb{R}$. We can define the inner product of two functions $f, g : \{0, 1\}^n \rightarrow \mathbb{R}$ in this vector space by setting

$$\langle f, g \rangle = \mathbb{E}_{x \in \{0,1\}^n} [f(x) \cdot g(x)]$$

where the expectation is over the uniform distribution on $\{0, 1\}^n$. The inner product can be used to define the $(L_2)$ norm of $f$ as

$$\|f\|_2 = \sqrt{\langle f, f \rangle}.$$ 

A fundamental tool in the analysis of boolean functions is the Cauchy-Schwarz inequality, which bounds the inner product of two functions by the product of their $L_2$ norms.

**Theorem 2.2 (Cauchy-Schwarz Inequality).** For any functions $f, g : \{0, 1\}^n \rightarrow \mathbb{R}$,

$$\langle f, g \rangle \leq \|f\|_2 \cdot \|g\|_2.$$ 

Another useful tool in the analysis of boolean functions is Fourier analysis. We introduce this tool in the next section.

2.3 Fourier Analysis

To describe the Fourier representation of boolean functions, we must first introduce the notion of characters for the boolean hypercube.

**Definition 2.3.** A character of the vector space $\{0, 1\}^n$ is a function $\chi : \{0, 1\}^n \rightarrow \{-1, 1\}$ that satisfies

$$\chi(x \oplus y) = \chi(x) \cdot \chi(y)$$

for every $x, y \in \{0, 1\}^n$.

In other words, a character $\chi$ is a group homomorphism between $\{0, 1\}^n$ and $\{-1, 1\}$. The following proposition identifies the set of characters for $\{0, 1\}^n$. 

Proposition 2.4. For every $\alpha \in \{0,1\}^n$, the function $\chi_\alpha : \{0,1\}^n \rightarrow \{-1,1\}$ defined by

$$\chi_\alpha(x) = (-1)^{\langle \alpha, x \rangle}$$

is a character of $\{0,1\}^n$.

Proof. For any $x, y \in \{0,1\}^n$,

$$\chi_\alpha(x + y) = (-1)^{\langle \alpha, x + y \rangle} = (-1)^{\langle \alpha, x \rangle + \langle \alpha, y \rangle} = (-1)^{\langle \alpha, x \rangle} \cdot (-1)^{\langle \alpha, y \rangle} = \chi_\alpha(x) \cdot \chi_\alpha(y). \quad \square$$

Fact 2.5. For any $\alpha \in \{0,1\}^n$, we have $E_x[\chi_\alpha(x)] = \begin{cases} 1 & \text{if } \alpha = 0 \\ 0 & \text{otherwise}. \end{cases}$

We are now ready to introduce the Fourier transform and Fourier representation of boolean functions.

Definition 2.6 (Fourier transform). The Fourier transform of the function $f : \{0,1\}^n \rightarrow \mathbb{R}$ is the function $\hat{f} : \{0,1\}^n \rightarrow \mathbb{R}$ defined by $\hat{f}(\alpha) = \langle f, \chi_\alpha \rangle$.

Definition 2.7 (Fourier representation). The Fourier representation (or Fourier decomposition) of the function $f : \{0,1\}^n \rightarrow \mathbb{R}$ is

$$f(x) = \sum_{\alpha \in \{0,1\}^n} \hat{f}(\alpha) \chi_\alpha(x).$$

A fundamental property of the Fourier transform is that it preserves the squared $L_2$ norm of the function.

Theorem 2.8 (Parseval’s identity). For any function $f : \{0,1\}^n \rightarrow \mathbb{R}$,

$$E_x[f(x)^2] = \|f\|_2^2 = \sum_{\alpha \in \{0,1\}^n} \hat{f}(\alpha)^2.$$

A useful consequence of Parseval’s identity is that the distance between two boolean functions has a nice representation in terms of the Fourier transform of the functions.

Lemma 2.9. For any boolean functions $f, g : \{0,1\}^n \rightarrow \{0,1\}$,

$$\Pr_{x \in \{0,1\}^n} \left[ f(x) \neq g(x) \right] = \sum_{\alpha \in \{0,1\}^n} (\hat{f}(\alpha) - \hat{g}(\alpha))^2.$$
Proof. Since $f$ and $g$ are $\{0,1\}$-valued, $\Pr_x[f(x) \neq g(x)] = \mathbb{E}_x[(f(x) - g(x))^2]$. By Parseval’s identity, this means that

$$\Pr_x[f(x) \neq g(x)] = \mathbb{E}_x[(f(x) - g(x))^2] = \sum_{\alpha \in \{0,1\}^n} \hat{f} - \hat{g}(\alpha)^2.$$  

The proof is completed by noting that for any $\alpha \in \{0,1\}^n$,

$$\hat{f} - \hat{g}(\alpha) = \langle f - g, \alpha \rangle = \langle f, \alpha \rangle - \langle g, \alpha \rangle = \hat{f}(\alpha) - \hat{g}(\alpha).$$

In Chapter 7, we shall also make use of a basic fact regarding the Fourier transform of the pushforward of boolean functions.

**Definition 2.10 (Pushforward).** Fix a subspace $W \subseteq \{0,1\}^n$. The pushforward of the function $f : \{0,1\}^n \to \mathbb{R}$ by the linear function $g : \{0,1\}^n \to W$ is the function $g_*(f) : W \to \mathbb{R}$ defined by

$$(g_*(f))(x) := \frac{1}{2^n} \sum_{y \in g^{-1}(x)} f(y) = \mathbb{E}_{y \in \{0,1\}^n}[\mathbb{I}[g(y) = x] \cdot f(y)].$$

**Fact 2.11.** Fix $W \subseteq \{0,1\}^n$. For any function $f : \{0,1\}^n \to \mathbb{R}$ and any linear function $g : \{0,1\}^n \to W$, the Fourier transform of $g_*(f)$ satisfies

$$\hat{g_*(f)}(\alpha) = \frac{1}{|W|} \hat{f}(\chi_\alpha \circ g).$$

### 2.4 Influence

Another important tool in the analysis of boolean functions is the notion of “influence” of the variables in the function. This section defines the notion formally and proves some basic properties of influence. As a first step, let us define what we mean by “relevant” and “irrelevant” variables.

**Definition 2.12 (Relevant variables).** The variable $i \in [n]$ is relevant in the boolean function $f : \{0,1\}^n \to \{0,1\}$ if there exists an element $x \in \{0,1\}^n$ such that $f(x) \neq f(x \oplus e^i)$. If no such element exists, we say that $i$ is irrelevant in $f$.

The definition of relevance extends in a natural way to sets of variables. We can do so by defining a set $S \subseteq [n]$ to be relevant in the function $f$ if some variable $i \in S$ is relevant in $S$. Equivalently, we can define relevant sets directly as follows.
Definition 2.13 (Relevant sets of variables). The set of variables $S \subseteq [n]$ is relevant in $f : \{0, 1\}^n \rightarrow \{0, 1\}$ if there exists two elements $x, y \in \{0, 1\}^n$ such that $x_S = y_S$ and $f(x) \neq f(y)$.

We can refine the notion of relevance to measure to take into account the fraction of elements $x \in \{0, 1\}^n$ for which $f(x) \neq f(x \oplus e^i)$. The result is our definition of influence.

Definition 2.14 (Influence of a variable). The influence of the variable $i \in [n]$ in the boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is

$$\text{Inf}_f(i) = \frac{1}{2} \Pr_x[f(x) \neq f(x \oplus e^i)]$$

where the probability is taken over the uniform distribution of $x$ in $\{0, 1\}^n$.

We can also introduce a similar definition to measure the influence of sets of variables.

Definition 2.15 (Influence of a set of variables). The influence of the set $S \subseteq [n]$ of variables in the boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is

$$\text{Inf}_f(S) = \Pr_{x, y}[f(x) \neq f(x_S \lor y_S)]$$

where the probability is taken over the uniform distribution of $x$ and $y$ in $\{0, 1\}^n$.

The reader may find it slightly puzzling that the definition of influence of variables includes a factor of $\frac{1}{2}$. This is done so that the influence of a variable is equal to the influence of a singleton set containing that variable.

Fact 2.16. For any function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and any variable $i \in [n]$, we have $\text{Inf}_f(i) = \text{Inf}_f(\{i\})$.

An immediate observation that follows from our definitions of relevance and influence is that the variables that are relevant in a function are exactly the variables with non-zero influence in that function.

Fact 2.17. The variable $i \in [n]$ is relevant in $f : \{0, 1\}^n \rightarrow \{0, 1\}$ iff $\text{Inf}_f(i) > 0$. Similarly, the set $S \subseteq [n]$ of variables is relevant in $f$ iff $\text{Inf}_f(S) > 0$.

A less obvious—but much more useful—observation is that the notions of influence have a natural representation in terms of the Fourier transformation of a boolean function.
Lemma 2.18. For every function $f : \{0, 1\}^n \to \{0, 1\}$ and every variable $i \in [n]$, the influence of $i$ in $f$ satisfies

$$\Inf_f(i) = 2 \sum_{\alpha \in \{0, 1\}^n : \alpha_i = 1} \hat{f}(\alpha)^2.$$ 

More generally, for every set $S \subseteq [n]$, the influence of $S$ in $f$ satisfies

$$\Inf_f(S) = 2 \sum_{\alpha \in \{0, 1\}^n : \|\alpha_S\| > 0} \hat{f}(\alpha)^2.$$ 

Proof. By Fact 2.16, it suffices to prove the latter identity.

Since $f$ is $\{0, 1\}$-valued, we have

$$\Pr_{x,y}[f(x) \neq f(x_S \lor y_S)] = \mathbb{E}_{x,y}[(f(x) - f(x_S \lor y_S))^2] = 2 \mathbb{E}_x[f(x)^2] - 2 \mathbb{E}_{x,y}[f(x)f(x_S \lor y_S)].$$

The Fourier representation of $f$ and linearity of expectation yield

$$\mathbb{E}_{x,y}[f(x)f(x_S \lor y_S)] = \sum_{\alpha, \beta \in \{0, 1\}^n} \hat{f}(\alpha)\hat{f}(\beta) \mathbb{E}_{x,y}[\chi_{\alpha}(x)\chi_{\beta}(x_S \lor y_S)].$$

By the identity $\chi_{\beta}(x_S \lor y_S) = \chi_{\beta_S}(x)\chi_{\beta_S}(y)$, we can rewrite the right-most term as

$$\mathbb{E}_{x,y}[\chi_{\alpha}(x)\chi_{\beta}(x_S \lor y_S)] = \mathbb{E}_x[\chi_{\alpha \oplus \beta_S}(x)] \mathbb{E}_y[\chi_{\beta_S}(y)].$$

Applying Fact 2.5, this means that $\mathbb{E}_{x,y}[\chi_{\alpha}(x)\chi_{\beta}(x_S \lor y_S)]$ takes the value 1 when $\alpha = \beta_S$ and $\beta_S = 0$ (or, equivalently, when $\alpha_S = 0$ and $\beta = \alpha$) and it takes the value 0 otherwise. This observation and Parseval’s identity imply that

$$\Pr_{x,y}[f(x) \neq f(x_S \lor y_S)] = 2 \mathbb{E}_x[f(x)^2] - 2 \mathbb{E}_{x,y}[f(x)f(x_S \lor y_S)]$$

$$= 2 \sum_{\alpha} \hat{f}(\alpha)^2 - 2 \sum_{\alpha : \alpha_S = 0} \hat{f}(\alpha)^2 = 2 \sum_{\alpha : \|\alpha_S\| > 0} \hat{f}(\alpha)^2. \qed$$

The monotonicity and subadditivity properties of influence follow directly from the lemma.

Theorem 2.19 (Monotonicity and subadditivity of influence). For any boolean function $f : \{0, 1\}^n \to \{0, 1\}$ and any two sets $S, T \subseteq [n]$,

$$\Inf_f(S) \leq \Inf_f(S \cup T) \leq \Inf_f(S) + \Inf_f(T).$$
Proof. Any $\alpha \in \{0,1\}^n$ that satisfies $\|\alpha_S\| > 0$ also satisfies $\|\alpha_{S \cup T}\| > 0$. Therefore, by Lemma 2.18,

$$\inf_f(S) = 2 \sum_{\alpha : \|\alpha_S\| > 0} \hat{f}(\alpha)^2 \leq 2 \sum_{\alpha : \|\alpha_{S \cup T}\| > 0} \hat{f}(\alpha)^2 = \inf_f(S \cup T).$$

Similarly, any $\alpha \in \{0,1\}^n$ that satisfies $\|\alpha_{S \cup T}\| > 0$ must satisfy at least one of the two inequalities $\|\alpha_S\| > 0$ and $\|\alpha_T\| > 0$. So

$$\inf_f(S \cup T) = 2 \sum_{\alpha : \|\alpha_{S \cup T}\| > 0} \hat{f}(\alpha)^2 \leq 2 \sum_{\alpha : \|\alpha_S\| > 0} \hat{f}(\alpha)^2 + 2 \sum_{\alpha : \|\alpha_T\| > 0} \hat{f}(\alpha)^2 = \inf_f(S) + \inf_f(T).$$

\(\square\)

2.5 Juntas

Juntas figure prominently in the rest of this thesis. In this section, we define the term more formally and provide a basic fact about functions that are “far” from being juntas for later use. A more complete introduction to juntas and their role in property testing is deferred to Chapter 5.

Definition 2.20 (Junta). Fix $0 \leq k \leq n$. The function $f : \{0,1\}^n \to \{0,1\}$ is a $k$-junta iff it contains at most $k$ relevant variables.

Note that when we say that $f$ is a junta (without specifying $k$), we mean that $f$ is a $k$-junta for some $k = O(1)$. (I.e., for some $k$ independent of $n$.)

A simple characterization of the influence of variables in functions that are far from juntas is as follows.

Lemma 2.21. Fix $0 < k < n$. Let $f : \{0,1\}^n \to \{0,1\}$ be $\epsilon$-far from all functions that are $k$-juntas. Then every set $J \subseteq [n]$ of size $|J| \leq k$ satisfies $\inf_f(J) \geq \epsilon$.

Proof. Fix any set $J \subseteq [n]$ of size $|J| \leq k$. Define $h : \{0,1\}^n \to \{0,1\}$ to be the function obtained by setting

$$h(x) = \begin{cases} 1 & \text{if } E_z[f(x_J \lor z_J)] \geq \frac{1}{2} \\ 0 & \text{otherwise} \end{cases}$$
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for every $x \in \{0, 1\}^n$. The variables that are relevant in $h$ are contained in $J$, so $h$ is a $k$-junta. By the assumption in the lemma statement, we must therefore have that
\[
\Pr_x[f(x) \neq h(x)] \geq \epsilon.
\]
For each $w \in \{0, 1\}^n$, define
\[
p_w := \Pr[f(x) \neq h(x) \mid x_J = w].
\]
By the definition of $h$, for every $w$ we have $p_w \leq \frac{1}{2}$. We also have that
\[
\Pr_x[f(x) \neq h(x)] = \mathbb{E}_x[p_{x_J}]
\]
and that
\[
\text{Inf}_f(J) = \Pr_x[f(x) \neq f(x_J \lor z_J)] = 2 \mathbb{E}_x[p_{x_J}(1 - p_{x_J})].
\]
Combining the above results, we get
\[
\text{Inf}_f(J) \geq 2 \mathbb{E}_x[\frac{1}{2}p_{x_J}] = \Pr_x[f(x) \neq h(x)] \geq \epsilon.
\]

2.6 Parity functions

Another class of functions that appears prominently throughout this thesis—and, indeed, that often appears in almost any study of boolean functions—is the set of parity functions.

**Definition 2.22 (Parity).** Fix $S \subseteq [n]$. The parity function corresponding to $S$ is the function $\text{Parity}_S : \{0, 1\}^n \to \{0, 1\}$ defined by
\[
\text{Parity}_S(x) = \bigoplus_{i \in S} x_i.
\]

The parity functions are linear functions since they satisfy the identity
\[
\text{Parity}_S(x \oplus y) = \text{Parity}_S(x) \oplus \text{Parity}_S(y)
\]
for every $x, y \in \{0, 1\}^n$. When $|S| = k$, we also say that the function $\text{Parity}_S$ is $k$-linear.

The parity functions have a simple Fourier representation.
Proposition 2.23. Fix $S \subseteq [n]$. The Fourier coefficients of the parity function $\text{Parity}_S : \{0, 1\}^n \to \{0, 1\}$ are defined by

$$\hat{\text{Parity}}_S(\alpha) = \begin{cases} 1/2 & \text{if } \alpha = 0 \text{ or } \alpha = e^S \\ 0 & \text{otherwise.} \end{cases}$$

We can use the Fourier decomposition of parity functions to establish the following useful facts.

Proposition 2.24. Fix $0 < k < n$ and let $S \subseteq [n]$ be a set of size $|S| > k$. Then the parity function $\text{Parity}_S : \{0, 1\}^n \to \{0, 1\}$ is

i. $1/2$-far from $\text{Parity}_T$ for every $T \neq S$,

ii. $1/2$-far from every $k$-linear function,

iii. $1/2$-far from every $k$-junta, and

iv. $1/2$-far from all functions of Fourier degree at most $k$.

Proof. By Lemma 2.9 and Proposition 2.23,

$$\Pr_x[\text{Parity}_S(x) \neq \text{Parity}_T(x)] = \sum_{\alpha} (\hat{\text{Parity}}_S(\alpha) - \hat{\text{Parity}}_T(\alpha))^2 = 2(1/2)^2 = 1/2.$$ 

This completes the proof of i. It also immediately implies ii since $k$-linear functions are necessarily parity functions on some set $T \neq S$. To prove iii and iv, it suffices to prove the latter statement, since $k$-juntas have Fourier degree at most $k$.

Let $f : \{0, 1\}^n \to \{0, 1\}$ be a function of Fourier degree at most $k$. Since $|S| > k$, we can again apply Lemma 2.9 and Proposition 2.23 to obtain

$$\Pr_x[f(x) \neq \text{Parity}_S(x)] = \sum_{\alpha} (\hat{f}(\alpha) - \hat{\text{Parity}}_S(\alpha))^2 = (\hat{f}(0) - 1/2)^2 + \sum_{0<\|\alpha\|\leq k} \hat{f}(\alpha)^2 + (1/2)^2.$$ 

By Parseval’s identity and the Fourier degree of $f$,

$$\sum_{0<\|\alpha\|\leq k} \hat{f}(\alpha)^2 = \sum_{\|\alpha\|>0} \hat{f}(\alpha)^2 = \|f\|_2^2 - \hat{f}(0)^2.$$ 

The function $f$ is $\{0, 1\}$-valued, so $\|f\|_2^2 = E_x[f(x)^2] = E_x[f(x)] = \hat{f}(0)$. As a result,

$$\Pr_x[f(x) \neq \text{Parity}_S(x)] = (\hat{f}(0) - 1/2)^2 + (\hat{f}(0) - \hat{f}(0)^2) + \frac{1}{4} = \frac{1}{2}. \qedhere$$
Chapter 3

Property Testing

This section presents a brief introduction to property testing. We introduce all the necessary definitions, then explore two fundamental topics that we will use in later sections: the connection between property testing and learning theory, and a main lemma for proving lower bounds on the query complexity for testing properties via Yao’s Minimax Lemma. For a more thorough introduction to property testing, we recommend the surveys [87, 89] and the collection [58].

3.1 Definitions

Definition 3.1 (Property). A property of boolean functions is a subset of all boolean functions.

When \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is in \( \mathcal{P} \), we say that \( f \) has property \( \mathcal{P} \). We say that \( f \) is “far” from \( \mathcal{P} \) when every function in \( \mathcal{P} \) disagrees with \( f \) on a large fraction of the inputs in \( \{0, 1\}^n \). To make this notion precise, we introduce measures of distance for functions and for properties of boolean functions.

Definition 3.2 (Distance between functions). Fix a distribution \( \mathcal{D} \) over \( \{0, 1\}^n \). The distance between the two functions \( f, g : \{0, 1\}^n \rightarrow \{0, 1\} \) under \( \mathcal{D} \) is

\[
\text{dist}_\mathcal{D}(f, g) := \Pr_{x \sim \mathcal{D}}[f(x) \neq g(x)].
\]

When \( \mathcal{D} \) is the uniform distribution over \( \{0, 1\}^n \), we omit the subscript and write simply \( \text{dist}(f, g) \).
Definition 3.3 (Distance between properties). Fix a distribution \( \mathcal{D} \) over \( \{0, 1\}^n \). The distance between two properties \( \mathcal{P}, \mathcal{Q} \subseteq \{0, 1\}^n \rightarrow \{0, 1\} \) is

\[
\text{dist}_{\mathcal{D}}(\mathcal{P}, \mathcal{Q}) := \min_{f \in \mathcal{P}, g \in \mathcal{Q}} \text{dist}_{\mathcal{D}}(f, g).
\]

Once again, we omit the subscript when \( \mathcal{D} \) is the uniform distribution over \( \{0, 1\}^n \).

Our main measure of interest is the distance between a function and a property. We define this measure using the distance between properties.

Definition 3.4 (Distance between functions and properties). Fix a distribution \( \mathcal{D} \) over \( \{0, 1\}^n \). The distance between the function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) and the property \( \mathcal{P} \subseteq \{0, 1\}^n \rightarrow \{0, 1\} \) is

\[
\text{dist}_{\mathcal{D}}(f, \mathcal{P}) := \text{dist}_{\mathcal{D}}(\{f\}, \mathcal{P}).
\]

As above, we omit the subscript when \( \mathcal{D} \) is the uniform distribution over \( \{0, 1\}^n \).

When \( \text{dist}_{\mathcal{D}}(f, \mathcal{P}) \geq \epsilon \), we say that \( f \) is \( \epsilon \)-far from \( \mathcal{P} \) (under the distribution \( \mathcal{D} \)). When \( \text{dist}_{\mathcal{D}}(f, \mathcal{P}) \leq \epsilon \), then \( f \) is \( \epsilon \)-close to \( \mathcal{P} \).

We are now ready to present the notion of property testers, as originally defined by Rubinfeld and Sudan [90].

Definition 3.5 (Property tester). Fix a property \( \mathcal{P} \subseteq \{0, 1\}^n \rightarrow \{0, 1\} \) and a distribution \( \mathcal{D} \) over \( \{0, 1\}^n \). A \( q \)-query \( \epsilon \)-tester for \( \mathcal{P} \) over \( \mathcal{D} \) is a randomized algorithm that queries an unknown function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) on at most \( q \) inputs and

(i) Accepts with probability at least \( \frac{2}{3} \) when \( f \) has property \( \mathcal{P} \); and

(ii) Rejects with probability at least \( \frac{2}{3} \) when \( f \) is \( \epsilon \)-far from \( \mathcal{P} \).

Remark 3.6. Note that the tester is free to accept or reject \( f \) when \( 0 < \text{dist}_{\mathcal{D}}(f, \mathcal{P}) < \epsilon \).

Remark 3.7. The choice of \( \frac{2}{3} \) for the acceptance and rejection probabilities is somewhat arbitrary. More generally, we could require those probabilities to be \( 1 - \delta \) for any \( 0 < \delta < \frac{1}{2} \). Standard boosting arguments show that the two settings are essentially equivalent, so we do not bother with the more general definition in this thesis.

Definition 3.8 (One-sided error). A \( q \)-query \( \epsilon \)-tester for \( \mathcal{P} \) that is guaranteed to always accept functions with property \( \mathcal{P} \) (instead of only accepting them with probability at least \( \frac{2}{3} \)) is said to have one-sided error. Otherwise, \( \mathcal{P} \) has two-sided error.
**Definition 3.9** (Non-adaptive testers). A $q$-query $\epsilon$-tester for $\mathcal{P}$ that determines all of its $q$ queries before observing the value of $f$ on any of those queries is non-adaptive. Otherwise, the tester is adaptive.

A well-known folkloric result in property testing states that the most query-efficient non-adaptive tester for a property $\mathcal{P}$ has query complexity that is at most exponential in the query complexity of the best adaptive tester for $\mathcal{P}$.

**Proposition 3.10.** Fix a property $\mathcal{P} \subseteq \{0, 1\}^n \rightarrow \{0, 1\}$. If there is an adaptive $q$-query $\epsilon$-tester for $\mathcal{P}$, then there is a non-adaptive $2^q$-query $\epsilon$-tester for $\mathcal{P}$.

**Proof.** Let $A$ be the adaptive $q$-query $\epsilon$-tester for $\mathcal{P}$. The behavior of $A$ is determined by a decision tree of depth $d$. By fixing the randomness in advance, we can simulate $A$ with a non-adaptive algorithm by making all the (at most) $2^d$ queries that are present in the tree then following the path that $A$ would have traversed in making its $d$ adaptive queries. $\square$

### 3.2 Testing and Learning

The connection between property testing and learning theory that we describe in this section was first established by Goldreich, Goldwasser, and Ron [59]. Before describing the connection itself, let us first define the concept of a “proper learner”.

**Definition 3.11** (Proper learner). An algorithm $A$ with query access to a boolean function is an $(\epsilon, \delta, q)$ proper learner for property $\mathcal{P}$ over the distribution $\mathcal{D}$ if for every function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ in $\mathcal{P}$, the algorithm $A$ queries $f$ on at most $q$ inputs from $\{0, 1\}^n$ then outputs a function $h : \{0, 1\}^n \rightarrow \{0, 1\}$ in $\mathcal{P}$ such that with probability at least $1 - \delta$, the distance between $f$ and $h$ is bounded by $\text{dist}_\mathcal{D}(f, h) \leq \epsilon$.

**Remark 3.12.** We emphasize that the learner is free to output any function $h \in \mathcal{P}$ when $f \notin \mathcal{P}$.

Our definition corresponds to the concept of a proper learner in the membership query learning model. We will examine other learning models in Chapter 12. Also, the common terminology in the learning theory community refers to learners over classes of functions instead of over properties; the two definitions are identical.

Proper learners can be used to test properties, as the following lemma shows.

**Lemma 3.13.** If $\mathcal{P}$ has a $(\epsilon, \delta, q)$ proper learner over $\mathcal{D}$, then $\mathcal{P}$ can be tested with $q + O(1/\epsilon)$ queries.
Proof. Let $A$ be a $(\frac{\epsilon}{2}, \frac{1}{6}, q)$ proper learner over $D$ for $\mathcal{P}$. We can use $A$ to test $\mathcal{P}$ by running the following simple testing algorithm:

1. Run $A$ on $f$ to obtain the hypothesis function $h : \{0, 1\}^n \rightarrow \{0, 1\}$.
2. Query $f$ on $s = O(1/\epsilon)$ samples drawn independently at random from $D$.
3. Let $\tilde{d}$ be the fraction of inputs chosen in the last step on which $f$ and $h$ disagree.
4. Accept iff $\tilde{d} \leq \frac{3\epsilon}{4}$.

Let us now examine why this algorithm is a valid tester for $\mathcal{P}$. First, when $f \in \mathcal{P}$, with probability at least $\frac{5}{6}$, $A$ returns a function $h$ that satisfies $\text{dist}_D(f, h) \leq \frac{\epsilon}{2}$. Conversely, when $f$ is $\epsilon$-far from $\mathcal{P}$, then no matter what hypothesis function $h \in \mathcal{P}$ is returned by the learner, $\text{dist}_D(f, h) \geq \epsilon$. Since $\tilde{d}$ is an unbiased estimator for $\text{dist}_D(f, h)$, we can pick $s$ to be large enough to guarantee that $\Pr[|\tilde{d} - \text{dist}_D(f, h)| \geq \frac{\epsilon}{2}] < \frac{\epsilon}{6}$ and the resulting algorithm is a valid tester for $\mathcal{P}$.

When the property $\mathcal{P}$ is small, there is a simple but query-efficient proper learning algorithm for target functions in $\mathcal{P}$: draw $O(\log |\mathcal{P}|)$ random samples, and output any hypothesis in $\mathcal{P}$ that is consistent with the function on all the samples. As a result, Lemma 3.13 has the following widely-applicable corollary.

**Corollary 3.14.** Fix $\mathcal{P} \subseteq \{0, 1\}^n \rightarrow \{0, 1\}$. There is an $\epsilon$-tester for $\mathcal{P}$ that requires only $O(\log(|\mathcal{P}|)/\epsilon)$ queries.

**Proof.** By Occam’s Razor (see, e.g. [73, §2]), there is an $(\frac{\epsilon}{2}, \frac{1}{6}, q)$ proper learner for $\mathcal{P}$ that makes $q = O(\log(|\mathcal{P}|)/\epsilon)$ queries to the target function.\footnote{In fact, as discussed above, the proper learner only needs to receive $q$ random samples drawn from $\{0, 1\}^n$.} The corollary then follows immediately from Lemma 3.13.

### 3.3 Lower Bounds via Yao’s Minimax Principle

We use the following standard property testing lemmas in the following sections.
Lemma 3.15. Let $D_{\text{yes}}$ and $D_{\text{no}}$ be any two distributions over functions $\{0, 1\}^n \to \{0, 1\}$. If for every set $X \subseteq \{0, 1\}^n$ of size $|X| = q$ and any vector $r \in \{0, 1\}^q$ we have that

$$\left| \Pr_{f \sim D_{\text{yes}}} [f(X) = r] - \Pr_{f \sim D_{\text{no}}} [f(X) = r] \right| < \frac{1}{36} 2^{-q},$$

then any algorithm that distinguishes functions drawn from $D_{\text{yes}}$ from those drawn from $D_{\text{no}}$ with probability at least $\frac{2}{3}$ makes at least $q + 1$ queries.

Proof. Define $D$ to be the distribution obtained by drawing a function from $D_{\text{yes}}$ or from $D_{\text{no}}$, each with probability $\frac{1}{2}$. By Yao’s Minimax Principle[100], to prove the lemma it suffices to show that any deterministic testing algorithm needs at least $q + 1$ queries to distinguish functions drawn from $D_{\text{yes}}$ or from $D_{\text{no}}$ with probability at least $\frac{2}{3}$.

A deterministic testing algorithm can be described by a decision tree with a query $x \in \{0, 1\}^n$ at each internal node and a decision to accept or reject at every leaf. Each boolean function $f$ defines a path through the tree according to the value of $f(x)$ at each internal node.

Consider a testing algorithm that makes at most $q$ queries. Its decision tree has depth at most $q$ and it has at most $2^q$ leaves. Let us call a leaf $\ell$ negligible if the probability that a function $f \sim D$ defines a path that terminates at $\ell$ is at most $\frac{1}{12} 2^{-d}$. The total probability that $f \sim D$ defines a path to a negligible leaf is at most $\frac{1}{12}$.

Fix $\ell$ to be some non-negligible leaf. This leaf corresponds to a set $X \subseteq \{0, 1\}^n$ of $q$ queries and a vector $r \in \{0, 1\}^q$ of responses; a function $f$ defines a path to the leaf $\ell$ iff $f(X) = r$. Since $\ell$ is non-negligible, $\Pr_{f \sim D} [f(X) = r] > \frac{1}{12} 2^{-d}$. So by the hypothesis of the lemma,

$$\left| \Pr_{f \sim D_{\text{yes}}} [f(X) = r] - \Pr_{f \sim D_{\text{no}}} [f(X) = r] \right| \leq \frac{1}{36} 2^{-d} \leq \frac{1}{3} \Pr_{f \sim D} [f(X) = r].$$

Then by Bayes’ theorem

$$\left| \Pr_{f \sim D} [f \in \mathcal{P} \mid f(X) = r] - \Pr_{f \sim D} [f \epsilon\text{-far from } \mathcal{P} \mid f(X) = r] \right| = \frac{\left| \Pr_{f \sim D_{\text{yes}}} [f(X) = r] - \Pr_{f \sim D_{\text{no}}} [f(X) = r] \right|}{2 \Pr_{f \sim D} [f(X) = r]} \leq \frac{1}{6}.$$ 

Therefore, the probability that the testing algorithm correctly classifies a function $f \sim D$ that lands at a non-negligible leaf $\ell$ is less than $\frac{7}{12}$. So even if the algorithm correctly classifies all functions that land in negligible leaves, it still correctly classifies $f$ with probability less than $\frac{11}{12} \cdot \frac{7}{12} + \frac{1}{12} < \frac{2}{3}$, so it is not a valid tester for $\mathcal{P}$. ☐
Chapter 4

Mathematical Tools

This section introduces the mathematical tools that we use in subsequent chapters to analyze property testing algorithms and to establish lower bounds on the query complexity for different property testing tasks.

Many of the tools that we use are taken from probability theory and statistics. We introduce those tools first. In the subsequent sections, we then introduce the results from combinatorics and from the theory of orthogonal polynomials that we will require in the following chapters.

4.1 Probability theory

We adopt most of the standard terminology of probability theory as found, for example, in [50, 51].

Many of our in later chapter require us to show that two related distributions are “close”. We formalize this concept with the total variation distance between distributions.

Definition 4.1. Given two random variables $X, Y$ defined on a common discrete sample space $\Omega$, the total variation distance between $X$ and $Y$ is

$$d_{TV}(X, Y) = \frac{1}{2} \sum_{\omega \in \Omega} |\Pr[X = \omega] - \Pr[Y = \omega]|.$$ 

The most basic statistics of a random variable $x$ drawn from some distribution $\mathcal{D}$ are its mean $E[x]$ and variance $\text{Var}[x] = E[(x - E[x])^2]$. When $x = (x_1, \ldots, x_n)$ is a random
variable drawn from a multivariate distribution $\mathcal{D}'$, we define its mean to be the vector $\mathbf{E}[x] = (\mathbf{E}[x_1], \ldots, \mathbf{E}[x_n])$ and we define the covariance matrix of $x$ to be the $n \times n$ matrix $\text{Cov}[x]$ whose $(i,j)$th entry is defined by

$$\text{Cov}[x]_{i,j} = \mathbf{E}[(x_i - \mathbf{E}[x_i])(x_j - \mathbf{E}[x_j])] = \mathbf{E}[x_ix_j] - \mathbf{E}[x_i] \mathbf{E}[x_j].$$

### 4.1.1 Hypergeometric Distribution

Consider the experiment where we have $n$ balls, $r$ of which are red, and we draw $d$ balls uniformly at random without replacement. The distribution on the number $w$ of balls drawn that are red is called the hypergeometric distribution. We write $\mathcal{H}_{n,r,d}$ to represent this distribution.

Intuitively, when $n \approx n'$ and $r \approx r'$, the distributions $\mathcal{H}_{n,r,d}$ and $\mathcal{H}_{n',r',d}$ should be close. The following lemma confirms and formalizes this intuition.

**Lemma 4.2.** Let $n, r, n', r', d$ be non-negative integers with $d, n' \leq \gamma n$ for some $\gamma \leq \frac{1}{2}$. Suppose that $|r - \frac{n}{2}| \leq t\sqrt{n}$ and $|r' - \frac{n'}{2}| \leq t'\sqrt{n'}$ hold for some $t \leq \frac{1}{100}\gamma$. Then,

$$d_{TV}(\mathcal{H}_{n,r,d}, \mathcal{H}_{n',r',d}) \leq c(1 + t)\gamma,$$

holds for some universal constant $c$.

**Proof.** Our proof uses the connection between hypergeometric distribution and the binomial distribution, which we denote by $\mathcal{B}_{n,p}$ (for $n$ experiments, each with success probability $p$). Specifically, we use the following two lemmas.

**Lemma 4.3** (Example 1 in [94]). $d_{TV}(\mathcal{H}_{n,r,d}, \mathcal{B}_{d,\frac{r}{n}}) \leq \frac{d}{n}$.

**Lemma 4.4** ([1]). Let $0 < p < 1$ and $0 < \delta < 1 - p$. Then,

$$d_{TV}(\mathcal{B}_{n,p}, \mathcal{B}_{n,p+\delta}) \leq \frac{\sqrt{e}}{2} \frac{\tau_{n,p}(\delta)}{(1 - \tau_{n,p}(\delta))^2}$$

provided $\tau_{n,p}(\delta) < 1$ where

$$\tau_{n,p}(\delta) = \delta \sqrt{\frac{n + 2}{2p(1 - p)}}.$$
The lemma trivially holds when \( k = 0 \) so from now on we assume \( k \geq 1 \). By the triangle inequality,

\[
d_{TV}(\mathcal{H}_{n,r,d}, \mathcal{H}_{n-n',r-r',d}) \leq d_{TV}(\mathcal{H}_{n,r,d}, \mathcal{B}_{d,p}) + d_{TV}(\mathcal{H}_{n-n',r-r',d}, \mathcal{B}_{d,p'}) + d_{TV}(\mathcal{B}_{d,p}, \mathcal{B}_{d,p'})
\]

(4.1)

where \( p = \frac{r}{n} \) and \( p' = \frac{r-r'}{n-n'} \).

Now, we assume \( p \leq p' \) (the other case can be treated in the same manner). Let \( \delta = p' - p \), then

\[
\delta = \frac{mn' - nm'}{n(n - n')} \leq \frac{1}{n(n - n')} \left( \left( \frac{n}{2} + t\sqrt{n} \right) n' - n \left( \frac{n'}{2} - t\sqrt{n'} \right) \right)
\]

\[
= \frac{t(n\sqrt{n'} + \sqrt{nn'})}{n(n - n')} \leq 2t\sqrt{\gamma n^{3/2}} \leq 4t\sqrt{\frac{\gamma}{n}} \quad \text{(from } \gamma \leq \frac{1}{2} \text{)}.
\]

Then, \( \tau_{k,p}(\delta) \) in Lemma 4.4 is

\[
\tau_{k,p}(\delta) \leq 4t\sqrt{\frac{\gamma}{n}} \left( \sqrt{k + \frac{2}{2p(1-p)}} \leq 4t\sqrt{\frac{2\gamma(k+2)}{n}} \quad \text{(from } \frac{1}{p(1-p)} \leq 4) \right)
\]

\[
\leq 4t\sqrt{\frac{6\gamma k}{n}} \quad \text{(from } k \geq 1) \right)
\]

\[
\leq 4\sqrt{6}t\gamma \quad \text{(from } k \leq \gamma n) \right)
\]

Note that, from the assumption, we have \( \tau_{k,p}(\delta) \leq \frac{1}{2} \). From Lemmas 4.3 and 4.4, we have

\[
(4.1) \leq \frac{k}{n} + \frac{k}{n} + \sqrt{e} \frac{\tau_{k,p}(\delta)}{2 (1 - \tau_{k,p}(\delta))^2}
\]

\[
\leq 2\gamma + 2\sqrt{e} \cdot 4\sqrt{6}t\gamma \quad \text{(from } \tau_{k,p}(\delta) \leq \frac{1}{2} \text{)}
\]

\[
\leq c(1 + t)\gamma
\]

for some universal constant \( c \).

\[
\square
\]

4.1.2 Random permutations

A permutation \( \pi : [n] \rightarrow [n] \) is a bijection on \([n]\). The set of permutations on \([n]\) is denoted by \( \mathcal{S}_n \). Fix \( i \in [n] \). When \( \pi(i) = i \), we say that \( i \) is a fixed point of \( \pi \). We write \( \mathcal{S}_T \) to represent the set of permutations \( \pi \) where each element \( i \in [n] \setminus T \) is a fixed point in \( \pi \).
A permutation $\pi \in S_n$ acts on vectors in $\{0, 1\}^n$ in the natural way: for $x \in \{0, 1\}^n$, we define

$$\pi x = (x_{\pi(1)}, \ldots, x_{\pi(n)}).$$

In Chapter 6, we will be interested in bounding the total variation distance between permuted strings under slightly different choices of random permutations. The following lemma shows that this distance is equal to the total variation distance between related hypergeometric distributions.

**Lemma 4.5.** Fix $J, K \subseteq [n]$ and $x \in \{0, 1\}^n$. Let $D_{\pi_{J\cup K}x}$ and $D_{\pi_J \pi_K x}$ be the distributions on $\pi_{J\cup K}x$ and $\pi_J \pi_K x$, respectively, when $\pi_{J\cup K}, \pi_J, \pi_K$ are drawn uniformly at random from $S_{J\cup K}, S_J, S_K$, respectively. Then

$$d_{TV}(D_{\pi_{J\cup K}x}, D_{\pi_J \pi_K x}) = d_{TV}(H_{|J\cup K|, |x_{J\cup K}|, |K \setminus J|}, H_{|K|, |x_K|, |K \setminus J|}).$$

**Proof.** Since both distributions $D_{\pi_{J\cup K}x}$ and $D_{\pi_J \pi_K x}$ only modify coordinates in $J \cup K$, we can ignore all other coordinates. Moreover, it is in fact suffices to look only at the number of ones in the coordinates of $K \setminus J$ and $J \cup K$, which completely determines the distributions. Let $D_z$ denote the uniform distribution over all elements $y \in \{0, 1\}^n$ such that $|y| = |x|$, $y_{J\cup K} = x_{J\cup K}$ and $|y_K \setminus J| = z$. (This also fixes the number of ones in $y_J$.) Notice that this distribution is well defined only for values of $z$ such that $\max\{0, |x_{J\cup K}| - |J|\} \leq z \leq \min\{|x_{J\cup K}|, |K \setminus J|\}$.

Given this notation, $D_{\pi_{J\cup K}x}$ can be looked at as choosing $z \sim H_{|J\cup K|, |x_{J\cup K}|, |K \setminus J|}$ and returning $y \sim D_z$. This is because we apply a random permutation over all elements of $J \cup K$, and therefore the number of ones inside $K \setminus J$ is indeed distributed like $z$. Moreover, the order inside both sets $K \setminus J$ and $J$ is uniform.

The distribution $D_{\pi_J \pi_K x}$ can be looked at as choosing $z \sim H_{|K|, |x_K|, |K \setminus J|}$ and returning $y \sim D_z$. The number of ones in $K \setminus J$ is determined already after applying $\pi_K$. It is distributed like $z$ as we care about the choice of $|K \setminus J|$ out of the $|K|$ elements, and $|x_K|$ of them are ones (and their order is uniform). Later, we apply a random permutation $\pi_J$ over all other relevant coordinates, so the order of elements in $J$ is also uniform.

Since the distributions $D_z$ are disjoint for different values of $z$, this implies that the distance between the two distributions $D_{\pi_{J\cup K}x}$ and $D_{\pi_J \pi_K x}$ depends only on the number of ones chosen to be inside $K \setminus J$. Therefore we have

$$d_{TV}(D_{\pi_{J\cup K}x}, D_{\pi_J \pi_K x}) = d_{TV}(H_{|J\cup K|, |x_{J\cup K}|, |K \setminus J|}, H_{|K|, |x_K|, |K \setminus J|})$$

as required.
4.1.3 U-statistics

Many of the statistics on functions $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that we need to evaluate in this thesis are of the form $\tau = E_x[\psi(f(x))]$ for some function $\psi : \mathbb{R} \rightarrow \mathbb{R}$. These statistics can be estimated efficiently by sampling inputs $x^1, \ldots, x^m$ independently at random and evaluating $\tilde{\tau} = m^{-1} \sum_{i=1}^m \psi(f(x^i))$. The error of $\tilde{\tau}$ can then be controlled by the Chernoff bound or other similar concentration inequalities.

In Chapter 12, we need to estimate a slightly different kind of statistic: one that is of the form $\tau = E_{x,y}[\psi(f(x), f(y))]$ for some $\psi : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$. The best way to estimate this statistic is by using U-statistics, a tool first introduced by Halmos [64] and Hoeffding [66].

**Definition 4.6.** The U-statistic (of order 2) with symmetric kernel function $g : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$ is the function $U^m_g : \mathbb{R}^n \rightarrow \mathbb{R}$ defined by

$$U^m_g(x^1, \ldots, x^m) := \left( \frac{m}{2} \right)^{-1} \sum_{1 \leq i < j \leq m} g(x^i, x^j).$$

Tight concentration bounds are known for U-statistics with well-behaved kernel functions. The specific result that we use in Chapter 12 is a Bernstein-type inequality due to Arcones [9].

**Theorem 4.7 (Arcones [9]).** For a symmetric function $h : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$, let $\Sigma^2 = E_x[\mathbb{E}_y[h(x,y)]^2] - \mathbb{E}_x[h(x,y)]^2$, let $b = \|h - E h\|_\infty$, and let $U_m(h)$ be a random variable obtained by drawing $x^1, \ldots, x^m$ independently at random and setting $U_m(h) = \left( \frac{m}{2} \right)^{-1} \sum_{i < j} h(x^i, x^j)$. Then for every $t > 0$,

$$\Pr[|U_m(h) - E h| > t] \leq 4 \exp \left( \frac{-mt^2}{8\Sigma^2 + 100bt} \right).$$

For details on U-statistics, Arcones’ theorem and other related topics, see [44].

4.1.4 Random matrices

Our study of the active testing model in Chapter 12 and, more specifically, the lower bounds on the query complexity for testing linear threshold functions in this model, rely on the non-asymptotic analysis of random matrices. In this short section, we introduce the definitions and results we will need for our intended application. For a more thorough introduction to the subject, see [98].
We begin with some basic matrix definitions. Given an $n \times m$ matrix $A$ with real entries $\{a_{i,j}\}_{i \in [n], j \in [m]}$, the adjoint (or transpose – the two are equivalent since $A$ contains only real values) of $A$ is the $m \times n$ matrix $A^*$ whose $(i,j)$-th entry equals $a_{j,i}$. Let us write $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m$ to denote the eigenvalues of $\sqrt{A^*A}$. These values are the singular values of $A$. The matrix $A^*A$ is positive semidefinite, so the singular values of $A$ are all non-negative. We write $\lambda_{\text{max}}(A) = \lambda_1$ and $\lambda_{\text{min}}(A) = \lambda_m$ to represent its largest and smallest singular values. Finally, the induced norm (or operator norm) of $A$ is

$$\|A\| = \max_{x \in \mathbb{R}^m \setminus \{0\}} \frac{\|Ax\|_2}{\|x\|_2} = \max_{x \in \mathbb{R}^m : \|x\|_2 = 1} \|Ax\|_2.$$ 

For more details on these definitions, see any standard linear algebra text (e.g., [93]). We will also use the following strong concentration bounds on the singular values of random matrices.

**Lemma 4.8** (See [98, Cor. 5.35]). Let $A$ be an $n \times m$ matrix whose entries are independent standard normal random variables. Then for any $t > 0$, the singular values of $A$ satisfy

$$\sqrt{n} - \sqrt{m} - t \leq \lambda_{\text{min}}(A) \leq \lambda_{\text{max}}(A) \leq \sqrt{n} + \sqrt{m} + t$$

with probability at least $1 - 2e^{-t^2/2}$.

The proof of this lemma follows from Talagrand’s inequality and Gordon’s Theorem for Gaussian matrices. See [98] for the details. The lemma implies the following corollary which we will use in the proof of our theorem.

**Corollary 4.9.** Let $A$ be an $n \times m$ matrix whose entries are independent standard normal random variables. For any $0 < t < \sqrt{n} - \sqrt{m}$, the $m \times m$ matrix $\frac{1}{n} A^*A$ satisfies both inequalities

$$\left\| \frac{1}{n} A^*A - I \right\| \leq 3 \frac{\sqrt{m} + t}{\sqrt{n}} \quad \text{and} \quad \det \left( \frac{1}{n} A^*A \right) \geq e^{-m \left( \frac{(\sqrt{m} + t)^2 + 2\sqrt{m} + t}{n} \right)}$$

with probability at least $1 - 2e^{-t^2/2}$.

**Proof.** When there exists $0 < z < 1$ such that $1 - z \leq \frac{1}{\sqrt{n}} \lambda_{\text{max}}(A) \leq 1 + z$, the identity

$$\frac{1}{\sqrt{n}} \lambda_{\text{max}}(A) = \left\| \frac{1}{\sqrt{n}} A \right\| = \max_{\|x\|_2 = 1} \left\| \frac{1}{\sqrt{n}} Ax \right\|_2$$

implies that

$$1 - 2z \leq (1 - z)^2 \leq \max_{\|x\|_2 = 1} \left\| \frac{1}{\sqrt{n}} Ax \right\|_2^2 \leq (1 + z)^2 \leq 1 + 3z.$$
These inequalities and the identity $\parallel \frac{1}{n}A^*A - I \parallel = \max_{\parallel x \parallel_2 = 1} \parallel \frac{1}{\sqrt{n}}Ax \parallel_2^2 - 1$ imply that $-2z \leq \parallel \frac{1}{n}A^*A - I \parallel \leq 3z$. Fixing $z = \frac{\sqrt{m+t}}{\sqrt{n}}$ and applying Lemma 4.8 completes the proof of the first inequality.

Recall that $\lambda_1 \geq \cdots \geq \lambda_m$ are the eigenvalues of $\sqrt{A^*A}$. Then

$$\det(\frac{1}{n}A^*A) = \frac{\det(\sqrt{A^*A})^2}{n} = \frac{(\lambda_1 \cdots \lambda_m)^2}{n} \geq \left( \frac{\lambda_m^2}{n} \right)^m = \left( \frac{\lambda_{\min}(A)^2}{n} \right)^m.$$

Lemma 4.8 and the elementary inequality $1 + x \leq e^x$ complete the proof of the second inequality.

## 4.2 Combinatorics

### 4.2.1 Intersecting families

A family $F$ of subsets of $\mathbb{2}$ is $t$-intersecting if for every pair of sets $S, T \in F$, their intersection size is at least $|S \cap T| \geq t$. The family $F$ is called $s$-uniform if all sets in the family have size $s$. Erdős, Ko, and Rado [49] asked: what is the maximum size of a $t$-intersecting $s$-uniform family? They gave the answer to this question when $t = 1$, and a sequence of later works led to a complete solution for this question [49, 53, 99, 2].

More recently, Dinur and Safra [47] and Friedgut [55] considered a variant on the original question of Erdős, Ko, and Rado. For a fixed $0 < p < 1$, define the $p$-biased measure of a family $F$ of subsets of $\mathbb{2}$ to be

$$\mu_p(F) = \Pr_J[J \in F]$$

where $J$ is a random subset of $\mathbb{2}$ obtained by including each element $i \in \mathbb{2}$ in $J$ independently with probability $p$. We can now ask: for a fixed $p$, what is the maximum $p$-biased measure of a $t$-intersecting family? Dinur and Safra [47] showed that 2-intersecting families have small $p$-biased measure and Friedgut [55] showed how the same result also extends to $t$-intersecting families for any $t > 2$. Specifically, they obtained the following bound on the maximum biased measure of intersecting families.

**Theorem 4.10** (Dinur and Safra [47]; Friedgut [55]). Let $F$ be a $t$-intersecting family of subsets of $\mathbb{2}$ for some $t \geq 1$. For any $p < \frac{1}{t+1}$, the $p$-biased measure of $F$ is bounded by $\mu_p(F) \leq p^t$.  
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The original motivation of Dinur and Safra [47] in the study of intersecting families was an application in hardness of approximation for the vertex cover problem. As we will see in Chapters 5 and 6, Theorem 4.10 is also particularly useful for the analysis of algorithms for testing juntas and partial symmetry.

4.2.2 Graph colorings

The topic of graph coloring—of assigning colors to the vertices of a graph \( G = (V, E) \) such that no two neighboring vertices share the same color—has developed into a broad area of research with many interesting problems and results [67, 78]).

In Chapter 9, we make use of a celebrated theorem of this area due to Hajnal and Szemerédi [60]. Recall that the degree of a vertex in a graph is the number of edges adjacent to that vertex. Hajnal and Szemerédi’s theorem states that graphs with small maximum vertex degree can be colored with very few colors and, furthermore, that this coloring can be done in a way that each color is assigned to approximately the same number of vertices.

**Theorem 4.11** (Hajnal–Szemerédi [60]). Let \( G \) be a graph on \( n \) vertices with maximum vertex degree \( \Delta(G) \leq d \). Then \( G \) has a \((d + 1)\)-coloring in which all the color classes have size \( \left\lfloor \frac{n}{d+1} \right\rfloor \) or \( \left\lceil \frac{n}{d+1} \right\rceil \).

4.3 Orthogonal polynomials

The last tools that we introduce in this section are orthogonal polynomials. The Krawtchouk polynomials, which have been quite useful in coding theory [97], will be used in Chapter 7 to give a strong lower bound on the query complexity for testing \( k \)-linearity. The Hermite polynomials, which we introduce afterwards, are used in Chapter 12 in the analysis of testers for linear threshold functions.

4.3.1 Krawtchouk polynomials

For \( n > 0 \) and \( k = 0, 1, \ldots, n \), the (binary) Krawtchouk polynomial \( K^n_k : \{0, 1, \ldots, n\} \to \mathbb{Z} \) is defined by

\[
K^n_k(m) = \sum_{j=0}^{k} (-1)^j \binom{m}{j} \binom{n-m}{k-j}.
\]
The generating function representation of the Krawtchouk polynomial $K_n^m(m)$ is

$$K_k^m(m) = [x^k] (1 - x)^m (1 + x)^{n-m}.$$

Krawtchouk polynomials have a number of useful properties (see, e.g., [96]). We make use of the following identities in our proofs:

**Fact 4.12.** Fix $n > 0$. Then

i. For every $2 \leq k \leq n$, $K_k^n(m) - K_{k-2}^n(m) = K_k^{n+2}(m+1)$.

ii. $\sum_{k=0}^{n} K_k^n(m)^2 = (-1)^m K_{2n}^n(2m)$.

iii. For every $0 \leq d \leq \frac{n}{2}$, $\sum_{j=0}^{d} \binom{d}{j} (-1)^j K_{\frac{n}{2}}^n(2j + 2) = 2^{2d} K_{\frac{n}{2} - d}^n(2)$.

iv. For every $-\frac{n}{2} \leq k \leq \frac{n}{2}$, $K_{\frac{n}{2} + k}^n(m) = \frac{2^{n-1}m}{\pi} \int_{0}^{2\pi} \sin^m \theta \cos^{n-m} \theta e^{i2k\theta} \, d\theta$.

v. $K_{\frac{n}{2}}^n(2m + 1) = 0$ and $(-1)^m K_{\frac{n}{2}}^n(2m)$ is positive and decreasing in $\min\{m, n - m\}$.

**Proof.** We prove each statement individually.

i. The first statement follows directly from the generating function representation of Krawtchouk polynomials.

$$K_k^n(m) - K_{k-2}^n(m) = ([x^k] (1 - x)^m (1 + x)^{n-m}) - ([x^{k-2}] (1 - x)^m (1 + x)^{n-m})$$

$$= [x^k] (1 - x)^m (1 + x)^{n-m} - (1 - x^2)$$

$$= [x^k] (1 - x)^{m+1} (1 + x)^{n-m+1} = K_k^{n+2}(m+1).$$

ii. By some more elementary manipulation of generating functions, we have

$$K_k^n(m) = [x^k] (1 - x)^m (1 + x)^{n-m}$$

$$= [x^{-k}] (1 - \frac{1}{x})^m (1 + \frac{1}{x})^{n-m}$$

$$= [x^{n-k}] (x - 1)^m (x + 1)^{n-m} = (-1)^m K_{n-k}^n(m).$$

Therefore,

$$\sum_{k=0}^{n} K_k^n(m)^2 = (-1)^m \sum_{k=0}^{n} K_k^n(m) K_{n-k}^n(m).$$
The Cauchy product of two sequences \( \{a_0, a_1, \ldots\} \) and \( \{b_0, b_1, \ldots\} \) is

\[
\left( \sum_{n \geq 0} a_n \right) \left( \sum_{n \geq 0} b_n \right) = \sum_{n \geq 0} \left( \sum_{k=0}^{n} a_k b_{n-k} \right).
\]

Let \( a_k = b_k = [x^k] (1 - x)^m (1 + x)^{n-m} \). Then \( \sum_{n \geq 0} a_n = (1 - x)^m (1 + x)^{n-m} \) and

\[
\sum_{k=0}^{n} K^m_k (m) K^m_{n-k} (m) = [x^n] (1 - x)^{2m} (1 + x)^{2(n-m)} = K^{2n}_n (2m).
\]

iii. Considering generating functions and applying the binomial theorem, we get

\[
\sum_{j=0}^{d} \binom{d}{j} (-1)^j K^{2n}_n (2j + 2) = [x^n] \sum_{j=0}^{d} \binom{d}{j} (-1)^j (1 - x)^{2j+2} (1 + x)^{2n-2j-2}
\]

\[
= [x^n] (1 - x)^2 (1 + x)^{2n-2d-2} \sum_{j=0}^{d} \binom{d}{j} (-1)^j ((1 + x)^2)^{d-j}
\]

\[
= [x^n] (1 - x)^2 (1 + x)^{2n-2d-2} (4x)^d = 2^d K^{2(n-d)}_n (2).
\]

iv. By elementary manipulation of generating functions, we obtain

\[
K^{n}_{n/2+k}(m) = [x^{n/2+k}] (1 - x)^m (1 + x)^{n-m}
\]

\[
= [x^k] \left( \frac{1}{\sqrt{x}} - \sqrt{x} \right)^m \left( \frac{1}{\sqrt{x}} + \sqrt{x} \right)^{n-m}
\]

\[
= [x^{-2k}] (x - \frac{1}{x})^m (x + \frac{1}{x})^{n-m}.
\]

Applying Cauchy’s integral formula to this expression, we get

\[
K^{n}_{n/2+k}(m) = \frac{1}{2\pi} \int_0^{2\pi} (e^{i\theta} - e^{-i\theta})^m (e^{i\theta} + e^{-i\theta})^{n-m} e^{2ik\theta} d\theta.
\]

From the trigonometric identities \( \sin \theta = \frac{e^{i\theta} - e^{-i\theta}}{2i} \) and \( \cos \theta = \frac{e^{i\theta} + e^{-i\theta}}{2} \), we get

\[
K^{n}_{n/2+k}(m) = \frac{2^n}{2\pi} i^m \int_0^{2\pi} \sin^m \theta \cos^{n-m} \theta e^{i2k\theta} d\theta.
\]

v. By the last statement, \( K^{2n}_n (2m + 1) \) is pure imaginary. Since it is also real, it must be 0.
The last statement also yields
\[
(-1)^m K_n^{2n}(2m) = \frac{2^{2n-1}}{\pi} \int_0^{2\pi} \sin^{2m}(\theta) \cos^{2n-2m}(\theta) d\theta \\
= \frac{2^{2n-2}}{\pi} \int_0^{2\pi} \sin^{2m}(\theta) \cos^{2n-2m} + \cos(\theta)^{2m} \sin^{2n-2m}(\theta) d\theta.
\]

By AM-GM, for fixed \(n\), the integrand is a decreasing function of \(\min\{m, n-m\}\). 

Krawtchouk polynomials are widely used in coding theory (see, e.g.,[97]) and in our proofs because of their close connection with the Fourier coefficients of the (Hamming weight indicator) function \(I_{W_k} : \{0, 1\}^n \to \{0, 1\}^n\) defined by \(I_{W_k}(x) = 1[\|x\| = k]\).

**Fact 4.13.** Fix \(n > 0, 0 \leq k \leq n\), and \(\alpha \in \{0, 1\}^n\). Then \(\hat{I}_{W_k}(\alpha) = 2^{-n} K_n^k(|\alpha|)\).

**Proof.** The Fourier coefficient of \(I_{W_k}\) at \(\alpha\) is
\[
\hat{I}_{W_k}(\alpha) = 2^{-n} \sum_{x \in \{0, 1\}^n : \|x\| = k} (-1)^{\alpha \cdot x} = 2^{-n} \sum_{j=0}^{k} (-1)^j \binom{|\alpha|}{j} \binom{n-|\alpha|}{k-j} = 2^{-n} K_n^k(|\alpha|).
\]

### 4.3.2 Hermite polynomials

When considering the uniform distribution on \(\{0, 1\}^n\), we found that the set of linear functions, via the Fourier transform, played an important role in the analysis of boolean functions. When, instead, we consider the standard Gaussian distribution on \(\mathbb{R}^n\), the Hermite polynomials play a similarly important role.

**Definition 4.14.** The *Hermite polynomials* are a set of polynomials
\[
h_0(x) = 1, \\
h_1(x) = x, \\
h_2(x) = \frac{1}{\sqrt{2}}(x^2 - 1), \\
\vdots
\]
that form a complete orthogonal basis for (square-integrable) functions \(f : \mathbb{R} \to \mathbb{R}\) over the inner product space defined by the inner product \(\langle f, g \rangle = E_x[f(x)g(x)]\), where the expectation is over the standard Gaussian distribution \(\mathcal{N}(0, 1)\).
The Hermite decomposition and Hermite coefficients of a function are defined as follows.

**Definition 4.15.** For any \( S \in \mathbb{N}^n \), define \( H_S = \prod_{i=1}^{n} h_{S_i}(x_i) \). The Hermite coefficient of \( f : \mathbb{R}^n \to \mathbb{R} \) corresponding to \( S \) is \( \hat{f}(S) = \langle f, H_S \rangle = \mathbb{E}_x[f(x)H_S(x)] \).

**Definition 4.16.** The Hermite decomposition of \( f : \mathbb{R}^n \to \mathbb{R} \) is \( f(x) = \sum_{S \in \mathbb{N}^n} \hat{f}(S) H_S(x) \).

**Definition 4.17.** The degree of the coefficient \( \hat{f}(S) \) is \( |S| := \sum_{i=1}^{n} S_i \). The level-\( k \) Hermite weight of \( f \) is \( \sum_{S : |S| = k} \hat{f}(S)^2 \).

The following basic lemma regarding the level-1 Hermite weight of functions will be of fundamental importance in the analysis in Chapter 12.

**Lemma 4.18.** For any function \( f : \mathbb{R}^n \to \mathbb{R} \), we have
\[
\sum_{i=1}^{n} \hat{f}(e_i)^2 = \mathbb{E}_{x,y}[f(x)f(y)\langle x, y \rangle]
\]
where \( \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \) is the standard vector dot product.

**Proof.** Applying the Hermite decomposition of \( f \) and linearity of expectation,
\[
\mathbb{E}_{x,y}[f(x)f(y)\langle x, y \rangle] = \sum_{i=1}^{n} \sum_{S,T \in \mathbb{N}^n} \hat{f}(S) \hat{f}(T) \mathbb{E}_x[H_S(x)x_i] \mathbb{E}_y[H_T(y)y_i].
\]
By definition, \( x_i = h_1(x_i) = H_{e_i}(x) \). The orthonormality of the Hermite polynomials therefore guarantees that \( \mathbb{E}_x[H_S(x)H_{e_i}(x)] = 1 \) when \( S = e_i \); otherwise it takes the value 0. Similarly, \( \mathbb{E}_y[H_T(y)y_i] = 1 \) iff \( T = e_i \). □
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Testing Juntas

We begin by studying the problem of testing juntas—that is, of testing if a function has at most \( k \) relevant variables for some fixed \( k \). The motivation for studying juntas comes from the fundamental role of these functions in different areas of computer science.

**Motivation.** In learning theory, juntas provide an elegant and useful framework for studying the problem of learning in the presence of irrelevant attributes [27, 30, 29]. More precisely, a target function is a \( k \)-junta when only \( k \) of the \( n \) possible attributes determine the value of the function on all inputs. The problem of learning juntas is a fundamental problem in learning theory [28, 79].

The important role of juntas in learning theory motivates the study of junta testing for two reasons. First, the insights on the structure of juntas learned in the course of research in testing juntas may lead to new learning algorithms as well. Second, junta testers may be used in learning theory directly in the model selection framework. The idea of this application is as follows: if we don’t know ahead of time whether a target function is a \( k \)-junta or not, we can use a junta tester to quickly test the property and, if the target function is far from being a junta, we may save ourselves the query and computational cost that would have been wasted in trying to learn the target function under the erroneous assumption that it is a junta. (We discuss model selection in more detail in Chapter 12.)

Juntas also play an important role in complexity theory. The special case of testing dictator functions—1-juntas of the form \( f(x) = x_i \) for some \( i \in [n] \)—in particular, has been at the heart of the development of probabilistically checkable proofs (PCPs) and in the corresponding advances in hardness of approximation [16, 17, 15, 65]. Juntas have also appeared directly in some constructions for hardness of approximation results—most
notably for the vertex cover [47] and satisfiability of linear equations [75] problems.

Let us also mention briefly that the importance of juntas is not limited only to computer science: these functions are also fundamental objects of study in the analysis of boolean function [32, 54] and in social choice theory [69].

Lastly, juntas are play a central role in property testing itself. In fact, in a remarkable result, Diakonikolas et al. [46] showed that efficient junta testers, combined with the testing by implicit learning method, lead to efficient testers for a large number of properties of boolean functions such as low Fourier degree, computability by small decision trees, computability by small boolean circuits, representability by DNFs with a small number of terms, and sparse polynomials.

For many of the query complexity upper bounds obtained by Diakonikolas et al. [46], the barrier to obtaining improved query complexities is the query complexity of the junta test. This state of affairs suggested that improvements on the query complexity for testing juntas was likely to lead to improved query complexities for a number of other properties.

**Previous work.** The first result on testing dictator functions was obtained by Bellare, Goldreich, and Sudan [15] in the context of testing the “long code” for PCP constructions and further generalized by Parnas, Ron, and Samorodnitsky [84]. These results showed that it is possible to test dictator functions with $O(1/\epsilon)$ queries. This result also immediately implies that 1-juntas can be tested with the same number of queries. (See [21] for a more detailed discussion of testing 1-juntas and the other results mentioned in this section.)

The first general results on testing $k$-juntas for any $k \geq 1$ were obtained by Fischer et al. [52], who showed that the query complexity for testing $k$-juntas is $\text{poly}(k/\epsilon)$. Most importantly, this showed that juntas can be tested with a number of queries that is independent of the size of the domain of the functions. In fact, they exhibited a number of different algorithms for testing $k$-juntas, with the most efficient one requiring $O(k^2 \log^2 k)$ queries.

Fischer et al. [52] also introduced the first lower bounds on the query complexity for testing juntas. They showed that for $k$ small enough, any non-adaptive tester for $k$-juntas makes at least $\Omega(\sqrt{k}/\log(k))$ queries. This lower bound translates to a $\Omega(\log k)$ lower bound for general testers. That lower bound was subsequently improved to $\Omega(k)$ by Chockler and Gutfreund [41].
Result. The main result of this chapter is a new algorithm for testing juntas with a number of queries that nearly matches Chockler and Gutfreund’s lower bound. Specifically, we establish the following result.

Theorem 5.1. It is possible to $\epsilon$-test the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ for the property of being a $k$-junta with $O\left(k/\epsilon + k \log k\right)$ queries.

The algorithm that we introduce for testing juntas is conceptually quite simple. The main technical component of this chapter lies in the analysis of this algorithm.

5.1 The algorithm

The JUNTA TEST algorithm is based on two simple but powerful ideas. The first idea, initially presented by Fischer et al. [52], is that there is a very natural test for determining whether a set $S \subseteq [n]$ of coordinates contains a relevant variable in the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$. This test, which we call the RELEVANT TEST algorithm,\(^1\) picks $x, y \in \{0, 1\}^n$ independently and uniformly at random conditioned on $x_S = y_S$ and tests whether $f(x) \neq f(y)$.

\[
\text{RELEVANT TEST}(f, S)
\]

1. Generate $x, z \in \{0, 1\}^n$ independently and uniformly at random.
2. Set $y = x_S \lor z_S$.
3. If $f(x) \neq f(y)$, accept and return $(x, y)$.
4. Else, reject.

When none of the variables in $S \subseteq [n]$ are relevant in $f$, the RELEVANT TEST always rejects. In fact, we can say more: the probability that the test accepts is equal to the influence of $S$ in $f$. (See Lemma 5.2 below.) When the RELEVANT TEST accepts, it returns a witness to the fact that $S$ contains a relevant variable in the form of two inputs $x, y \in \{0, 1\}^n$ for which $x_S = y_S$ and $f(x) \neq f(y)$.

The second idea we use is an observation of Blum, Hellerstein, and Littlestone [29] first made in the context of learning juntas: if we have two inputs $x, y \in \{0, 1\}^n$ such that $f(x) \neq f(y)$, then we can perform a binary search over the hybrid vectors between $x$ and $y$ to find a coordinate that is relevant in $f$ with $O(\log n)$ queries. We build on this

\(^1\) In [52], the test is called the INDEPENDENCE TEST and reverses the accept and reject actions.
observation by noting that if we have a partition of the coordinates into \( s \) parts and only care to identify a part that contains a relevant coordinate (rather than the coordinate itself), then we can optimize the binary search to only take \( O(\log s) \) queries. We call the algorithm that implements this strategy \textsc{FindRelevantPart}.

\[
\text{\textsc{FindRelevantPart}}(f, \{I_1, \ldots, I_s\}, x, y)
\]

1. Initialize \( \ell = 0, u = s \).
2. While \( u - \ell > 1 \),
   2.1. Set \( m = \ell + \lceil \frac{u - \ell}{2} \rceil \) and \( S = \bigcup_{j=m+1}^{s} I_j \).
   2.2. Define \( z = x_S \lor y_S \).
   2.3. If \( f(x) = f(z) \), then update \( u = m \).
   2.4. Else, update \( \ell = m \).
3. Return \( I_u \).

The \textsc{Juntatest} algorithm combines the two observations above in the obvious way. It maintains a set \( S \) of coordinates that may or may not be relevant to the function, then it runs the \textsc{RelevantTest} a number of times to determine whether \( S \) contains a relevant variable. If so, then it obtains a pair \( x, y \in \{0, 1\}^n \) such that \( f(x) \neq f(y) \) and \( x_S = y_S \). By calling \textsc{FindRelevantPart} with \( x \) and \( y \), the algorithm identifies a part \( I \) that contains a relevant variable. It then removes the variables in \( I \) from \( S \) and repeats the process. If this algorithm identifies \( k + 1 \) different parts with relevant coordinates, it rejects the function; otherwise it accepts the function as a \( k \)-junta. The details of the algorithm are presented in Figure 5.1.

### 5.2 Analysis of the Algorithm

This section is dedicated to the analysis of the \textsc{Juntatest} algorithm. The first step in this analysis is to determine the probability that \textsc{RelevantTest} accepts.

**Lemma 5.2.** For any function \( f : \{0, 1\}^n \to \{0, 1\} \) and any set \( S \subseteq [n] \), a call to \textsc{RelevantTest}(\( f, S \)) accepts with probability \( \inf_f(S) \).

**Proof.** \textsc{RelevantTest}(\( f, S \)) accepts iff \( f(x) \neq f(x_S \lor z_S) \), where \( x \) and \( z \) are picked independently and uniformly at random from \( \{0, 1\}^n \). By Definition 2.15, the probability that \( f(x) \neq f(x_S \lor z_S) \) is \( \inf_f(S) \). \( \square \)
**JUNTA TEST**($f, k, \epsilon$)

Additional parameters: $s = 24k^2$, $r = 12(k + 1)/\epsilon$

1. Randomly partition the coordinates in $[n]$ into $\mathcal{I} = \{I_1, \ldots, I_s\}$.
2. Initialize $S \leftarrow [n], \ell \leftarrow 0$.
3. For each of $r$ rounds,
   3.1. If **RELEVANT TEST**($f, S$) accepts and returns $(x, y)$, then
      3.1.1. $I \leftarrow$ **FIND RELEVANT PART**($f, \mathcal{I}, x, y$).
      3.1.2. Update $S \leftarrow S \setminus I$ and $\ell \leftarrow \ell + 1$.
   3.1.3. If $\ell > k$, then **reject** the function.
4. **Accept** the function.

Figure 5.1: The algorithm for $\epsilon$-testing $k$-juntas.

This lemma will enable us to prove the correctness of the **JUNTA TEST** algorithm if we can show that when $f$ is far from being a $k$-junta, every set that includes all but at most $k$ parts of the random partition $\mathcal{I}$ will have large influence. We formalize this statement and prove it in the next sub-section.

### 5.2.1 Main Technical Lemma

We begin with a definition that extends the notion of juntas with respect to partitions of the coordinates.

**Definition 5.3 (Partition juntas).** Let $\mathcal{I}$ be a partition of $[n]$. The function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is a $k$-part junta with respect to $\mathcal{I}$ if the relevant coordinates in $f$ are all contained in at most $k$ parts of $\mathcal{I}$. Conversely, $f$ is $\epsilon$-far from being a $k$-part junta with respect to $\mathcal{I}$ if for every set $J$ formed by taking the union of $k$ parts in $\mathcal{I}$, $\text{Inf}_f(J) \geq \epsilon$.

When $f$ is a $k$-junta, it is also a $k$-part junta with respect to any partition of $[n]$. The following lemma shows that when $f$ is far from being a $k$-junta and $\mathcal{I}$ is a sufficiently fine random partition, then with large probability $f$ is also far from being a $k$-part junta with respect to $\mathcal{I}$.

**Lemma 5.4.** Let $\mathcal{I}$ be a random partition of $[n]$ with $s = 24k^2$ parts obtained by uniformly and independently assigning each coordinate to a part. With probability at least $\frac{5}{6}$, a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that is $\epsilon$-far from being a $k$-junta is also $\frac{\epsilon}{2}$-far from being a $k$-part junta with respect to $\mathcal{I}$.
Proof. For $\tau > 0$, let $\mathcal{F}_\tau = \{ J \subseteq [n] : \text{Inf}_f(J) < \tau \}$ be the family of all sets whose complements have influence at most $\tau$. For any two sets $J, K \in \mathcal{F}_\frac{\tau}{2}$, the sub-additivity of influence implies that

$$\text{Inf}_f(J \cap K) = \text{Inf}_f(J \cup K) \leq \text{Inf}_f(J) + \text{Inf}_f(K) < 2 \cdot \frac{\tau}{2} = \epsilon.$$  

But $f$ is $\epsilon$-far from $k$-juntas, so by Lemma 2.21 every set $S \subseteq [n]$ of size $|S| \leq k$ satisfies $\text{Inf}_f(S) \geq \epsilon$. This implies that $|J \cap K| > k$ and, since this argument applies to every pair of sets in the family, that $\mathcal{F}_\frac{\epsilon}{2}$ is a $(k + 1)$-intersecting family.

Let us now consider two separate cases: when $\mathcal{F}_\frac{\epsilon}{2}$ contains a set of size less than $2k$; and when it does not. In the first case, let $J \in \mathcal{F}_\frac{\epsilon}{2}$ be one of the sets of size $|J| < 2k$. By the union bound, the probability that $J$ is completely separated by the partition $\mathcal{I}$ is at least $1 - 2k \cdot \left( \frac{2k}{s} \right) = \frac{5}{6}$. For every set $K \in \mathcal{F}_\frac{\epsilon}{2}$, we have $|J \cap K| \geq k + 1$. So when $J$ is completely separated by $\mathcal{I}$, no set $K$ in $\mathcal{F}_\frac{\epsilon}{2}$ is covered by the union of $k$ parts in $\mathcal{I}$. Therefore, with probability at least $\frac{5}{6}$, the function $f$ is $\epsilon$-far from $k$-part juntas with respect to $\mathcal{I}$, as we wanted to show.

Consider now the case where $\mathcal{F}_\frac{\epsilon}{2}$ contains only sets of size at least $2k$. Then we claim that $\mathcal{F}_\frac{\epsilon}{4}$ is a $2k$-intersecting family: otherwise, we could find sets $J, K \in \mathcal{F}_\frac{\epsilon}{4}$ such that $|J \cap K| < 2k$ and $\text{Inf}_f(J \cap K) \leq \text{Inf}_f(J) + \text{Inf}_f(K) < \epsilon$, contradicting our assumption.

Let $J \subseteq [n]$ be the union of $k$ parts in $\mathcal{I}$. Since $\mathcal{I}$ is a random partition, $J$ is a random subset obtained by including each element of $[n]$ in $J$ independently with probability $p = \frac{k}{s} = \frac{1}{24} < \frac{1}{2k+1}$. By Theorem 4.10,

$$\Pr[I, \text{Inf}_f(J) < \frac{\epsilon}{4}] = \Pr[J \in \mathcal{F}_\frac{\epsilon}{4}] = \mu_\frac{\epsilon}{4}(\mathcal{F}_\frac{\epsilon}{4}) \leq \left( \frac{e s}{k} \right)^{2k}.$$  

Applying the union bound over the possible choices of $J$, we get that $f$ is $\frac{\epsilon}{2}$-close to a $k$-part junta with respect to $\mathcal{I}$ with probability at most

$$\binom{s}{k} \left( \frac{k}{s} \right)^{2k} \leq \left( \frac{e s}{k} \right)^k \left( \frac{k}{s} \right)^{2k} \leq \left( \frac{e k}{s} \right)^k \leq \frac{1}{6}. \qed$$

5.2.2 Proof of Theorem 5.1

We are now ready to complete the analysis of the JUNTA-TEST algorithm.

Theorem 5.1 (Restated). It is possible to $\epsilon$-test the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ for the property of being a $k$-junta with $O\left(\frac{k}{\epsilon} + k \log k\right)$ queries.
Proof. We begin by determining the query complexity of the JUNTAEST algorithm. At most \(2r = 24(k + 1)/\epsilon\) queries are made in the execution of line 3.2 of the algorithm, and at most \((k + 1)\log s = (k + 1)\log(24k^2)\) queries are made in line 3.2.1 of the algorithm. So the algorithm makes a total of \(O(k/\epsilon + k\log k)\) queries to the input function.

The completeness of the JUNTAEST algorithm is easy to establish: when the input function is a \(k\)-junta, it contains at most \(k\) parts with relevant coordinates, so the algorithm always accepts the function. Therefore, the JUNTAEST algorithm has one-sided error.

Finally, we analyze the soundness of the JUNTAEST algorithm. By Lemma 5.4, with probability at least \(5/6\) a function \(f\) that is \(\epsilon\)-far from being a \(k\)-junta is also \(\epsilon/2\)-far from being a \(k\)-part junta with respect to the random partition of the coordinates. When this is the case, the influence of \(S\) is at least \(\epsilon/2\) until \(k + 1\) parts with relevant coordinates are identified. So the expected number of rounds required to identify \(k + 1\) parts with relevant variables is \(2(k + 1)/\epsilon\). By Markov’s Inequality, the probability that the algorithm does not identify \(k + 1\) relevant parts in \(12(k + 1)/\epsilon\) rounds is at most \(1/6\), and the overall probability that the JUNTAEST algorithm fails to reject \(f\) is at most \(1/3\).

5.3 Notes and Discussion

We conclude this chapter by discussing some implications of Theorem 5.1, the problem of testing non-boolean functions for the property of being a junta, and non-adaptive testing of juntas.

Implications. We mentioned in the introduction that one of the motivations for studying the junta testing problem is the testing by implicit learning method of Diakonikolas et al. [46], which uses junta testers to obtain efficient testing algorithms for a variety of other properties. Our hope was that a more query-efficient junta test would lead to improved upper bounds on the query complexity for a number of other properties of boolean functions.

Chakraborty, García Soriano, and Matsliah showed that the JUNTAEST algorithm presented in this section does indeed lead to improved upper bounds for the query complexity of other properties of boolean functions [39]. Their work introduces an efficient “sample extractor” for juntas that, combined with the JUNTAEST algorithm, improves the query complexity for testing computability by small DNFs, decision trees, boolean circuits, or branching programs, for testing low Fourier degree, and for testing sparse polynomials. We summarize their results in Table 5.1.
<table>
<thead>
<tr>
<th>Property</th>
<th>Upper bound</th>
<th>Previous upper bound</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$-term DNFs</td>
<td>$O(s \log s)$</td>
<td>$\tilde{O}(s^4)$</td>
<td>$\Omega(\log s)$</td>
</tr>
<tr>
<td>$s$-term monotone DNFs</td>
<td>$O(s \log s)$</td>
<td>$\tilde{O}(s^2)$</td>
<td>$\Omega(s)$</td>
</tr>
<tr>
<td>Size-$s$ boolean formulae</td>
<td>$O(s \log s)$</td>
<td>$\tilde{O}(s^4)$</td>
<td>$s^{\Omega(1)}$</td>
</tr>
<tr>
<td>Size-$s$ branching programs</td>
<td>$O(s \log s)$</td>
<td>$\tilde{O}(s^4)$</td>
<td>$\Omega(s)$</td>
</tr>
<tr>
<td>Size-$s$ decision trees</td>
<td>$O(s \log s)$</td>
<td>$\tilde{O}(s^4)$</td>
<td>$\Omega(\log s)$</td>
</tr>
<tr>
<td>Size-$s$ boolean circuits</td>
<td>$O(s^2)$</td>
<td>$\tilde{O}(s^6)$</td>
<td>$s^{\Omega(1)}$</td>
</tr>
<tr>
<td>$s$-sparse polynomials</td>
<td>$O(s \log s)$</td>
<td>$\tilde{O}(s^4)$</td>
<td>$\Omega(s)$</td>
</tr>
<tr>
<td>Fourier degree $\leq d$</td>
<td>$O(2^{2d})$</td>
<td>$\tilde{O}(2^{6d})$</td>
<td>$\Omega(d)$</td>
</tr>
</tbody>
</table>

Table 5.1: Results obtained by Chakraborty, García Soriano, and Matsliah [39] by combining an efficient sample extractor with the JUNTA TEST algorithm.

**Non-adaptive testing.** The JUNTA TEST algorithm presented in this chapter is adaptive—indeed, adaptivity is the key component that enables the FINDRELEVANTPART algorithm to require only $O(\log k)$ queries. A natural question to ask is whether we can also test juntas non-adaptively with $O(k \log k)$ queries. That question remains open. The best algorithm for testing juntas non-adaptively requires $O(k^{3/2})$ queries [19], and the best lower bound for non-adaptive testing of juntas is $\Omega(k \log k)$ queries.

**Testing general functions.** Let $X_1, \ldots, X_n, Y$ be arbitrary finite sets. The notion of juntas can be extended to functions $f : X_1 \times \cdots \times X_n \to Y$ over general product domains, and we may ask if such functions can also be tested efficiently for the property of being a $k$-junta.

Indeed, they can. The JUNTA TEST algorithm works essentially as-is in the more general setting and, with the appropriate generalizations of the notion of influence, the same analysis applies mostly as-is in the more general setting as well. For the details, we refer the reader to [20].
Chapter 6

Testing Partial Symmetry

The main result of the last chapter showed that juntas are efficiently testable. Looking back on this result, we may ask: can we explain why the $k$-junta property is so efficiently testable? In other words, what characteristics of the junta property did we use to obtain an efficient tester?

Intuitively, it seems that the main characteristic of juntas that lets us test the corresponding property efficiently is that all the irrelevant variables are “essentially the same”. More precisely, juntas are invariant under any relabeling of the irrelevant variables. This characteristic is useful, notably, in arguing that a partition of $[n]$ is “good” when it completely separates the set of relevant variables.

It is not immediately clear, however, how accurate this intuition is. As a test for this intuition, we examine in this section the problem of testing partially symmetric functions. For a fixed $2 \leq t \leq n$, the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is $t$-symmetric if there is a set $S$ of $|S| = t$ coordinates for which $f$ is invariant under all relabeling of the variables in $S$. In the informal terms of the last paragraph, the function $f$ is $t$-symmetric if it has $t$ variables that are “essentially the same”. The set of $(n-k)$-symmetric functions includes all $k$-juntas as well as many other functions as well. (For example, the parity function $x_1 \oplus \cdots \oplus x_n$ is $t$-symmetric for every $2 \leq t \leq n$.)

We show that we can indeed test $(n-k)$-symmetry as efficiently as we can test $k$-juntas.

**Theorem 6.1.** Fix $n > 0$ and $0 < k < \frac{n}{10}$. The property of being $(n-k)$-symmetric is $\epsilon$-testable with $O(k \log k + k/\epsilon)$ queries.

The algorithm used to test partially symmetric functions is similar to the junta testing
algorithm, but the analysis is more involved. An important ingredient of the analysis is a new notion of influence, called “symmetric influence”, that we introduce in Section 6.2.

6.1 The Algorithm

To create an algorithm for testing partial symmetry, we extend the JUNTA\textsc{Test} algorithm from the last chapter. The first component of the JUNTA\textsc{Test} was the RELEVANT\textsc{Test} algorithm that, given a function $f$ and a set $S$ of coordinates, aimed to determine if $S$ contained a variable that was relevant in $f$. The analogous algorithm for our present purposes is the ASYMMETRIC\textsc{Test} that aims to determine whether $f$ is invariant under all relabeling of the variables in $S$ or not.

\begin{algorithm}
\textsc{AsymmetricTest}(f, S)
\begin{enumerate}
\item Generate $x \in \{0, 1\}^n$ uniformly at random.
\item Generate the permutation $\pi$ on $[n]$ uniformly at random conditioned on $\pi(i) = i$ for each $i \in [n] \setminus S$.
\item If $f(x) \neq f(\pi x)$, accept and return $(x, \pi x)$.
\item Else, reject.
\end{enumerate}
\end{algorithm}

When $f$ is invariant under all permutations of the labels of the variables in $S$, ASYMMETRIC\textsc{Test} always rejects. Furthermore, when the test accepts, it also returns a witness $(x, y)$ of the asymmetry of $S$ in $f$. The probability that the test accepts when $S$ is asymmetric, however, is not immediately clear. As we will see in Lemma 6.7, this probability is determined by the notion of symmetric influence that we define in the next section.

The second main component of the JUNTA\textsc{Test} was the FINDRELEVANT\textsc{Part} algorithm. Once again, we can define a similar algorithm for finding a part that is asymmetric in $f$. Recall that in the last chapter, the algorithm found a relevant part by performing a binary search over the hybrid strings between a pair of elements $x, y$ that satisfy $f(x) \neq f(y)$. In the present situation, our task is complicated by the fact that we must perform a binary search over elements $z$ with the same Hamming weight as $x$ and $y$. We do so by treating one of the parts as a “workspace” that we use to control the Hamming weight of the hybrid strings. We then consider a binary search in which the hybrid strings we generate have Hamming weight close to that of $x$ and $y$. The following BALANCED\textsc{Split} algorithm is a key component that lets us achieve this goal.
\textbf{BALANCED\textsc{split}}(\(S, a_1, \ldots, a_n, \tau_{\text{min}}, \tau_{\text{max}}\))

1. Initialize \(T \leftarrow \emptyset\).
2. While \(|T| < \lceil \frac{|S|}{2} \rceil\),
   2.1. Find \(j \in S \setminus T\) that satisfies \(\tau_{\text{min}} \leq a_j + \sum_{i \in T} a_i \leq \tau_{\text{max}}\).
   2.2. Update \(T \leftarrow T \cup \{j\}\).
3. Return \(T\).

We are now ready to complete the definition of the \textsc{FindAsymmetricPart} algorithm. When (a) the part \(I_s\) passed into this function is larger than the other parts and contains no asymmetric variable and (b) \(x\) and \(y\) satisfy \(\|x\| = \|y\|\) and \(f(x) \neq f(y)\), this algorithm identifies a part that contains an asymmetric variable. (The analysis of this algorithm will be completed in Lemma 6.9 in Section 6.3.)

\textbf{FindAsymmetricPart}(\(f, x, y, I_1, \ldots, I_s\))

1. For \(i = 0, 1, \ldots, |I_s|\),
   1.1. Set \(w^i\) to be a string satisfying \(\|w^i_{I_s}\| = i\) and \(\|w^i_{I_s^c}\| = 0\).
2. Fix \(\tau_{\text{min}} = -\|x_{I_s}\|\) and \(\tau_{\text{max}} = |I_s| - \|x_{I_s}\|\).
3. For \(j = 1, \ldots, s - 1\),
   3.1. Set \(a_j = \|x_{I_j}\| - \|y_{I_j}\|\).
4. Initialize \(J_x \leftarrow \emptyset\), \(J_y \leftarrow \emptyset\), and \(J? \leftarrow [s - 1]\).
5. While \(|J_j| > 1\),
   5.1. Set \(J' \leftarrow \text{BALANCED}\textsc{split}(J?, a_1, \ldots, a_{s-1}, \tau_{\text{min}}, \tau_{\text{max}})\).
   5.2. Set \(S \leftarrow \bigcup_{j \in J_x \cup J'} I_j\) and \(T \leftarrow \bigcup_{j \in J_y \cup (J_j \setminus J')} I_j\).
   5.3. Set \(z \leftarrow x_S \lor y_T \lor w\|x\| - \|x_S \lor y_T\|\).
   5.4. If \(f(x) = f(z)\), then
      5.4.1. Update \(J_x \leftarrow J_x \cup J'\) and \(J? \leftarrow J? \setminus J'\).
   5.5. Else
      5.5.1. Update \(J_y \leftarrow J_y \cup (J_j \setminus J')\) and \(J? \leftarrow J'\).
6. Return \(I_j\) for the element \(j\) in the singleton set \(J? = \{j\}\).

Finally, we obtain the \textsc{PartialSymmetryTest} by combining the two components.
ASYMMETRICTest and FINDASYMMETRICPART in the natural way. That is, we generate random pairs of elements \( x, y \in \{0, 1\}^n \) with the same Hamming weight and use ASYMMETRICTest to determine if \( x \) and \( y \) form an asymmetry witness for \( f \). If so, we use FINDASYMMETRICPART to identify one of the parts that contains an asymmetric variable. We reject the function if we identify more than \( k \) parts with asymmetric variables. The resulting algorithm is very similar to the JUNTA.Test. It is presented in Figure 6.1.

In the rest of the chapter, we analyze the PARTIALSYMMETRYTest algorithm to verify that it is indeed a valid \( \epsilon \)-tester for \( (n - k) \)-symmetry. To complete this analysis, however, we must first introduce a new measure of influence, which we call “symmetric influence”.

### 6.2 Symmetric influence

Recall that our definition of influence of a set of variables measures the sensitivity of a function to re-randomizing the values of the variables in that set. Similarly, we define the symmetric influence of a set of variables to measure the sensitivity of a function to re-ordering the values of the variables in that set—or, equivalently, to relabeling the variables in that set.
Definition 6.2 (Symmetric influence). The symmetric influence of a set \( J \subseteq [n] \) of variables in a Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) is defined as

\[
\text{SymInf}_f(J) = \Pr_{x \in \{0, 1\}^n, \pi \in S_n} [f(x) \neq f(\pi x) \mid \forall i \in \bar{J}, \pi(i) = i].
\]

It follows from this definition that a function \( f \) is \( t \)-symmetric iff there exists a set \( J \) of size \( |J| = t \) such that \( \text{SymInf}_f(J) = 0 \). In fact, we can establish a much stronger statement.

Lemma 6.3. Given a function \( f : \{0, 1\}^n \to \{0, 1\} \) and a subset \( J \subseteq [n] \), let \( f_J \) be the \( J \)-symmetric function closest to \( f \). Then, the symmetric influence of \( J \) satisfies

\[
\text{dist}(f, f_J) \leq \text{SymInf}_f(J) \leq 2 \cdot \text{dist}(f, f_J).
\]

Proof. For every weight \( 0 \leq w \leq n \) and \( z \in \{0, 1\}^{|J|} \), define the layer \( L^w_{J \leftarrow z} := \{ x \in \{0, 1\}^n \mid \|x\| = w \wedge x_J = z \} \) to be the vectors of Hamming weight \( w \) which identifies with \( z \) over the set \( J \) (notice that some of these layers may be empty). Let \( p^w_z \) be the fraction of the vectors in \( L^w_{J \leftarrow z} \) that one has to modify in order to make the restriction of \( f \) over \( L^w_{J \leftarrow z} \) to be constant (notice that \( p^w_z \in [0, \frac{1}{2}] \) for every \( z, w \)).

With this notation, we can restate the definition of the symmetric influence of \( J \) as follows.

\[
\text{SymInf}_f(J) = \sum_z \sum_w \Pr_{x \in \{0, 1\}^n} [x \in L^w_{J \leftarrow z}] \cdot \Pr_{x \in \{0, 1\}^n, \pi \in S_n} [f(x) \neq f(\pi x) \mid x \in L^w_{J \leftarrow z}]
\]

\[
= \frac{1}{2^n} \sum_z \sum_w \left( \frac{|J|}{w - |z|} \right) 2p^w_z (1 - p^w_z).
\]

This holds as in each such layer, the probability that \( x \) and \( \pi x \) would result in two different outcomes is the probability that the \( x \) would be chosen out of the smaller part and \( \pi x \) from the complement, or vise versa.

The function \( f_J \) can be obtained by modifying \( f \) at \( p^w_z \) fraction of the inputs in each layer \( L^w_{J \leftarrow z} \), as each layer can be addressed separately and we want to modify as few inputs as possible. By this observation, we have the following equality.

\[
\text{dist}(f, f_J) = \frac{1}{2^n} \sum_z \sum_w \left( \frac{|J|}{w - |z|} \right) p^w_z.
\]

But since \( 1 - p^w_z \in \left[ \frac{1}{2}, 1 \right] \), we have that \( p^w_z \leq 2p^w_z (1 - p^w_z) \leq 2p^w_z \) and therefore \( \text{dist}(f, f_J) \leq 2 \cdot \text{dist}(f, f_J) \) as required. \( \square \)
An immediate corollary of Lemma 6.3 gives a characterization of the symmetric influence of functions that are far from partially symmetric.

**Corollary 6.4.** Let $f : \{0, 1\}^n \to \{0, 1\}$ be a function that is $\epsilon$-far from being $t$-symmetric. Then for every set $J \subseteq [n]$ of size $|J| \geq t$, $\text{SymInf}_f(J) \geq \epsilon$ holds.

**Proof.** Fix $J \subseteq [n]$ of size $|J| \geq t$ and let $g$ be a $J$-symmetric function closest to $f$. Since $g$ is symmetric on any subset of $J$, it is in particular $t$-symmetric and therefore $\text{dist}(f, g) \geq \epsilon$ as $f$ is $\epsilon$-far from being $t$-symmetric. Thus, by Lemma 6.3, $\text{SymInf}_f(J) \geq \text{dist}(f, g) \geq \epsilon$ holds.

The analysis of the JUNTA-TEST relied crucially on the fact that the notion of influence is both monotone and sub-additive (Theorem 2.19). The following lemma shows that symmetric influence is also monotone.

**Lemma 6.5 (Monotonicity).** For any function $f : \{0, 1\}^n \to \{0, 1\}$ and any sets $J \subseteq K \subseteq [n]$, $\text{SymInf}_f(J) \leq \text{SymInf}_f(K)$.

**Proof.** Fix a function $f$ and two sets $J, K \subseteq [n]$ so that $J \subseteq K$. We have seen before that the symmetric influence can be computed in layers, where each layer is determined by the Hamming weight and the elements outside the set we are considering. Using the fact that $\text{Var}(X) = \text{Pr}[X = 0] \cdot \text{Pr}[X = 1]$, the symmetric influence is twice the expected variance over all the layers (considering also the size of the layers). Using the same notation as before,

\[
\text{SymInf}_f(J) = \frac{1}{2^n} \sum_z \sum_w \left( \frac{|J|}{w - |z|} \right) 2 \cdot \text{Var}_x[f(x) \mid x \in L^w_{J \leftarrow z}]
= 2 \cdot \mathbb{E}_y \left[ \text{Var}_x[f(x) \mid x \in L^{|y|}_{J \leftarrow y}] \right].
\]

A key observation is that since $K \subseteq J$, the layers determined when considering $J$ are a refinement of the layers determined when considering $K$. Together with the fact that $\text{Var}(X) = \text{Pr}[X = 0] \cdot \text{Pr}[X = 1]$ is a concave function in the range $[0, 1]$, we can apply Jensen’s inequality on each layer before and after the refinement to get the desired inequality. More precisely, for every $z \in \{0, 1\}^{[K]}$ and $0 \leq w \leq n$,

\[
\text{Var}_x[f(x) \mid x \in L^w_{K \leftarrow z}] \geq \mathbb{E}_y \left[ \text{Var}_x[f(x) \mid x \in L^w_{J \leftarrow y}] \mid y \in L^w_{K \leftarrow z} \right].
\]

Averaging this over all layers, we get the desired result. □
Finally, to complete the analogy with influence, we would like to show that symmetric influence is also sub-additive. Unfortunately, that is not the case. Consider for example the function $f : \{0, 1\}^6 \to \{0, 1\}$ defined by
\[
f(x) = (x_1 \lor x_2 \lor x_3) \oplus (x_4 \lor x_5 \lor x_6).
\]
This function $f$ is invariant under relabelings of the variables in $\{1, 2, 3\}$ or in $\{4, 5, 6\}$ so $\text{SymInf}_f(\{1, 2, 3\}) = \text{SymInf}_f(\{4, 5, 6\}) = 0$. But $\text{SymInf}_f(\{1, \ldots, 6\}) > 0$, as shown for instance by the fact that $f(1, 1, 1, 0, 0, 0) \neq f(1, 1, 0, 1, 0, 0)$. Therefore, for this function, we have
\[
\text{SymInf}_f(\{1, 2, 3\} \cup \{4, 5, 6\}) > 0 = \text{SymInf}_f(\{1, 2, 3\}) + \text{SymInf}_f(\{4, 5, 6\}).
\]

More generally, we can consider the function $f(x) = f_1(x_J) \oplus f_2(x_K)$ for some partition $[n] = J \cup K$ and two randomly chosen symmetric functions $f_1$ and $f_2$. With high probability, $f$ will be very far from symmetric and we will have $\text{SymInf}_f([n]) = \text{SymInf}_f(J \cup K) \approx \frac{1}{2}$ while $\text{SymInf}_f(J) = \text{SymInf}_f(K) = 0$. This example shows that symmetric influence can be far from sub-additive in general. We can show, however, that the symmetric influence of sets of variables is *approximately* sub-additive when the sets are small enough.

**Lemma 6.6 (Weak sub-additivity).** There is a universal constant $c$ such that, for any constant $0 < \gamma < 1$, a function $f : \{0, 1\}^n \to \{0, 1\}$, and sets $J, K \subseteq [n]$ of size at least $(1 - \gamma)n$, 
\[
\text{SymInf}_f(J \cup K) \leq \text{SymInf}_f(J) + \text{SymInf}_f(K) + c\sqrt{\gamma}.
\]

**Proof.** We will choose $c \geq \sqrt{2}$. Then, the RHS becomes more than one when $\gamma > \frac{1}{2}$ and the inequality trivially holds. Thus, we assume $\gamma \leq \frac{1}{2}$ in what follows. We use the same notions as in Lemma 4.5. From Lemma 4.5,
\[
\text{SymInf}(J \cup K) = \Pr_{x, \pi}[f(x) \neq f(\pi x)]
\]
\[
= \mathbb{E}_x \left[ \Pr_{\pi}[f(x) \neq f(\pi x)] \right]
\]
\[
\leq \mathbb{E}_x \left[ \Pr_{x, \pi_K}[f(x) \neq f(\pi J \pi_K x)] + \text{d}_{TV}(\mathcal{D}_{\pi x}, \mathcal{D}_{\pi_J \pi_K x}) \right]
\]
\[
= \mathbb{E}_x \left[ \Pr_{x, \pi_K}[f(x) \neq f(\pi_J \pi_K x)] + \text{d}_{TV}(\mathcal{H}_{|J \cup K|, |x_J \cup x_K|, |K \setminus J|, \mathcal{H}_{K|K|, |x_K|, |K \setminus J|}) \right]
\]
\[
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Let $t = \frac{1}{100\sqrt{\gamma}}$. We call $x$ strongly balanced if $\left| \|x_{J \cup K}\| - \frac{|J \cup K|}{2} \right| \leq t\sqrt{n'}$ and $\left| \|x_K\| - \frac{|K|}{2} \right| \leq t\sqrt{|K|}$. From Chernoff bound and the union bound, $x$ is strongly balanced except with probability at most $4 \exp(-2t^2) \leq 4 \exp\left(-\frac{1}{500\gamma}\right) \leq c'\gamma$ for some constant $c'$.

Note that $|K \setminus J| \leq |J| \leq \gamma n$ and $|J \cup K| - |K| = |J \setminus K| \leq |K| \leq \gamma n$. Also, $t = \frac{1}{100\sqrt{\gamma}} \leq \frac{1}{100\gamma}$ holds. Thus, when $x$ is strongly balanced, Lemma 4.2 implies that $d_{TV}(H_{|J \cup K|}, |x_{J \cup K}|, |K \setminus J|, H_{|K|}, |x_K|, |K \setminus J|) \leq c_4.2(1 + t)\gamma$. Then, we have

$$\text{SymInf}(J \cup K) \leq \mathbb{E}_{x, \pi, \pi_K} \left[ \Pr_{\pi, \pi_K} [f(x) \neq f(\pi_J \pi_K x)] \right] + \Pr_{x} [x \text{ is not strongly balanced}]$$

$$+ \mathbb{E}_{x, \pi, \pi_K} [1[x \text{ is strongly balanced}] : c_4.2(1 + t)\gamma]$$

$$\leq \Pr_{x, \pi, \pi_K} [f(x) \neq f(\pi_K x)] + \Pr_{x, \pi, \pi_K} [f(\pi_K x) \neq f(\pi_J \pi_K x)]$$

$$+ c'\gamma + c_4.2(1 + t)\gamma$$

$$\leq \text{SymInf}_{f}(J) + \text{SymInf}_{f}(K) + c\sqrt{\gamma}$$

for some constant $c$. \hfill \qed

### 6.3 Analysis of the algorithm

This section is devoted to the analysis of the PARTIALSYMMETRYTEST algorithm. The broad outline of this analysis closely mirrors that of the analysis of the JUNTA TEST algorithm in the last chapter.

#### 6.3.1 Analysis of ASYMMETRICTEST

As a first step in the analysis of the partial symmetry tester, we show that the ASYMMETRICTEST accepts a set with probability equal to the symmetric influence of that set. The proof of this statement follows almost immediately from the definition of symmetric influence.

**Lemma 6.7.** For any function $f : \{0, 1\}^n \to \{0, 1\}$ and any set $S \subseteq [n]$, a call to ASYMMETRICTEST($f$, $S$) accepts with probability $\text{SymInf}_{f}(S)$.

**Proof.** The ASYMMETRICTEST algorithm accepts iff $f(x) \neq f(\pi x)$. When $x$ is chosen uniformly at random from $\{0, 1\}^n$ and $\pi$ is a permutation on $[n]$ chosen uniformly at random conditioned on $\pi(i) = i$ for each $i \in S$, the probability that $f(x)$ and $f(\pi x)$ are distinct is, by definition, $\text{SymInf}_{f}(S)$. \hfill \qed
6.3.2 Analysis of FINDASYMMETRICPART

To establish the correctness of FINDASYMMETRICPART, we begin by establishing sufficient conditions for guaranteeing that the BALANCEDSPLIT algorithm will succeed in finding a balanced split of the input set.

**Lemma 6.8.** Fix a set $S \subseteq \{1, \ldots, n\}$ and constants $\tau_{\min}, \tau_{\max}$ that satisfy $\tau_{\min} \leq 0 \leq \tau_{\max}$. Let $a_1, \ldots, a_n$ satisfy $\sum_{i=1}^n a_i = 0$, $\tau_{\min} \leq \sum_{i \in S} a_i \leq \tau_{\max}$, and $\max_{i \in [n]} |a_i| < \frac{\tau_{\max} - \tau_{\min}}{2}$. Then BALANCEDSPLIT returns a set $T$ of size $|T| = \lfloor \frac{|S|}{2} \rfloor$ that satisfies $\tau_{\min} \leq \sum_{i \in T} a_i \leq \tau_{\max}$.

**Proof.** To establish the lemma, it suffices to show that for any strict subset $T \subset S$ that satisfies $\tau_{\min} \leq \sum_{i \in T} a_i \leq \tau_{\max}$, we can always find an elements $j \in S \setminus T$ such that $\tau_{\min} \leq a_j + \sum_{i \in T} a_i \leq \tau_{\max}$.

Consider the case when $\sum_{i \in T} a_i \leq \frac{\tau_{\min} + \tau_{\max}}{2}$. If there exists $j \in S \setminus T$ such that $a_j \geq 0$, then

$$\tau_{\min} \leq \sum_{i \in T} a_i \leq a_j + \sum_{i \in T} a_i < \frac{\tau_{\max} - \tau_{\min}}{2} + \frac{\tau_{\max} + \tau_{\min}}{2} = \tau_{\max}.$$

Conversely, if every $j \in S \setminus T$ satisfies $a_j \leq 0$, for any such $j$ we have

$$\tau_{\max} \geq \sum_{i \in T} a_i \geq a_j + \sum_{i \in T} a_i \geq \sum_{i \in S} a_i \geq \tau_{\min}.$$

In either case, we obtain the desired inequality. The case when $\sum_{i \in T} a_i > \tau_{\min}$ is nearly identical.

We can now complete the proof of correctness of FINDASYMMETRICPART.

**Lemma 6.9.** Fix $f : \{0, 1\}^n \to \{0, 1\}$. Let $\mathcal{I} = \{I_1, \ldots, I_s\}$ be a partition of $[n]$ into $s$ parts such that $|I_s| > 2 \max_{1 \leq i \leq s-1} |I_i|$ and $I_s$ contains no asymmetric variables. Let $x, y \in \{0, 1\}^n$ satisfy $|x| = |y|$, $x_{I_s} = y_{I_s}$, and $f(x) \neq f(y)$. Then a call to FINDASYMMETRICPART($f, x, y, I_1, \ldots, I_s$) returns an asymmetric part in $\mathcal{I}$. Furthermore, this call requires $O(\log s)$ queries to the function $f$.

**Proof.** We claim that the sets $J_x, J_y, J_?$ satisfy the following three properties at every invocation of the loop in step 5.
(i) $J_x, J_y, \text{ and } J_r$ form a partition of $[s - 1]$.

(ii) \(f(x) = f(x_{J_x \cup J_r} \lor y_{J_y})\).

(iii) \(f(y) = f(x_{J_x} \lor y_{J_y \cup J_r})\).

All three claims can be verified by direct examination of the algorithm. Claim (i) is clearly satisfied initially by the definition in Step 4 and is also clearly maintained by the updates in Steps 5.4.1 and 5.5.1 since every elements added to $J_x$ or to $J_y$ are simultaneously removed from $J_r$. Claim (ii) is (vacuously) true initially and is guaranteed to remain true since we only add elements to $J_x$ when the condition in Step 5.4 holds. The proof of Claim (iii) is identical but for the observation that we add elements to $J_y$ when the condition in Step 5.4 does not hold or, equivalently, when $f(y) = f(z)$.

The invariants in Claims (i)–(iii) guarantee that at every iteration of the loop, we have

\[f(x_{J_x} \lor x_{J_r} \lor y_{J_y} \lor w \parallel x_{J_x} \lor y_{J_y} \lor y_{J_y} \lor w \parallel x_{J_x} \lor y_{J_y} \lor y_{J_y} \parallel) \neq f(x_{J_x} \lor y_{J_r} \lor y_{J_y} \lor w \parallel x_{J_x} \lor y_{J_y} \lor y_{J_y} \parallel).
\]

When $J_r = \{j\}$ is a singleton, this inequality and the condition that $I_s$ contains no asymmetric variable guarantees that $I_j$ is an asymmetric part. Furthermore, the conditions of the lemma also guarantee that the conditions of Lemma 6.8 hold. This guarantees that every iteration of the loop cuts the size of $J_r$ in half, so that the algorithm is guaranteed to terminate in $\log s$ steps. Since the only queries to $f$ occur in Step 5.4, this concludes the query complexity analysis of the algorithm.

### 6.3.3 Main technical lemma

The key claim in the analysis of PARTIALSYMMETRYTEST is that if a function is far from being $(n - k)$-symmetric, then it is also far from being symmetric on any union of all but $k$ parts of a sufficiently fine random partition. (C.f. Lemma 5.4.) We now prove this claim.

**Lemma 6.10.** Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a function $\epsilon$-far from $(n - k)$-symmetric and $I$ be a random partition of $[n]$ into $r = c \cdot k^2 / \epsilon^2$ parts, for some large enough constant $c$. Then with probability at least $\frac{8}{9}$, \(\text{SymInf}_f(J) \geq \frac{\epsilon}{9}\) holds for any union $J$ of $k$ parts.

**Proof.** We first note that when the number of parts $r$ is bigger than $n$, we simply partition into the $n$ single-element sets and the lemma trivially holds. For $0 \leq t \leq 1$, let $\mathcal{F}_t = \{J \subseteq [n] : \text{SymInf}_f(J) < t, |J| \leq 5kn/r\}$ be the family of all sets which are not too big and whose complement has symmetric influence of at most $t$. (Notice that with high probability, the union of any $k$ sets in the partition would have size smaller than $5kn/r$, \(58\))
and therefore we assume this is the case from this point on.) Our first observation is that for small enough values of \( t \), \( F_t \) is a \((k + 1)\)-intersecting family. Indeed, for any sets \( J, K \in F_{\frac{\epsilon}{9}} \),

\[
\text{SymInf}_f(J \cap K) = \text{SymInf}_f(J \cup K) \\
\leq \text{SymInf}_f(J) + \text{SymInf}_f(K) + c\sqrt{5k/r} < 2\frac{\epsilon}{3} + \frac{\epsilon}{9} < \epsilon.
\]

Since \( f \) is \( \epsilon \)-far from \((n - k)\)-symmetric, every set \( S \subseteq [n] \) of size \(|S| \leq k \) satisfies \( \text{SymInf}_f(S) \geq \epsilon \). So \(|J \cap K| > k\).

We consider two cases separately: when \( F_{\frac{\epsilon}{9}} \) contains a set of size less than \( 2k \); and when it does not. The first case is identical to the proof of Lemma 5.4 and hence we do not elaborate on it.

In the second case, which also resembles the proof of Lemma 5.4, we claim that \( F_{\frac{\epsilon}{9}} \) is a \( 2k \)-intersecting family. If this was not the case, we could find sets \( J, K \in F_{\frac{\epsilon}{9}} \) such that \(|J \cap K| < 2k \) and \( \text{SymInf}_f(J \cap K) \leq \text{SymInf}_f(J) + \text{SymInf}_f(K) + \frac{\epsilon}{9} < \frac{\epsilon}{3} \), contradicting our assumption.

Let \( J \subseteq [n] \) be the union of \( k \) parts in \( \mathcal{I} \). Since \( \mathcal{I} \) is a random partition, \( J \) is a random subset obtained by including each element of \([n]\) in \( J \) independently with probability \( p = \frac{k}{r} < \frac{1}{2k+1} \). To bound the probability that \( J \) contains some element from \( F_{\frac{\epsilon}{9}} \), we define \( F'_{\frac{\epsilon}{9}} \) to be all the sets that contain a member from \( F_{\frac{\epsilon}{9}} \). Since \( F'_{\frac{\epsilon}{9}} \) is also a \( 2k \)-intersecting family, by Theorem 4.10, for every such \( J \) of size at most \( 5kn/r \), \( \Pr[\text{SymInf}_f(J) < \frac{\epsilon}{9}] = \Pr[J \in F_{\frac{\epsilon}{9}}] \leq \mu_{k/r}(F'_{\frac{\epsilon}{9}}) \leq \left(\frac{k}{r}\right)^{2k} \). Applying the union bound over all possible choices for \( k \) parts, \( f \) will not satisfy the condition of the lemma with probability at most \( \left(\frac{k}{r}\right)^{2k} = O(k^{-k}). \)

\[\square\]

### 6.3.4 Proof of Theorem 6.1

We can now complete the proof that partial symmetry is efficiently testable.

**Theorem 6.1 (Restated).** Fix \( n > 0 \) and \( 0 \leq k < n \). The property of being \((n - k)\)-symmetric is \( \epsilon \)-testable with \( O(k \log k + k/\epsilon) \) queries.

**Proof.** We consider different cases depending on the value of \( k \). When \( k = 0 \), the problem of testing \((n - k)\)-symmetry is simply the problem of testing symmetry. This can be done with \( O(1/\epsilon) \) queries by calling \textsc{AsymmetryTest}(\( f, [n] \)) a number of times and accepting iff every call to the function rejects.
Consider now the case where \( 1 \leq k = \theta(\sqrt{n/\log n}) \). We show that in this case the \textsc{PartialSymmetryTest} is a valid tester for partial symmetry that satisfies the requirements of the theorem statement. Note first that \( s = \Theta(k^2/\epsilon^2) < \frac{n}{12 \log n} - 3 \).

We claim that the failure event in Step 3 of \textsc{PartialSymmetryTest} occurs with probability at most \( \frac{1}{12} \). For any \( i = 1, \ldots, s - 1 \), the expected size of \( I_i \) is \( E|I_i| = \frac{n}{s+3} \) so, by Chernoff’s bound,

\[
\Pr \left[ |I_i| > \frac{3}{2} \frac{n}{s+3} \right] < e^{-\frac{n}{12(s+3)}}.
\]

Similarly, \( E|I_s| = \frac{4n}{s+3} \) and Chernoff’s bound implies that

\[
\Pr \left[ |I_s| < \frac{3}{2} \frac{n}{s+3} \right] < e^{-\frac{n}{12(s+3)}}.
\]

The inequality \( |I_i| > \frac{1}{2} |I_s| \) can only hold when \( |I_i| > \frac{3}{2} \frac{n}{s+3} \) for some \( i \in [s-1] \) or when \( |I_s| < \frac{3}{2} \frac{n}{s+3} \). By the union bound and our bound on \( s \), the probability that this event occurs is bounded above by

\[
(s - 1) e^{-\frac{n}{12(s+3)}} + e^{-\frac{n}{12(s+3)}} < se^{-\frac{n}{12(s+3)}} = \frac{n}{12 \log n} e^{-\log n} = \frac{1}{12 \log n} \ll \frac{1}{12}
\]

for any \( n \geq 2 \).

When \( f \) is \((n-k)\)-symmetric, the probability that \( I_s \) contains an asymmetric variable is at most \( k \frac{4}{s+3} = \Theta(\epsilon^2/k) \ll \frac{1}{12} \). When \( I_s \) contains no asymmetric variable, then Lemma 6.9 guarantees that every part returned by \textsc{FindAsymmetricPart} contains an asymmetric variable. There are at most \( k \) such parts, so this means that, conditioned on \( I_s \) containing no asymmetric variable and the condition in Step 3 satisfied, \( f \) will always be accepted. In other words, every \((n-k)\)-symmetric function is accepted with probability at least \( 1 - 2 \frac{1}{12} = \frac{5}{6} > \frac{2}{3} \).

When \( f \) is \( \epsilon \)-far from \((n-k)\)-symmetric, Lemma 6.10 guarantees that with probability at least \( \frac{5}{6} \) over the choice of the random partition, \( \text{SymInf}_f(J) \geq \frac{\epsilon}{n} \) will hold for any set \( J \) obtained by taking the union of at most \( k \) parts. Then Lemma 6.7 and Chernoff’s bounds proves that with probability at least \( \frac{5}{6} \), the algorithm will identify at least \( k + 1 \) parts with asymmetric variables. Therefore, the algorithm correctly rejects with probability at least \( 1 - \frac{1}{12} - \frac{2}{9} = 1 - \frac{11}{36} > \frac{2}{3} \).

The above argument shows that \textsc{PartialSymmetryTest} is indeed a valid \( \epsilon \)-tester for \((n-k)\)-symmetry, as claimed. To complete the proof of the theorem for this range of values of \( k \), it suffices to analyze the algorithm’s query complexity. By inspection, we see immediately that it makes at most \( O(r + k \log s) = O(k/\epsilon + k \log(k^2/\epsilon^2)) = O(k/\epsilon + k \log k) \), as required by the theorem statement.
Finally, we now consider the case where \( \Omega(\epsilon \sqrt{\frac{n}{\log n}}) \leq k < n \). In this case, consider a simplification of the PARTIALSYMMETRYTEST in which we replace the random partition with a trivial partition into \( n - 3 \) parts with 4 coordinates from \([n]\) chosen at random and put into the part \( I_{n-3} \) and all the other remaining parts containing a single element from \([n]\). We can then apply the same strategy as in the general algorithm where we run the ASYMMETRICTEST to find witnesses of asymmetry then run FINDASYMMETRICPART to identify the parts that contain asymmetric variables.

The analysis of correctness of the simplified algorithm is essentially identical to the one above.

\[ \square \]

\section{Notes and Discussion}

**History of partially symmetric functions.** The class of partially symmetric functions was first considered by Shannon \cite{Shannon} in his research on the circuit complexity of boolean functions. He showed that while most functions \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) have circuit complexity exponential in \( n \), the circuit complexity of partially symmetric functions is much smaller.

Shannon’s result generated much further research into the interplay between the partial symmetry of functions and circuit complexity \cite{CloteKranakis,BabaiBeals} and the problem of determining when a function is partially symmetric (see, e.g., \cite{Clote} and references therein).

Other definitions of symmetry have been considered in the computational complexity community. Clote and Kranakis \cite{CloteKranakis} showed that all functions that obey a large amount of symmetry in the sense that the isomorphism class of those functions contain at most \( \text{poly}(n) \) distinct functions are in \( \text{NC}_1 \). This result was further generalized by Babai, Beals, and Takács-Nagy \cite{BabaiBeals} and has been used, e.g., in proof complexity \cite{ChakrabortyFischerGarciaSorianoMatsliah}.

Functions that are partially symmetric under our definition also satisfy the Clote–Kranakis definition of symmetry. While this does not immediately imply testability of Clote–Kranakis symmetry (since, obviously, an efficient test for a property \( P \) does not imply the existence of efficient testers for properties that contain \( P \)), Chakraborty, Fischer, García Soriano, and Matsliah recently showed that the two definitions are in fact equivalent \cite{ChakrabortyFischerGarciaSorianoMatsliah}. Thus, the theorem in this chapter shows that Clote–Kranakis symmetry is also efficiently testable.

**Concurrent work.** Chakraborty, Fischer, García Soriano, and Matsliah \cite{ChakrabortyFischerGarciaSorianoMatsliah}, in independent and simultaneous research, obtained a different proof that partial symmetry can
be tested efficiently. Interestingly, their result is obtained by a significantly different approach: instead of generalizing the JUNTA TEST algorithm, they identify a clever reduction between testing partial symmetry and testing juntas to show that the JUNTA TEST algorithm can be used as-is—along with a separate algorithm to construct a function \( g \) that is a junta iff \( f \) is partially symmetric—to also test partial symmetry. We refer the reader to their paper [37] for the details.

**Influence on Schreier graphs.** O’Donnell and Wimmer [82, 83] introduced a generalized notion of influence for functions defined over Schreier graphs. In this paragraph, we discuss a connection between this generalized notion of influence and symmetric influence. This connection was first pointed out to us by Dvir Falik.

For any set \( U \subseteq S_n \) of permutations that is (a) closed under inverses, and (b) generates \( S_n \), we can define the Schreier graph \( \text{Sch}(\{0,1\}^n, S_n, U) \) to be the graph obtained by associating one vertex for each element of \( \{0,1\}^n \) and adding an edge between \( x, y \in \{0,1\}^n \) if there exists a permutation \( \pi \in U \) such that \( y = \pi x \). The Schreier influence of the permutation \( \pi \in U \) in the function \( f : \{0,1\}^n \to \{0,1\} \) is

\[
\text{Inf}^{(U)}_f(\pi) = \frac{1}{2} \Pr_x[f(x) \neq f(\pi x)].
\]

Fix \( U = \{\tau_{i,j}\}_{i \neq j} \) to be the set of transpositions on \([n]\). Then for any pair of distinct elements \( i, j \in [n] \), we have

\[
\text{Inf}^{(U)}_f(\tau_{i,j}) = \frac{1}{2} \Pr_x[f(x) \neq f(\tau_{i,j} x)] = \Pr_{x,\pi}[f(x) \neq f(\pi x) | \forall \ell \in [n] \setminus \{i,j\}, \pi(\ell) = \ell] = \text{SymInf}_f(\{i,j\}).
\]

Thus, for sets of size 2, symmetric influence is a special case of Schreier influence.

More generally, the symmetric influence of larger sets of variables corresponds to the average Schreier influence of sets of permutations on the same function. Specifically, letting \( U \) be the set of permutations with at least \( |\bar{J}| \) fixed points, we have that

\[
\text{SymInf}_f(J) = \mathbb{E}_{\pi: \forall \ell \in J, \pi(\ell) = \ell} \left[ \text{Inf}^{(U)}_f(\pi) \right].
\]

**Invariance in property testing.** Finally, we wish to mention that the research presented in this chapter fits into the general effort for understanding the role of invariance in property testing. This effort, launched by Kaufman and Sudan [72], has been widely successful
in identifying the effect of different invariances of algebraic properties of functions on the number of queries required to test the same properties. We encourage the reader to consult the survey [95] and the references therein for more details on this line of research.
Chapter 7

Testing $k$-Linearity

Linearity testing is one of the earliest success stories in property testing. Recall that the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is linear if it returns the parity of a subset of the variables. As we saw in Section 2.6, when $f$ is a linear function, it satisfies the identity

$$f(x) \oplus f(y) = f(x \oplus y)$$

for every $x, y \in \{0, 1\}^n$. Blum, Luby, and Rubinfeld [31] showed that, remarkably, linearity can be $\epsilon$-tested with only $O(1/\epsilon)$ queries by simply verifying that the above identity holds for randomly selected pairs $x, y$. Linearity testing has since been studied extensively [16, 17, 14, 71] and its query complexity is well understood.

The class of $k$-linear functions—functions that return the parity of exactly $k$ of the input variables—is closely related to the class of all linear functions. The query complexity of the $k$-linearity testing task, however, remained until very recently much less well-understood than that of linearity testing.

Previous work. Let us first review some folklore bounds on the query complexity for testing $k$-linearity. As we saw in Section 3.2, any proper learning algorithm for $k$-linear functions with query complexity $q$ yields a $k$-linearity tester that makes $q + O(1/\epsilon)$ queries. There is a very simple $n$-query learning algorithm for $k$-linear functions: query the values $f(e^1), f(e^2), \ldots, f(e^n)$. When $f$ is $k$-linear, $f(e^i) = 1$ for exactly $k$ indices $i \in [n]$ and the function returns the parity of those variables. Thus, by Lemma 3.13, we can test $k$-linearity with $n + O(1/\epsilon)$ queries for every $0 \leq k \leq n$.

When $k < \frac{n}{\log n}$, a similar folkloric argument yields an even better bound on the query complexity for testing $k$-linearity. There are $\binom{n}{k}$ distinct $k$-linear functions, so by Corol-
lary 3.14 we can test $k$-linearity with $O(\log \binom{n}{k}/\epsilon) = O(k \log(n)/\epsilon)$ queries.

There are a few values of $k$ for which we have significantly better bounds. First, when $k = 0$ and $k = n$, then the function is either constant or the symmetric parity function; in both cases, testing $k$-linearity reduces to testing function identity and can be done with $O(1/\epsilon)$ queries. When $k = 1$, we have an interesting special case: the class of 1-linear functions is exactly the set of dictator functions. The dictator tests that require $O(1/\epsilon)$ queries [15, 84] imply that 1-linearity also can be tested with the same query complexity.

The first improvements on the folklore bound for the query complexity for testing $k$-linearity for general values of $k$ were obtained by Fischer et al. [52]. One of their results on testing function isomorphism that we will discuss in more detail in Chapter 8 implies that $k$-linearity can be tested with $\text{poly}(k, \epsilon)$ queries. Clearly, when $k \ll n$, this is much more efficient than the folklore test.

The first non-trivial lower bound on the query complexity for testing $k$-linearity was also established by Fischer et al. [52]. They showed that when $k = o(\sqrt{n})$, testing $k$-linearity non-adaptively requires $\Omega(\sqrt{k/\log k})$ queries. This implies a general lower bound of $\Omega(\log k)$ queries for general (i.e., adaptive) $k$-linearity testers. Their motivation for establishing this bound was not directly related to the study of $k$-linearity. Rather, they wanted to establish a lower bound for the query complexity of the junta testing problem. Since $k$-linear functions are $k$-juntas and $(k + 2)$-linear functions are far from $k$-juntas, so to prove a lower bound on the query complexity for testing $k$-juntas, it suffices to establish a corresponding lower bound for the problem of distinguishing $k$-linear and $(k + 2)$-linear functions.

In Chapter 10, we will derive a lower bound that is incomparable to the lower bound of Fischer et al. [52]: Theorem 10.1 gives a weaker bound of $\Omega(\log\log(\min\{k, n - k\}))$ queries for testing $k$-linearity, but that lower bound applies to all values of $k$. We will discuss the theorem in more detail in that chapter. For now, let us simply point out that the original motivation for this result was again not the study of $k$-linearity per se, but rather to understand another property testing problem—in this case, the function isomorphism testing problem.

A significant improvement on the best lower bound for the query complexity of testing $k$-linearity was obtained by Goldreich [57]. He showed that $\Omega(\min\{k, n - k\})$ queries are required to test $k$-linearity non-adaptively and that adaptive testers for $k$-linearity must make at least $\Omega(\min\{\sqrt{k}, \sqrt{n - k}\})$ queries.\(^1\) Once again, this result was not motivated by

\(^1\)More precisely, Goldreich considered the slightly different problem of testing $\leq k$-linearity—testing whether a function returns the parity of at most $k$ variables. His arguments, however, apply equally well to the $k$-linearity testing problem.
the study of $k$-linearity itself. Instead, the lower bound was used to establish lower bounds on the number of queries required to test properties computable by width-2 ordered binary decision diagrams (OBDDs).\(^2\)

The folklore tester described earlier in this section shows that Goldreich’s lower bound for the query complexity of non-adaptive $k$-linearity testers is asymptotically optimal when $k \approx n^2$. The major question that was left open was whether the lower bound for adaptive testers of $k$-linearity could also be improved to match the trivial query complexity of the folklore tester in the same range. Indeed, Goldreich conjectured that it could—specifically, that testing $\frac{n}{2}$-linearity requires $\Omega(n)$ queries.

**Our results.** We confirm Goldreich’s conjecture and show that testing $k$-linearity requires $\Omega(\min\{k, n-k\})$ queries. In fact, we show more. Instead of simply giving a lower bound that is asymptotically equivalent to $\min\{k, n-k\}$, we show a lower bound that nearly matches this amount.

**Theorem 7.1.** For any $0 < k < n$ and any $0 < \epsilon < \frac{1}{2}$, $\epsilon$-testing $k$-linearity requires at least $\min\{k, n-k\} \cdot (1 - o(1))$ queries.

In particular, for $k = \frac{n}{2}$, the theorem states that no tester for $k$-linearity can improve on the query complexity of the folklore testing algorithm by more than a factor of 2.

As we have seen in the overview of prior work, lower bounds on the query complexity for testing $k$-linearity (or for related problems) yield lower bounds for the query complexity of other property testing problems as well. As we show in Section 7.3, the lower bound on testing $k$-linearity in Theorem 7.1 indeed gives improvements on the best-known lower bounds for many other property testing problems.

The proof of Theorem 7.1 proceeds by reducing the problem of testing $k$-linearity to a purely geometric problem on the boolean hypercube. We describe that geometric problem and solve it in Section 7.1. We then complete the proof of the theorem in Section 7.2.

### 7.1 Affine subspaces and layers of the hypercube

We reduce the problem of testing $k$-linear functions to a purely geometric problem on the Hamming cube.

\(^2\)See Section 7.3.7 for more details.
Namely, we obtain our testing lower bound by showing that affine subspaces of large dimension intersect roughly the same fraction of the middle layers of the cube. More precisely, let \( W_k \subseteq \{0, 1\}^n \) denote the set of vectors \( x \in \{0, 1\}^n \) of Hamming weight \( k \). Our main technical contribution is the following result.

**Lemma 7.2.** There is a constant \( c > 0 \) such that for any affine subspace \( V \subseteq \{0, 1\}^n \) of dimension \( d \geq \frac{n}{2} + cn^{2/3} \),
\[
\left| \frac{|V \cap W_{\frac{n}{2}-1}|}{|W_{\frac{n}{2}-1}|} - \frac{|V \cap W_{\frac{n}{2}+1}|}{|W_{\frac{n}{2}+1}|} \right| \leq \frac{1}{36} 2^{-d}.
\]

**Proof.** For any set \( A \subseteq \{0, 1\}^n \), define \( I_A : \{0, 1\}^n \to \{0, 1\} \) to be the indicator function for \( A \). For a given function \( f : \{0, 1\}^n \to \{0, 1\} \), let us write \( E[f] \) as shorthand for \( E_x[f(x)] \) where the expectation is over the uniform distribution of \( x \in \{0, 1\}^n \). Similarly, for two functions \( f, g \), we write \( E[f \cdot g] \) as short-hand for \( E_x[f(x) \cdot g(x)] \).

For any subsets \( A, B \subseteq \{0, 1\}^n \), \(|A \cap B| = 2^n \cdot E[I_A \cdot I_B] \). Since \( |W_{\frac{n}{2}-1}| = |W_{\frac{n}{2}+1}| = (\binom{n}{\frac{n}{2}}) \),
\[
\left| \frac{|V \cap W_{\frac{n}{2}-1}|}{|W_{\frac{n}{2}-1}|} - \frac{|V \cap W_{\frac{n}{2}+1}|}{|W_{\frac{n}{2}+1}|} \right| = \frac{2^n}{(\binom{n}{\frac{n}{2}})} \cdot E[I_V \cdot (I_{W_{\frac{n}{2}-1}} - I_{W_{\frac{n}{2}+1}})].
\]

The subspace \( V \) can be defined by a set \( S \subseteq [n] \) of size \( |S| = d \) and an affine-linear function \( f : \{0, 1\}^{n-d} \to \{0, 1\}^d \), where \( x \in V \) iff \( x_S = f(x_S) \). Define \( I^S_m \) and \( I^S_{m'} \) to be indicator functions for \( |x_S| = m \) and \( |x_S| = m' \), respectively. Then
\[
E[I_V \cdot (I_{W_{\frac{n}{2}-1}} - I_{W_{\frac{n}{2}+1}})] = \sum_{m=0}^d E[I_V \cdot I^S_m \cdot (I^S_{\frac{n}{2}-m-1} - I^S_{\frac{n}{2}-m+1})].
\]

Let \( U \subseteq \{0, 1\}^S \) be the image of \( f \). Let \( d' = \text{dim}(U) \). Define \( h_m : \{0, 1\}^S \to [-1, 1] \) by setting \( h_m(u) = E_{x \in \{0, 1\}^S}[I_V(x, u) \cdot (I^S_{\frac{n}{2}-m-1}(x) - I^S_{\frac{n}{2}-m+1}(x))] \). Note that \( h_m = f_* \left( I^S_{\frac{n}{2}-m-1} - I^S_{\frac{n}{2}-m+1} \right) \). Notice also that \( h_m \) is supported on \( U \). We have
\[
E[I_V \cdot (I_{W_{\frac{n}{2}-1}} - I_{W_{\frac{n}{2}+1}})] = \sum_{m=0}^d E[I^S_m \cdot h_m] = \sum_{m=0}^d E[I^S_m \cdot 1_U \cdot h_m]. \tag{7.1}
\]

Two applications of the Cauchy-Schwarz inequality yield
\[
\sum_{m=0}^d E[I^S_m \cdot 1_U \cdot h_m] \leq \sum_{m=0}^d \|I^S_m \cdot 1_U\|_2 \|h_m\|_2 \leq \sqrt{\sum_{m=0}^d \|I^S_m \cdot 1_U\|_2^2} \cdot \sqrt{\sum_{m=0}^d \|h_m\|_2^2}. \tag{7.2}
\]
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We now bound the two terms on the right-hand side. For the first term, we have

$$\sum_{m=0}^{d} \| I_m^S \cdot 1_U \|_2^2 = \sum_m E_x[I_m^S(x)^2 \cdot 1_U] = E_x \left[ 1_U \sum_m I_m^S(x)^2 \right] = 2^{d'-d}, \quad (7.3)$$

where the last equality follows from the fact that for every $x \in \{0,1\}^n$, there is exactly one $m$ for which $I_m^S(x) = 1$.

We now examine the second term. By Parseval’s Identity, $\| h_m \|_2^2 = \sum_{\alpha \in \{0,1\}^S} \hat{h}_m(\chi_\alpha)^2$. Suppose that the image of $f$ has dimension $d' \leq d$. Then, since $h_m$ is a pushforward,

$$\hat{h}_m(\chi) = 2^{-d} \left( \hat{I}_{\frac{\alpha}{2}}^S - m - 1(\chi \circ f) - \hat{I}_{\frac{\alpha}{2}}^S - m + 1(\chi \circ f) \right).$$

The characters $\chi \circ f$ depend only on the restriction of $\chi$ to $f(\{0,1\}^S)$. Thus these characters all lie in some subspace $W \subseteq \{0,1\}^S$ of dimension $d'$, with each character appearing $2^{d'-d'}$ times. Thus, we have that

$$\| h_m \|_2^2 = 2^{-d-d'} \sum_{\chi \in W} (\hat{I}_{\frac{\alpha}{2}}^S - m - 1(\chi) - \hat{I}_{\frac{\alpha}{2}}^S - m + 1(\chi))^2.$$  

For any set $\chi \subseteq \tilde{S}$, we can apply Facts 4.13 and 4.12(i) to obtain

$$\hat{I}_{\frac{\alpha}{2}}^S - m + 1(\chi) - \hat{I}_{\frac{\alpha}{2}}^S - m - 1(\chi) = 2^{-(n-d)} K_{\frac{\alpha}{2}-m+1}(1) + 1).$$

Therefore, $\sum_{m=0}^{d} \| h_m \|_2^2 = 2^{-2n+d-d'} \sum_{\chi \in W} K_{\frac{\alpha}{2}-m+1}(1)^2$ and by Fact 4.12(ii),

$$\sum_{m=0}^{d} \| h_m \|_2^2 \leq 2^{2n+d-d'} \sum_{\chi \in W} (-1)^{1+1} K_{\frac{\alpha}{2}-m+1}(1)^2 \quad (7.4)$$

There exist some $d'$ coordinates such that the projection of $W$ onto those coordinates is surjective. Therefore the number of elements of $W$ with weight at most $\ell$ is at most $\sum_{j=1}^{\ell} \binom{d'}{\ell}$. We also have a similar bound on the number of elements of $W$ of size at least $n - d - \ell$. Therefore, since by Fact 4.12(v) the summand in (7.4) is decreasing in $\min(|\chi|, n - d - |\chi|)$, we have

$$\sum_{m=0}^{d} \| h_m \|_2^2 \leq 2^{-2n+d-d'+1} \sum_{j=0}^{d'} \binom{d'}{j} (-1)^{j+1} K_{\frac{\alpha}{2}-m+1}(2j + 2).$$
By Fact 4.12(iii), the sum on the right-hand side evaluates to \(-K_{n-d-d'+1}^2(2)\). We can then apply the generating function representation of Krawtchouk polynomials to obtain
\[
\sum_{m=0}^{d} \|h_m\|^2 \leq -2^{-2n+d+d'+1} [x^{n-d-d'+1}(1-x)^2(1+x)^2(n-d-d')^2
\]
\[
= 2^{-2n+d+d'+2} \left( \binom{2(n-d-d')}{n-d-d'} - \binom{2(n-d-d')}{n-d-d'-1} \right)
\]
\[
= 2^{-d-d'} \Theta(n - d - d')^{-3/2} = 2^{-d-d'} O((n-2d)^{-3/2}).
\]

Thus we have that
\[
E[I_V \cdot (I_{W^{n-d}_{2}+1} - I_{W^{n-d}_{2}-1})] \leq \sqrt{2^{d-d}} \sqrt{2^{-d-d'}O((n-2d)^{-3/2})} = 2^{-d}O((n-2d)^{-3/4}).
\]

When \(d = \frac{n}{2} - cn^{2/3}\) for some large enough constant \(c > 0\), we therefore have \(E[I_V \cdot (I_{W^{n-d}_{2}+1} - I_{W^{n-d}_{2}-1})] < \frac{1}{36}(\frac{n}{2})^{-2-n-d}\) and the lemma follows.

\[\square\]

## 7.2 Proof of Theorem 7.1

We are now ready to complete the proof of Theorem 7.1 by using the lemma from the last section.

**Theorem 7.1 (Restated).** For any \(0 < k < n\) and any \(0 < \epsilon < \frac{1}{2}\), \(\epsilon\)-testing \(k\)-linearity requires at least \(\min\{k, n-k\} \cdot (1-o(1))\) queries.

**Proof.** We first prove the special case where \(k = \frac{n}{2} - 1\). There is a natural bijection between linear functions \(\{0, 1\}^n \rightarrow \{0, 1\}\) and vectors in \(\{0, 1\}^n\): associate \(f(x) = \sum_{i \in S} x_i\) with the vector \(\alpha \in \{0, 1\}^n\) whose coordinates satisfy \(\alpha_i = 1[i \in S]\). Note that \(f(x) = \alpha \cdot x\).

For \(0 \leq \ell \leq n\), let \(W_{\ell} \subseteq \{0, 1\}^n\) denote the set of elements of Hamming weight \(\ell\). Fix any set \(X \subseteq \{0, 1\}^n\) of \(q < \frac{n}{2} - O(n^{2/3})\) queries and any response vector \(r \in \{0, 1\}^q\). The set of linear functions that return the response vector \(r\) to the queries in \(X\) corresponds in our bijection to an affine subspace \(V \subseteq \{0, 1\}^n\) of dimension \(n - q\). This is because for each \(x \in X\), the requirement that \(f(x) = r_i\) imposes an affine linear relation on \(f\). By Lemma 7.2, this subspace satisfies the inequality
\[
\left| \frac{|V \cap W^{n-d}_{2}+1|}{|W^{n-d}_{2}+1|} - \frac{|V \cap W^{n-d}_{2}-1|}{|W^{n-d}_{2}-1|}\right| \leq \frac{1}{36}2^{-q}.
\] (7.5)
Define $\mathcal{D}_{\text{yes}}$ and $\mathcal{D}_{\text{no}}$ to be the uniform distributions over $(\frac{n}{2} - 1)$-linear and $(\frac{n}{2} + 1)$-linear functions, respectively. By our bijection, $\mathcal{D}_{\text{yes}}$ and $\mathcal{D}_{\text{no}}$ correspond to the uniform distributions over $W_{\frac{n}{2} - 1}$ and $W_{\frac{n}{2} + 1}$. As a result, the probability that a function drawn from $\mathcal{D}_{\text{yes}}$ or from $\mathcal{D}_{\text{no}}$ returns the response $r$ to the set of queries $X$ is

$$
\Pr_{f \sim \mathcal{D}_{\text{yes}}} [f(X) = r] = \frac{|V \cap W_{\frac{n}{2} - 1}|}{|W_{\frac{n}{2} - 1}|} \quad \text{and} \quad \Pr_{f \sim \mathcal{D}_{\text{no}}} [f(X) = r] = \frac{|V \cap W_{\frac{n}{2} + 1}|}{|W_{\frac{n}{2} + 1}|}.
$$

So (7.5) and Lemma 3.15 imply that at least $\frac{n}{2} - O(n^{2/3})$ queries are required to distinguish $(\frac{n}{2} - 1)$-linear and $(\frac{n}{2} + 1)$-linear functions. All $(\frac{n}{2} + 1)$-linear functions are $\frac{1}{2}$-far from $(\frac{n}{2} - 1)$-linear functions, so this completes the proof of the theorem for $k = \frac{n}{2} - 1$.

For other values of $k$, we apply a simple padding argument. When $k < \frac{n}{2} - 1$, modify $\mathcal{D}_{\text{yes}}$ and $\mathcal{D}_{\text{no}}$ to be uniform distributions over $k$-linear and $(k + 2)$-linear functions, respectively, under the restriction that all coordinates in the sum taken from the set $[2k + 2]$. This modification with $k = \frac{n}{2} - 2$ shows that $\frac{n}{2} - O(n^{2/3})$ queries are required to distinguish $(\frac{n}{2} - 2)$- and $\frac{n}{2}$-linear functions; this implies the lower bound in the theorem for the case $k = \frac{n}{2}$.

\section*{7.3 Implications}

By examining the proof of Theorem 7.1, we see that the proof actually establishes a stronger result: even if we are promised that the input function is either a $k$-linear function or a $(k + 2)$-linear function, we still need $\min(k, n - k) \cdot (1 - o(1))$ queries to distinguish between the two cases. In other words, we proved the following lemma.

\textbf{Lemma 7.3.} For any $0 < k < n$ and any $0 < \epsilon < \frac{1}{2}$, at least $\min \{k, n - k\} \cdot (1 - o(1))$ queries are required to distinguish $k$-linear and $(k + 2)$-linear functions with probability at least $\frac{2}{3}$.

This lemma is particularly helpful for establishing other lower bounds in property testing. Given a property $\mathcal{P}$, if we can identify some $0 < k < n$ such that $k$-linear functions are contained in $\mathcal{P}$ and $(k + 2)$-linear functions are $\epsilon$-far from $\mathcal{P}$, then we immediately obtain a lower bound of $\min(k, n - k) \cdot (1 - o(1))$ queries on the query complexity for $\epsilon$-testing $\mathcal{P}$. In the rest of this section, we apply this method to a number of different properties. A summary of the results obtained in this section is presented in Table 7.1.
<table>
<thead>
<tr>
<th>Property</th>
<th>Lower bound</th>
<th>Previous lower bound</th>
<th>Upper bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-linearity</td>
<td>$k - o(k)$</td>
<td>$\Omega(\sqrt{k})$</td>
<td>$O(k \log k)$ [40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Omega(k)$ (n.a.)</td>
<td>$O(n)$ (folklore)</td>
</tr>
<tr>
<td>$\leq k$-linearity</td>
<td>$k - o(k)$</td>
<td>$\Omega(k/\log k)$</td>
<td>$O(k \log k)$ [40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Omega(k)$ (n.a.)</td>
<td>$O(n)$ (folklore)</td>
</tr>
<tr>
<td>$k$-juntas</td>
<td>$k - o(k)$</td>
<td>$\Omega(k)$</td>
<td>$O(k \log k)$ [40]</td>
</tr>
<tr>
<td>Fourier degree $\leq d$</td>
<td>$d - o(d)$</td>
<td>$\Omega(d)$</td>
<td>$2^{O(d)}$ [46, 40]</td>
</tr>
<tr>
<td>$s$-sparse polynomials</td>
<td>$s - o(s)$</td>
<td>$\Omega(\sqrt{s})$</td>
<td>$\tilde{O}(s)$ [39]</td>
</tr>
<tr>
<td>size-$s$ branching programs</td>
<td>$s - (s)$</td>
<td>$s^{\Omega(1)}$</td>
<td>$\tilde{O}(s)$ [39]</td>
</tr>
<tr>
<td>size-$s$ decision trees</td>
<td>$\log s - o(\log s)$</td>
<td>$\Omega(\log s)$</td>
<td>$\tilde{O}(s)$ [39]</td>
</tr>
</tbody>
</table>

Table 7.1: Results implied by Lemma 7.3. All bounds are stated under the assumption that $k$, $d$, and $s$ are at most $\frac{n}{2}$. Bold font indicates an asymptotic improvement over the previous bounds. Bounds labeled with (n.a.) apply only to non-adaptive testers.

### 7.3.1 $\leq k$-linearity

We begin with an easy corollary. The function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is $\leq k$-linear iff it is $\ell$-linear for some $\ell \leq k$. Lemma 7.3 gives a strong lower bound for the query complexity of testing this property.

**Corollary 7.4.** For any $0 < k < n$ and any $0 < \epsilon < \frac{1}{2}$, $\epsilon$-testing $\leq k$-linearity requires at least $\min\{k, n-k\} \cdot (1 - o(1))$ queries.

**Proof.** By definition, $k$-linear functions are also $\leq k$-linear. Proposition 2.24 implies that $(k + 2)$-linear functions are $\frac{1}{2}$-far from every $\leq k$-linear function. Therefore, any $\leq k$-linearity tester must be able to distinguish $k$-linear and $(k + 2)$-linear functions with probability at least $\frac{2}{3}$ and the corollary follows from Lemma 7.3.

### 7.3.2 Fourier degree

Recall that the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ has Fourier degree at most $d$ if $\hat{f}(\alpha) = 0$ for every element $\alpha \in \{0, 1\}^n$ of Hamming weight $\|\alpha\| > d$.

**Corollary 7.5.** For any $0 < k < n$ and any $0 < \epsilon < \frac{1}{2}$, $\epsilon$-testing $f : \{0, 1\}^n \rightarrow \{0, 1\}$ for the property of having Fourier degree at most $d$ requires at least $\min\{k, n-k\} \cdot (1 - o(1))$ queries.
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Proof. By Proposition 2.23, $k$-linear functions have Fourier degree $k$ and by Proposition 2.24, $(k + 2)$-linear functions are $\frac{1}{2}$-far from all functions with Fourier degree at most $k$. So the corollary again follows directly from Lemma 7.3.

7.3.3 Juntas

Another easy corollary of Lemma 7.3 gives a good lower bound on the query complexity for testing juntas.

**Corollary 7.6.** For any $0 < k < n$ and any $0 < \epsilon < \frac{1}{2}$, $\epsilon$-testing $k$-juntas requires at least $\min\{k, n - k\} \cdot (1 - o(1))$ queries.

Proof. When $f : \{0, 1\}^n \to \{0, 1\}$ is $k$-linear, it is clearly also a $k$-junta. When $f$ is $(k + 2)$-linear, then Proposition 2.24 implies that $f$ is $\frac{1}{2}$-far from all $k$-junta functions. The corollary follows immediately from Lemma 7.3.

7.3.4 Sparse polynomials

The function $f : \{0, 1\}^n \to \{0, 1\}$ is an $s$-sparse polynomial if the corresponding function $f_{\mathbb{F}_2} : \mathbb{F}_2^n \to \mathbb{F}_2$ is a polynomial with at most $s$ monomials. We can again use Lemma 7.3 to prove a lower bound on the query complexity for testing $s$-sparse polynomials. In order to do so, however, we need to show that $(s + 2)$-linear functions are far from all $s$-sparse polynomials. This was first done by Diakonikolas et al. [46, Thm. 36].

**Lemma 7.7** (Diakonikolas et al. [46]). Fix $0 < k \leq n - 2$. Let $f : \{0, 1\}^n \to \{0, 1\}$ be an $(k + 2)$-linear function. Then $f$ is $\frac{1}{20}$-far from every $k$-sparse polynomial.

Proof. Without loss of generality, let $f : x \mapsto x_1 \oplus \cdots \oplus x_{k+2}$. Let $g$ be an $k$-sparse polynomial, i.e. $g = T_1 \oplus \cdots \oplus T_k$ where each $T_i$ is a monomial. We want to show that $f$ and $g$ are far. We can assume without loss of generality that $g$ does not contain any length-1 terms, since if it did we could just subtract those terms off of both $f$ and $g$ to create $f'$ and $g'$, which have the same distance from each other. We could then prove the theorem for $f'$, $g'$, and a smaller value of $k$.

Define the influence of a variable $x_i$ in $f$, denoted $\text{Inf}_i(f)$, in the standard way- i.e. $\text{Inf}_i(f) = \Pr_x[f(x) \neq f(x^{\oplus i})]$ where $x^{\oplus i}$ denotes $x$ with the $i$th bit flipped. Define the total influence of $f$ to be $\sum_i \text{Inf}_i(f)$. 
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For any $f$ and $g$, it is straightforward to show that if for some $i$ the difference $|\Inf_i(f) - \Inf_i(g)|$ is at least $\delta$, then $f$ and $g$ must have distance at least $\delta/2$. When $f$ is the $(k + 2)$-linear function defined above, each variable $x_1$ through $x_{k+2}$ has influence 1. Thus, to complete the proof, we will show that in $g$ one of these variables must have influence at most $0.9$.

If the total influence of $x_1$ through $x_{k+2}$ in $g$ is less than $0.9(k + 2)$, then we are done, since the pigeonhole principle implies the existence of a variable $x_i$ with influence at most $0.9$. Thus, in what follows, we assume

$$\sum_{i}^{k+2} \Inf_i(g) \geq 0.9(k + 2).$$  \hspace{1cm} (7.6)

We can bound the total influence of $x_1$ through $x_{k+2}$ in $g$ as follows. First, we write $g = g_2 \oplus g_3$ where $g_2$ is the collection of terms in $g$ that have length 2, and $g_3$ is the collection of terms in $g$ that have length at least 3. Now note:

- Each variable $x_i$ that appears in $g_2$ has $\Inf_i(g_2) = 1/2$. The reason is because since every term of $g_2$ has length 2, $x_i$ is influential exactly when the other variables it appears with have parity 1, which happens exactly half the time.

- For each term in $g_3$, the total contribution of that term to the influences of all the variables is at most $3/4$. To see why, suppose the term has length $m$, then on a random assignment the probability that a variable is relevant to that term is $1/2^{m-1}$, so the total effect the term can have on all the influences is at most $m \cdot 1/2^{m-1}$. If $m \geq 3$, this is at most $3/4$.

Let $R_2$ be the number of terms of $g_2$, and $R_3$ be the number of terms in $g_3$. By hypothesis, $R_2 + R_3 \leq k$. Since each term of $g_2$ contributes at most 1 to the total influence of $g$, and each term of $g_3$ contributes at most $3/4$ to the total influence of $g$, we have that

$$\sum_{i}^{k+2} \Inf_i(g) \leq R_2 + (3/4)R_3.$$  \hspace{1cm} (7.7)

Combining equations 7.6 and 7.7 we get that $R_2 + (3/4)R_3 \geq (9/10)k$. Using the fact that $R_2 + R_3 \leq k$, this implies that $R_3 \leq (4/10)k$, in other words there cannot be too many terms of length 3 or more in $g$. Now we can bound the influence of variables $x_1$ through
By the pigeonhole principle, there must exist a variable $x_i$ with influence at most 0.9 in $g$.

Theorem 7.8. For any $0 < s < n$ and any $0 < \epsilon < \frac{1}{2^s}$, $\epsilon$-testing $s$-sparse polynomials requires at least \( \min\{s, n - s\} \cdot (1 - o(1)) \) queries.

Proof. When $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is $s$-linear, it is an $s$-sparse polynomial. When $f$ is $(s + 2)$-linear, then Lemma 7.7 implies that $f$ is $\frac{1}{20}$-far from all $s$-sparse polynomials. The corollary follows immediately from Lemma 7.3.

7.3.5 Decision trees

We can also use Lemma 7.3 to prove lower bounds for properties related to the computational complexity of a boolean function. We first show how it implies a lower bound for testing whether a function can be computed by a small decision tree.

Lemma 7.9. Fix $s \geq 1$ and $0 < \alpha < 1$. Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be an $s$-linear function. Then $f$ can be computed by a decision tree of size $2^s$ and is $\frac{1 - \alpha}{2}$-far from all functions that are computable by decision trees of size at most $\alpha 2^s$.

Proof. To construct a decision tree of size $2^s$ that computes the function $f : x \mapsto x_{i_1} \oplus \cdots \oplus x_{i_s}$, create a complete tree of depth $s$ where each node at level $j$ of the tree queries $x_{i_j}$. This tree has $2^s$ leaves and, by setting the value of each leaf appropriately, computes the function $f$ exactly.

Consider now a decision tree $T$ of size at most $\alpha 2^s$, and let $g : \{0, 1\}^n \rightarrow \{0, 1\}$ be the function computed by this tree. We want to show that $\Pr[f(x) \neq g(x)] \geq \frac{1 - \alpha}{2}$ when
the probability is over the uniform distribution of \( x \in \{0,1\}^n \). For each leaf \( \ell \) of \( T \), let \( \text{depth}(\ell) \) denote the number of unique variables queried by the nodes in the path from the root of \( T \) to \( \ell \) and let \( R_\ell \subseteq \{0,1\}^n \) represent the set of inputs \( x \in \{0,1\}^n \) that define a path in \( T \) that reaches \( \ell \). (Note that the sets \( R_\ell \) form a partition of \( \{0,1\}^n \).) Define \( B := \bigcup_{\ell: \text{depth}(\ell) \leq s} R_\ell \) to be the union of the sets \( R_\ell \) for all the leaves in \( T \) of depth strictly less than \( s \). Then

\[
\Pr[f(x) \neq g(x)] \geq \Pr[f(x) \neq g(x) \cap x \in B] = \Pr[x \in B] \cdot \Pr[f(x) \neq g(x) \mid x \in B].
\]

For any leaf \( \ell \) of \( T \), the probability that an input \( x \) chosen uniformly at random from \( \{0,1\}^n \) reaches \( \ell \) is \( 2^{-\text{depth}(\ell)} \). By the union bound, the probability that \( x \) reaches a leaf of depth at least \( s \) in \( T \) is at most \( \alpha \cdot 2^s \cdot 2^{-s} = \alpha \), so \( \Pr[x \in B] \geq 1 - \alpha \).

Let \( \ell \) be a leaf in \( T \) of depth at most \( s - 1 \). Then there is some index \( i \in \{i_1, \ldots, i_s\} \) that is not queried in the path from the root of \( T \) to \( \ell \). We can partition \( R_\ell \) into pairs \( (x, x^{(i)}) \) where each pair is identical in all but the \( i \)-th coordinate. For each such pair, \( f(x) \neq f(x^{(i)}) \) so no matter what label is attached to the leaf \( \ell \), we have \( \Pr[f(x) \neq g(x) \mid x \in R_\ell] = \frac{1}{2} \). This also implies that \( \Pr[f(x) \neq g(x) \mid x \in B] = \frac{1}{2} \) and, therefore, \( \Pr[f(x) \neq g(x)] \geq (1 - \alpha) \cdot \frac{1}{2} = \frac{1-\alpha}{2} \), as we wanted to show.

**Theorem 7.10.** For any \( 0 < s < n \) and any \( 0 < \epsilon < \frac{3}{8} \), \( \epsilon \)-testing size-\( 2^s \) decision trees requires at least \( \min\{s, n - s\} \cdot (1 - o(1)) \) queries.

**Proof.** By Lemma 7.9, when \( f : \{0,1\}^n \rightarrow \{0,1\} \) is \( s \)-linear it can be computed by a decision tree of size \( 2^s \) and when \( f \) is \( (s + 2) \)-linear it is \( \frac{3}{8} \)-far from all decision trees of size \( 2^s \). The corollary follows immediately from Lemma 7.3.

### 7.3.6 Branching programs

We show that Lemma 7.9 also implies a nearly-optimal lower bound on the query complexity for testing whether a function can be computed by a small-size branching program.

**Lemma 7.11.** Let \( \mathcal{P} \) be the class of all boolean functions computable by branching programs of size \( 2s \). Then every \( s \)-linear function is in \( \mathcal{P} \) while every \((s + 2)\)-linear function is \( \frac{1}{6} \)-far from \( \mathcal{P} \).

**Proof.** Again, the first assertion is almost immediate: consider a branching program of width 2 that queries \( x_{i_1} \) at the start node and queries \( x_{i_j} \) on both nodes at level \( 1 < j \leq s \). We can arrange the edges of this branching program so that the left (resp., right) node at
level $j$ is reached when $x_i \oplus \cdots \oplus x_{i_{j-1}}$ equals 0 (resp., equals 1). This branching program has size $2s - 1$ and computes the $s$-linear function.

For the second assertion, let $P$ be a branching program of size $2s$, and suppose it is close to some $(s + 2)$-linear function $h$. Note that if one of the $s + 2$ variables in $h$ does not appear in $P$, then $h$ and $P$ are $\frac{1}{2}$-far, since for every input there is a variable whose value we can flip to change the value of $h$ without changing the output of $P$.

Thus, we assume that every variable in $h$ appears in $P$. Moreover, since $P$ has only $2s$ nodes, there must be at least two variables in $h$ that are queried only once in $P$. Let $x_1$ and $x_2$ denote two such variables, and let $u_1$ and $u_2$ denote the corresponding nodes in $P$. The graph of $P$ is directed and acyclic, so we can assume without loss of generality that no path reaches the node $u_1$ after reaching $u_2$.

Consider the paths in $P$ generated by strings $x, x^{(1)} \in \{0, 1\}^n$, where $x$ is generated uniformly at random and $x^{(1)}$ is generated from $x$ by flipping $x_1$. Note that $x^{(1)}$ is also uniform. If the random path generated by $x$ reaches $u_2$ with probability less than $\frac{2}{3}$, then with probability at least $\frac{1}{3}$, flipping the value of $x_2$ changes the value of $h$ without changing the output of $P$; hence, $P$ is $\frac{1}{6}$-far from $h$. On the other hand, if this random path reaches $u_2$ with probability at least $\frac{2}{3}$, then the path generated by $x^{(1)}$ also reaches $u_2$ with probability $\frac{2}{3}$. By the union bound, the probability that both $x$ and $x^{(1)}$ describe paths in $P$ reaching $u_2$ is at least $\frac{1}{3}$. But since $u_1$ cannot be reached after $u_2$, this means that both $x$ and $x^{(1)}$ describe paths to the same terminal in $P$ even though they have different values in $h$. Therefore, $P$ is $\frac{1}{6}$-far from $h$ in this case too.

Theorem 7.12. For any $0 < s < n$ and any $0 < \epsilon < \frac{1}{6}$, $\epsilon$-testing size-$s$ branching programs requires at least $\min\{s, n - s\} \cdot (1 - o(1))$ queries.

Proof. By Lemma 7.11, when $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is $s$-linear it can be computed by a branching program of size $s$ and when $f$ is $(s + 2)$-linear it is $\frac{1}{6}$-far from all functions computable by branching programs of size $s$. The corollary follows immediately from Lemma 7.3.

7.3.7 Small-width OBDDs

An ordered binary decision diagram (or OBDD) is an acyclic graph with a single root and at most $n + 1$ levels of nodes. There are two nodes in the last level. These are called sink nodes; one is labeled 0 and the other one is labeled 1. The nodes in every other level have out-degree two, with one edge labeled 0 and the other one labeled 1. All edges leaving a node from the $\ell$th level go to a node in the $(\ell + 1)$st level. Each level is labeled with some
index $i \in [n]$. The first level of any OBDD contains a single node. The *width* of an OBDD is the maximum number of nodes at any level.

We say that an OBDD *computes* the function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ if for every $x \in \{0, 1\}^n$, the path through the OBDD defined by following the edge labeled $x_i$ from the current node, where $i$ is the label associated with the current node’s level, leads to the sink node labeled with $f(x)$.

There are two natural questions that we may ask related to property testing and small-width OBDDs—or, for that matter, any other complexity class. How many queries do we need to test if a function is computable by OBDDs of width $w$? And are there properties that contain only functions computable by OBDDs of width $w$ that are much harder to test?

Ron and Tsur [88] showed that testing whether a function is computable by width-2 OBDDs can be done with $O(\log n)$ queries. Goldreich [57] showed that there are properties that contain only functions computable by width-2 OBDDs that are much harder to test: they require $\Omega(n)$ queries to test. Theorem 7.1 immediately yields a slight sharpening of this result.

**Corollary 7.13.** There is a property $\mathcal{P}$ containing only functions computable by width-2 OBDDs that requires $\frac{n^2}{2} - o(n)$ queries to test.

**Proof.** Note that all linear functions are computable by width-2 OBDDs. To see this, consider $f(x) = x_{i_1} \oplus \cdots \oplus x_{i_k}$. We can build a width-2 OBDD with $k + 1$ levels where the levels are labeled with $i_1, \ldots, i_k$. For the levels $2, \ldots, k + 1$, we associate one node with the value 1 and the other with the value 0. Let the edges labeled 0 (resp., 1) go to the node of the next level with the same (resp., different) value as the current node. Then the value of the node on level $\ell$ represents the parity of the variables $i_1, \ldots, i_{\ell-1}$.

As a result, all $\frac{n}{2}$-linear functions are also computable by width-2 OBDDs and the corollary follows directly from Theorem 7.1.

### 7.4 Notes and Discussion

**Alternative proof.** The proof of the lower bound for testing $k$-linearity presented in this section was obtained in joint work with Daniel Kane [24]. In a simultaneous but separate project with Joshua Brody and Kevin Matulef [22, 23], we obtained a different proof of the same (asymptotic) lower bound. That proof is presented in Chapter 11.
Non-adaptive testing of $k$-linearity. The manuscript [24] includes the result presented in this chapter as well as one more lower bound. The second lower bound shows that testing $k$-linearity non-adaptively requires $2 \cdot \min\{k, n - k\} - O(1)$ queries. (This lower bound is twice as large as the lower bound for adaptive algorithms.)

Asymptotically, the two lower bounds are equivalent. The non-adaptive lower bound, however, says something much stronger about the problem of testing $\frac{n}{2}$-linearity: it says that no non-adaptive tester can improve on the query complexity of the folklore tester by more than an additive constant.

One may wonder if the same strong statement also applies to adaptive algorithms: is it possible to show that all adaptive testers for $\frac{n}{2}$-linearity also require $n - O(1)$ queries? The answer is no. In [24], we show that there is an adaptive algorithm for testing $\frac{n}{2}$-linearity with $\frac{2}{3}n + o(n)$ queries. This shows that it is indeed possible to beat the folklore tester by more than an additive constant if we can choose the queries adaptively. It also gives a gap—albeit a small one—between the query complexities of testing $\frac{n}{2}$-linearity adaptively and non-adaptively.
Part II

Testing Function Isomorphism
Chapter 8

Testing Isomorphism to Partially Symmetric Functions

The first part of this thesis was mainly concerned with determining the exact query complexity for testing various properties of boolean functions. The current part aims to understand why different properties of boolean functions can be tested with very few queries, while other properties cannot.

In the last few years, there has been great progress in understanding the testability of graph properties—properties of graphs $G = (V, E)$ that are invariant under relabeling of the vertices—and, to a large extent, the problem of characterizing the set of graph properties that are testable with a constant number of queries has been largely solved [5, 6, 7]. Recently, there has also been much progress in understanding the testability of hypergraph properties [11] and the testability of algebraic properties—that is, properties that are invariant under linear or affine transformations—of functions [18, 72, 95].

Our understanding of the testability of (non-algebraic) properties of boolean functions, however, remains largely incomplete. One approach for remedying this situation, first proposed by Fischer et al. [52], is to study the function isomorphism testing problem. Two boolean functions $f, g : \{0, 1\}^n \rightarrow \{0, 1\}$ are said to be isomorphic if they are identical up to permutation of the input labels. The $f$-isomorphism $\epsilon$-testing problem asks a tester to determine whether a function $g$ is isomorphic to $f$ or whether it is $\epsilon$-far from being so with as few queries as possible. When it is possible to $\epsilon$-test $f$-isomorphism with a number of queries that depends on $\epsilon$ but not on $n$, we say that $f$ is efficiently isomorphism-testable. The function isomorphism testing (characterization) problem asks us to determine the set of functions that are efficiently isomorphism-testable.
The current chapter’s focus is on functions that are efficiently isomorphism-testable. That is, we seek upper bounds on the query complexity for testing \( f \)-isomorphism for different functions \( f \). Lower bounds on the query complexity for testing function isomorphism will be established in the next two chapters.

**Previous work.** Let’s begin with some folklore observations. When \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is a (fully) symmetric function, then testing isomorphism to \( f \) is equivalent to testing identity to \( f \). (Since the only function isomorphic to \( f \) is \( f \) itself.) So in this case \( \epsilon \)-testing \( f \)-isomorphism can be done with \( O(1/\epsilon) \) queries.

Another folklore result is obtained with a similar argument. For any function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), there are at most \( n! \) functions \( g \) that are isomorphic to \( f \). As a result, by Corollary 3.14, we can \( \epsilon \)-test \( f \)-isomorphism with \( O(\log(n!)/\epsilon) = O(n \log(n)/\epsilon) \) queries.

The two above observations can be unified and generalized in the following way. For the function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), let \( \kappa(f) = |\{f^\pi : \pi \in S_n\}| \) denote the number of distinct functions that are isomorphic to \( f \). Then by Corollary 3.14 we can test \( f \)-isomorphism with \( O(\log(\kappa_f)/\epsilon) \) queries.

The generalized folklore observation implies that when \( f \) is a \( k \)-junta, it is possible to \( \epsilon \)-test \( f \)-isomorphism with \( O(\log((n)^k)!)/\epsilon) = O(k \log(n)/\epsilon) \) queries. Fischer et al. [52] improved on this result by showing that when \( f \) is a \( k \)-junta, it is possible to \( \epsilon \)-test \( f \)-isomorphism with only \( \text{poly}(k, \epsilon) \) queries. In other words, when \( f \) is a junta (with a constant number of relevant variables), then \( f \) is efficiently isomorphism-testable.

The query complexity for testing juntas was sharpened by Chakraborty, García Sori-ano, and Matsliah [40]. By building on the junta test presented in Chapter 5, they showed that it is possible to test \( k \)-juntas with \( O(k \log k) \) queries.

At a qualitative level, the folklore observations and the results in [52, 40] show that symmetric functions and junta functions are efficiently isomorphism-testable. When we began the research project presented in this chapter, those were the essentially the only functions that were known to be efficiently isomorphism-testable.

**Our result.** It is not too hard to see that juntas and symmetric functions cannot be the only functions that are efficiently isomorphism-testable. For example, consider the function defined by \( f(x) = x_1 \oplus \cdots \oplus x_{n-1} \). This function is not symmetric and has \( n-1 \) relevant variables. This function, however, can be represented as the combination of a symmetric function and a junta function:

\[
f(x) = (x_1 \oplus \cdots \oplus x_n) \oplus x_n.
\]
We can use this observation to build an \( f \)-isomorphism tester that requires only \( O(1/\epsilon) \) queries: given some function \( g : \{0, 1\}^n \rightarrow \{0, 1\} \), we test whether the function \( g' \) obtained by setting

\[
g'(x) = (x_1 \oplus \cdots \oplus x_n) \oplus g(x)
\]

is isomorphic to the function \( f'(x) = x_n \). We leave it to the reader to verify that when \( g \) is isomorphic to \( f \), then \( g' \) is isomorphic to \( f' \) and that when \( g \) is \( \epsilon \)-far from isomorphic to \( f \) then \( g' \) is also \( \epsilon \)-far from isomorphic to \( f' \).

When examining why the function \( f \) defined in the last paragraph is efficiently isomorphism-testable, one may notice that it is a partially symmetric function. This leads to the natural question: are all partially symmetric functions efficiently isomorphism-testable? The main result of this chapter gives an affirmative answer to this question.

**Theorem 8.1.** For every \((n - k)\)-symmetric function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), there exists an \( \epsilon \)-tester for \( f \)-isomorphism that requires only \( O(k \log(k)/\epsilon^2) \) queries.

This result presents a unified explanation for the efficient isomorphism-testability of juntas and of symmetric functions. Since many partially symmetric functions—such as the one in the example above—are not juntas or fully symmetric, it also significantly extends the set of functions that we know to be efficiently isomorphism-testable.

One might wonder if, in turn, the set of partially symmetric functions is only a subset of all the functions that are efficiently isomorphism-testable. In [26], we conjecture that the answer to this question is essentially “no”: that partial symmetry is effectively the characteristic that determines whether functions are efficiently isomorphism-testable or not. This conjecture is still open; see [26] for the details.

The proof of Theorem 8.1 is constructive. In the next section, we introduce an algorithm for efficiently testing isomorphism to partially symmetric functions. The analysis of this algorithm, and thus the proof of the main theorem, follows in Section 8.2.

**8.1 The Algorithm**

The algorithm we introduce for testing isomorphism to partially symmetric functions follows the general outline of the isomorphism tester for juntas introduced by Fischer et al. [52] and refined by Chakraborty, García Soriano, and Matsliah [40]. The algorithm proceeds in two stages.

The first stage tests whether the given function is partially symmetric. We use the `PARTIALLYSYMMEtricTEST` algorithm from Chapter 6 for this task, with one minor
modification: when that test accepts, it also returns the partition of \([n]\) that it defined and the asymmetric parts that it identified.

The second stage of the algorithm verifies that, if the function is indeed partially symmetric, it is consistent with the target function (up to relabeling of the input variables). This second stage relies on an efficient “core sampler” to reduce the number of queries.

### 8.1.1 Core sampler for partially symmetric functions

Let \(f : \{0,1\}^n \to \{0,1\}\) be \(J\)-symmetric for some set \(J \subseteq [n]\) of size \(|J| = n - k\). This \((n - k)\)-symmetric function can be represented in a concise manner as the function \(f_{\text{core}} : \{0,1\}^k \times \{0,1,\ldots,n-k\}\). We call the function \(f_{\text{core}}\) the core of \(f\). Two \((n - k)\)-symmetric functions \(f, g : \{0,1\}^n \to \{0,1\}\) are isomorphic iff their core functions are isomorphic. The latter task can be done with an efficient sample extractor.

In the following definition, let \(D_{n,k}^*\) be the distribution on pairs \((x,w) \in \{0,1\}^k \times \{0,1,\ldots,n-k\}\) where \(x\) is drawn from the uniform distribution over \(\{0,1\}^k\) and \(w\) is drawn independently from the binomial distribution \(\text{Bin}(n-k, \frac{1}{2})\). A perfect sample extractor for a partially symmetric function draws an input from \(D_{n,k}^*\) and returns the value of the core of that function on this input.

**Definition 8.2.** A perfect sampler for the \((n-k)\)-symmetric function \(f : \{0,1\}^n \to \{0,1\}\) is a randomized algorithm that queries \(f\) on a single input and returns a triplet \((x,w,z) \in \{0,1\}^k \times \{0,1,\ldots,n-k\} \times \{0,1\}\) where

1. \((x,w) \sim D_{n,k}^*\); and
2. \(f_{\text{core}}(x,w) = z\).

If we know the identity of the set \(J\) of \(k\) asymmetric variables in the \((n-k)\)-symmetric function \(f\), it is easy to design a perfect sampler for this function: draw \(y \in \{0,1\}^n\) uniformly at random and return the triplet \((y_J, \|y_{\bar{J}}\|, f(y))\). If we do not know the exact set \(J\) of asymmetric variables, however, it is much easier to design an approximate sample extractor for the function.

**Definition 8.3.** A \(\delta\)-sampler for the \((n-k)\)-symmetric function \(f : \{0,1\}^n \to \{0,1\}\) is a randomized algorithm that queries \(f\) on a single input and returns a triplet \((x,w,z) \in \{0,1\}^k \times \{0,1,\ldots,n-k\} \times \{0,1\}\) where

1. The distribution \(D\) of \((x,w)\) satisfies \(d_{\text{TV}}(D, D_{n,k}^*) \leq \delta\); and
2. \( z = f_{\text{core}}(x, w) \) with probability at least \( 1 - \delta \).

Given a partition \( \mathcal{I} = \{I_1, \ldots, I_s\} \) of \([n]\), we say that \( x \in \{0, 1\}^n \) respects the partition \( \mathcal{I} \) if for every \( 1 \leq i \leq s - 1 \), each coordinate in \( I_i \) has the same value in \( x \) (i.e., if for every part \( I_i \) we have either \( x_I = e^I \) or \( x_I = 0 \)). We define \( \mathcal{D}_I \) to be the distribution over \( \{0, 1\}^n \) obtained by the following procedure. First, we sample \( w \sim \text{Bin}(n, \frac{1}{2}) \). If there exist some elements \( x \in \{0, 1\}^n \) of Hamming weight \( \|x\| = w \) that respects the partition \( \mathcal{I} \), we choose one of those elements uniformly at random and return it. If no such element exists, we return \( 0 \).

The following algorithm is an efficient (approximate) sampler for the core of a partially symmetric function when it is given a partition that splits the asymmetric variables among the sets \( I_1, \ldots, I_{s-1} \).

<table>
<thead>
<tr>
<th>\text{SAMPLEPSF}(f, I_1, \ldots, I_s, J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Draw ( y \sim \mathcal{D}_I ).</td>
</tr>
<tr>
<td>2. Let ( x \in {0, 1}^k ) be the value assigned to the parts in ( J ).</td>
</tr>
<tr>
<td>3. Return the triplet ((x, |y| - |x|, f(y))).</td>
</tr>
</tbody>
</table>

### 8.1.2 The isomorphism-testing algorithm

We are now ready to describe the algorithm for isomorphism testing of \((n - k)\)-symmetric functions. Given an \((n - k)\)-symmetric function \( f \), the following algorithm tests whether the input function \( g \) is isomorphic to \( f \) or \( \epsilon \)-far from being so.

<table>
<thead>
<tr>
<th>\text{PSFISO\textsc{Test}}(f, k, g, \epsilon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. If \text{PARTIAL\textsc{Symmetry\textsc{Test}}}(g, k, \frac{\epsilon}{1000}) ) does not accept, reject.</td>
</tr>
<tr>
<td>2. Let ( {I_1, \ldots, I_s} ) and ( J \subseteq [s - 1] ) be the partition and asymmetric parts defined by \text{PARTIAL\textsc{Symmetry\textsc{Test}}}.</td>
</tr>
<tr>
<td>3. For ( i = 1, \ldots, \Theta(k \log(k)/\epsilon^2) ),</td>
</tr>
<tr>
<td>3.1. Draw ((x^{(i)}, w^{(i)}, z^{(i)}) \leftarrow \text{SAMPLEPSF}(f, I_1, \ldots, I_s, J)).</td>
</tr>
<tr>
<td>4. Accept iff at least a ( 1 - \frac{\epsilon}{2} ) fraction of the triplets ((x^{(i)}, w^{(i)}, z^{(i)})) are consistent with the core function of some isomorphism of ( f ).</td>
</tr>
</tbody>
</table>
8.2 Analysis of the Algorithm

We begin by establishing some technical properties about the distributions defined in the last section.

**Proposition 8.4.** Let $J = \{j_1, \ldots, j_k\} \subseteq [n]$ be a set of size $k$, and $r = \Omega(k^2)$ be odd. If $x \sim D^W_I$ for a random partition $I$ of $[n]$ into $r$ parts and a random workspace $W \in I$, then

- $x$ is $o(1/n)$-close to being uniform over $\{0, 1\}^n$, and
- $(x_J, \|x_J\|)$ is $c/k$-close to being distributed according to $D^*_k,n$, for our choice of $0 < c < 1$.

**Proof.** We start with the first part of the proposition, showing $x$ is almost uniform. Consider the following procedure to generate a random $I, W$ and $x$. We draw a random Hamming weight $w \sim \mathcal{B}_{n, 1/2}$ and define $x'$ to be the input consisting of $w$ ones followed by $n - w$ zeros. We choose a random partition $I'$ of $[n]$ into $r$ consecutive parts $I_1, \ldots, I_r$ (i.e., $I_1 = \{1, 2, \ldots, |I_1|\}, \ldots, I_r = \{n - |I_r| + 1, \ldots, n\}$) according to the typical distribution of sizes in a random partition. Let the workspace $W'$ be the only part which contains the coordinate $w$ (or $I_1$ if $w = 0$). We now apply a random permutation over $x', I'$ and $W'$ to get $x, I$ and $W$. The above procedure outputs a random element $x$ that is uniformly distributed over $\{0, 1\}^n$. The choice of $I$ was also done at random, considering the applied permutation over $I'$. The only difference is then in the choice of the workspace $W$, which can only be reflected in its size. However, when $r = o(\sqrt{n})$ we will choose the middle part as the workspace with probability $1 - o(1)$, regardless of its size. In the remaining cases, since there are $n/r = \Omega(\sqrt{n})$ parts, the possible parts to be chosen as workspace are a small fraction among all parts, and therefore $W$ would be $o(1)$-close to being a random part.

Proving the second property of the proposition, we also consider two cases. When $r = o(\sqrt{n})$, with probability $1 - o(1)$, the workspace would have size $\omega(\sqrt{n})$ and also $w = n/2 + O(\sqrt{n})$. In such a case, the $r - 1$ parts (excluding the workspace) would be half zeros and half ones, and the marginal distribution over the number of ones in $J$ would be $\mathcal{H}_{r-1,(r-1)/2,k}$ (assuming the elements of $J$ are separated by $I$, which happens with probability $1 - o(1)$). By Lemma 4.3, the distance between this distribution and $\mathcal{B}_{k,1/2}$ is bounded by $k/r < c/k$ for our choice of $0 < c < 1$. Since there is no restriction on the ordering of the sets, this is also the distance from uniform over $\{0, 1\}^k$ as required.

In the remaining case where $r = \Omega(\sqrt{n})$, we can use the same arguments and also apply Lemma 4.4 with the distributions $\mathcal{B}_{k,1/2}$ and $\mathcal{B}_{k,1/2+\delta}$ for $\delta = O(1/\sqrt{n})$, implying
the distance between these two distributions is at most $o(1)$. Combining this with the distance to $\mathcal{H}_{r-1,(r-1)(1/2+\delta),k}$ we get again a total distance of $k/r + o(1) < c/k$ for our choice of $0 < c < 1$. 

We now establish a basic fact regarding the functions that are accepted by the PartiallySymmetricTest.

**Lemma 8.5.** Let $g$ be a function $\epsilon$-close to being $(n-k)$-symmetric which passed the PartiallySymmetricTest$(g, k, \epsilon)$. In addition, let $\mathcal{I}, W$ and $J$ be the partition, workspace and identified parts used by the algorithm. With probability at least $9/10$, there exists a function $h$ which satisfies the following properties.

- $h$ is $4\epsilon$-close to $g$, and
- $h$ is $(n-k)$-symmetric whose asymmetric variables are contained in $J$ and separated by $\mathcal{I}$.

**Proof.** Let $g^*$ be the $(n-k)$-symmetric function closest to $g$ (which can be $f$ itself, up-to some isomorphism) and $R$ be the set of (at most) $k$ asymmetric variables of $g^*$. By Lemma 6.3 and our assumption over $g$,

$$\text{SymInf}_{g^*}(R) \leq 2 \cdot \text{dist}(g, g^*) \leq 2\epsilon.$$ 

Notice however that $R$ is not necessarily contained in $J$ and therefore $g^*$ is not a good enough candidate for $h$. Let $U = R \cap J$ be the intersection of the asymmetric variables of $g^*$ and the sets identified by the algorithm. In order to show that $g$ is also close to being $\overline{U}$-symmetric, we bound $\text{SymInf}_{g}(U)$ using Lemma 6.6 with the sets $\overline{R}$ and $\overline{J}$. Notice that since $|R| \leq k$ and $|J| \leq 2kn/r \leq \epsilon^2 n/c'$ for our choice of $c'$, we can bound the error term (in the notation of Lemma 6.6) by $c\sqrt{\tau} \leq c\sqrt{\epsilon^2/c'} \leq \epsilon$. We therefore have

$$\text{SymInf}_{g}(U) \leq \text{SymInf}_{g}(R) + \text{SymInf}_{g}(J) + \epsilon \leq 2\epsilon + \epsilon + \epsilon = 4\epsilon$$

where we know $\text{SymInf}_{g}(J) \leq \epsilon$ with probability at least $19/20$ as the algorithm did not reject.

By applying Lemma 6.3 again, we know there exists a $\overline{U}$-symmetric function $h$, whose distance to $g$ is bounded by $\text{dist}(g, h) \leq 4\epsilon$. Moreover, with probability at least $19/20$, all its asymmetric variables are completely separated by the partition $\mathcal{I}$ (and they were all identified as part of $J$).

We now generalize a recent result of Chakraborty et al. [39]'s result concerning efficient algorithms for sampling the core of juntas.
**Theorem 8.6.** Let \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) be \((n-k)\)-symmetric with \( k < n/10 \). There is an algorithm that queries \( f \) on \( O(\frac{k}{\eta^2} \log \frac{k}{\eta^2}) \) inputs and with probability at least \( 1 - \eta \) outputs a \( \delta \)-sampler for \( f \).

**Proof of Theorem 8.6.** The algorithm for generating the sampler is described by \textsc{PartiallySymmetricSampler}, which performs \( O(\frac{k}{\eta^2} \log \frac{k}{\eta^2}) \) preprocessing queries to the function. What remains to be proved is that indeed with good probability, the algorithm returns a valid sampler.

Let \( h \) be the function defined in the analysis of Theorem 8.1, which satisfies the conditions of Lemma 8.5. Recall that its asymmetric variables were separated by \( \mathcal{I} \) and appear in \( J \). Following this analysis and that of \textsc{PartiallySymmetricTest}, one can see that with probability at least \( 1 - \eta \) we would not reject \( f \) when calling \textsc{PartiallySymmetricTest}. Moreover, the samples would be \( \delta/2 \)-close to sampling the core of \( h \), which is by itself \( \delta/2 \)-close to \( f \). Therefore, overall our samples would be \( \delta \)-close to sampling the core of \( f \).

The last part in completing the proof of the theorem is showing that we sample the core with distribution \( \delta \)-close to \( D^*_{k,n} \). By Proposition 8.4, the total variation distance between sampling the core according to \( D^*_{k,n} \) and sampling it according to \( D^W_{\mathcal{I}} \) is at most \( c/k \) for our choice of \( 0 < c < 1 \), which we can choose it to be at most \( \delta \). 

Notice that if the function \( f \) is not \((n-k)\)-symmetric but still very close (say \((k/\eta^2)\)-close), applying the same algorithm will provide a good sampler for an \((n-k)\)-symmetric function \( f' \) close to \( f \). The main reason is that most likely, we will not query any location of the function where it does not agree with \( f' \).

Finally, we are ready to complete the analysis of \textsc{PSFISOTest}.

**Proof of Theorem 8.1.** Before analyzing the algorithm we just described, we consider the case where \( k > n/10 \). Since Theorem 6.1 does not hold for such \( k \)'s, we apply the basic algorithm of \( O(n \log n/\epsilon) \) random queries, which is applicable testing isomorphism of any given function (since there are \( n! \) possible isomorphisms, the random queries will rule out all of them with good probability, assuming we should reject). Since \( k = \Omega(n) \), the complexity of this algorithm fits the statement of our theorem.

We start by analyzing the query complexity of the algorithm. The step of \textsc{PartiallySymmetricTest} performs \( O(\frac{k}{\epsilon} \log \frac{k}{\epsilon}) \) queries, and therefore the majority of the queries are performed at the sampling stage, resulting in \( O(k \log k/\epsilon^2) \) queries as required. In order to prove the correctness of the algorithm, we consider the following cases.
• $g$ is $\epsilon$-far from being isomorphic to $f$ and $\epsilon/1000$-far from being $(n-k)$-symmetric.

• $g$ is $\epsilon$-far from being isomorphic to $f$ but $\epsilon/1000$-close to being $(n-k)$-symmetric.

• $g$ is isomorphic to $f$.

In the first case, with probability at least $9/10$, PARTIALLYSYMMETRICTEST will reject and so will we, as required. We assume from this point on that PARTIALLYSYMMETRICTEST did not reject, as it will only reject $g$ which is isomorphic to $f$ with probability at most $1/10$, and that we are not in the first case. Notice that these cases match the conditions of Lemma 8.5, and therefore from this point onward we assume there exists an $h$ satisfying the lemma’s properties (remembering we applied the algorithm with $\epsilon/1000$).

In order to bound the distance between $h$ and $g$ in our samples, we use Proposition 8.4, indicating

$$\Pr_{I,W \in I^*} \left[ g(x) \neq h(x) \right] = \dist(g, h) + o(1/n).$$

By Markov’s inequality, with probability at least $9/10$, the partition $I$ and the workspace $W$ satisfy

$$\Pr_{x \sim D_I^W} \left[ g(x) \neq h(x) \right] \leq 10 \cdot \dist(g, h) + o(1/n) \leq 10 \cdot 4\epsilon/1000 + o(1/n) < \epsilon/20.$$

By Proposition 8.4, if we were to sample $h$ according to $D^W_I$, it should be $\epsilon/20$-close to sampling its core (assuming the partition size is large enough). Combined with the distance between $g$ and $h$ in our samples, we expect our samples to be $\epsilon/20 + \epsilon/20 = \epsilon/10$ close to sampling $h$’s core.

The last part of the proof is showing that there would be an almost consistent isomorphism of $f$ only when $g$ is isomorphic to $f$. Notice however that we care only for isomorphisms which map the asymmetric variables of $f$ to the $k$ sets of $J$. Therefore, the number of different isomorphisms we need to consider is $k!$.

Assume we are in the second case and $g$ is $\epsilon$-far from being isomorphic to $f$. Let $f_\pi$ be some isomorphism of $f$. By our assumptions and Lemma 8.5,

$$\dist(f_\pi, h) \geq \dist(f_\pi, g) - \dist(g, h) \geq \epsilon - \epsilon/250.$$

Each sample we perform would be inconsistent with $f_\pi$ with probability at least $\epsilon - \epsilon/250 - \epsilon/10 > 8\epsilon/9$. By the Chernoff bounds and the union bound, if we would perform $q = O(k \log k/\epsilon^2)$ queries, we would rule out all $k!$ possible isomorphisms with probability at least $9/10$ and reject the function as required.
On the other hand, if \( g \) is isomorphic to \( f \), then we know there exists with probability at least \( 9/10 \) some isomorphism \( f_\pi \) which maps the asymmetric variables of \( f \) into the sets of \( J \), such that

\[
\text{dist}(f_\pi, h) \leq \text{dist}(f_\pi, g) + \text{dist}(g, h) \leq \epsilon/500 + \epsilon/250.
\]

For this isomorphism, with high probability much more than \((1 - \epsilon/2)\)-fraction of the queries would be consistent and we would therefore accept \( g \) as we should. \( \square \)
Chapter 9

Nearly Universal Lower Bound for Testing Isomorphism

In the last chapter, we saw that for every function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), it is possible to \( \epsilon \)-test \( f \)-isomorphism with \( O(n \log(n)/\epsilon) \) queries. We also saw that for some functions—specifically, for partially symmetric functions—that universal upper bound is far from tight. The goal of this chapter is to see if this universal upper bound is tight—or nearly tight—for any functions, or whether \( f \)-isomorphism can be tested much more efficiently for every function \( f \).

In the most extreme case, we might ask whether \( f \)-isomorphism can be tested with a constant number of queries for every function \( f \). Fischer et al. [52] showed that this is not the case. Specifically, they showed that for every \( k = o(\sqrt{n}) \), testing isomorphism to the \( k \)-linear function \( f(x) = x_1 \oplus \cdots \oplus x_k \) requires a number of queries that depends on \( k \). So when \( \omega(1) \leq k \leq o(\sqrt{k}) \), testing isomorphism to \( k \)-linear functions requires a super-constant number of queries.

Until recently, that was the only lower bound known for the problem of testing function isomorphism. In this chapter, we provide a significantly stronger lower bound. We show that the universal upper bound of \( O(n \log n) \) queries is tight, up to logarithmic factors, for almost every boolean function. More precisely, we establish the following lower bound.

**Theorem 9.1.** Fix \( 0 < \epsilon < \frac{1}{2} \). For a \( 1 - o(1) \) fraction of the functions \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), any non-adaptive algorithm for \( \epsilon \)-testing isomorphism to \( f \) must make at least \( \frac{n}{100} \) queries.

The proof of the theorem that we present in this chapter is non-constructive: we show that if we pick a boolean function uniformly at random, then with probability \( 1 - o(1) \), testing isomorphism to that function requires at least \( \frac{n}{100} \) queries.
9.1 The Lower Bound

The proof of Theorem 9.1 uses Yao’s Minimax Principle [100]. For a fixed function $f$ we introduce two distributions $F_{\text{yes}}$ and $F_{\text{no}}$ such that a function $g \sim F_{\text{yes}}$ is isomorphic to $f$ and a function $g \sim F_{\text{no}}$ is $\epsilon$-far from isomorphic to $f$ with high probability. We then show that for most choices of $f$, deterministic non-adaptive testing algorithms cannot distinguish functions drawn from either of these distributions with only $\frac{n}{100}$ queries.

We define $F_{\text{yes}}$ to be the uniform distribution over functions isomorphic to $f$. In other words, we draw a function $g \sim F_{\text{yes}}$ by choosing $\pi \in S_n$ uniformly at random and setting $g = f_{\pi}$.

A first idea for $F_{\text{no}}$ may be to make it the uniform distribution over all boolean functions $\{0, 1\}^n \rightarrow \{0, 1\}$. This idea does not quite work, since, for example, a random function differs from $f$ and all functions isomorphic to it on the all 0 input or the all 1 input with probability at least $\frac{3}{4}$. However, a simple modification of this idea does work: to draw a function $g \sim F_{\text{no}}$, we choose a permutation $\pi \in S_n$ uniformly at random and we choose a function $g_{\text{rand}}$ uniformly at random from all boolean functions on $n$ variables. We then let $g$ be the function defined by

$$g(x) = \begin{cases} g_{\text{rand}}(x) & \text{if } \frac{n}{3} \leq \|x\| \leq \frac{2n}{3}, \\ f_{\pi}(x) & \text{otherwise.} \end{cases}$$

With high probability, a function $g \sim F_{\text{no}}$ is far from isomorphic to $f$.

**Proposition 9.2.** Fix $0 < \epsilon < \frac{1}{2}$. For any function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, the function $g \sim F_{\text{no}}$ is $\epsilon$-close to isomorphic to $f$ with probability at most $o(1)$.

**Proof.** Fix any permutation $\pi \in S_n$. Let $g_{\text{rand}}$ be the random function generated in the draw of $g \sim F_{\text{no}}$. By the triangle inequality,

$$\text{dist}(g, f_{\pi}) \geq \text{dist}(g_{\text{rand}}, f_{\pi}) - \text{dist}(g, g_{\text{rand}}).$$

Since $\text{dist}(g, g_{\text{rand}}) \leq 2 \sum_{i=0}^{n/3} \binom{n}{i}/2^n \leq o(1)$, to complete the proof it suffices to fix $\epsilon < \epsilon' < \frac{1}{2}$ and show that $\text{dist}(g_{\text{rand}}, f_{\pi}) > \epsilon'$ with high probability.

Let $\eta = 1 - 2\epsilon'$. For any $x \in \{0, 1\}^n$, $g_{\text{rand}}(x) = f_{\pi}(x)$ with probability $\frac{1}{2}$, so $\mathbb{E}[\text{dist}(g_{\text{rand}}, f_{\pi})] = \frac{1}{2}$. By Chernoff’s bound (see, e.g., Appendix A in [8]),

$$\Pr[\text{dist}(g_{\text{rand}}, f_{\pi}) < \epsilon'] = \Pr[\text{dist}(g_{\text{rand}}, f_{\pi}) < (1 - \eta)\frac{1}{2}] \leq e^{-2\eta^2/6} \leq o\left(\frac{1}{n!}\right).$$

Taking the union bound over all choices of $\pi \in S_n$ completes the proof. \qed
Let $T$ be any deterministic non-adaptive algorithm that attempts to test $f$-isomorphism with at most $\frac{n}{100}$ queries to an unknown function $g$. We will show that $T$ cannot reliably distinguish between the cases where $g$ was drawn from $F_{yes}$ or from $F_{no}$.

Let $Q \subseteq \{0, 1\}^n$ be the set of queries performed by $T$ on $g$. We partition the queries in $Q$ in two: the set $Q_b = \{q \in Q : \frac{n}{3} \leq |q| \leq \frac{2n}{3}\}$ of balanced queries, and the set $Q_u = Q \setminus Q_b$ of unbalanced queries.

When $g$ is drawn from $F_{yes}$ or from $F_{no}$, the responses to the unbalanced queries $Q_u$ are consistent with some function $f_\pi$ isomorphic to $f$. Our next proposition shows that when $T$ makes only $\frac{n}{100}$ queries to $g$, then in fact the responses to the unbalanced queries will be consistent with many functions isomorphic to $f$. More precisely, define

$$\Pi_f(g, Q_u) = \{\pi \in S_n : f_\pi(Q_u) = g(Q_u)\}$$

to be the set of permutations $\pi$ for which $f_\pi$ is consistent with the responses to the queries $Q_u$. The following proposition shows that when the unknown function is drawn from $F_{yes}$ or from $F_{no}$, then with high probability the set $\Pi_f(g, Q_u)$ is large.

**Proposition 9.3.** Let $Q_u$ be any set of unbalanced queries and let $g$ be a function drawn from $F_{yes}$ or from $F_{no}$. Then for any $0 < t < 1$,

$$\Pr_g[|\Pi_f(g, Q_u)| < t \cdot \frac{n!}{2^{n/4}}] \leq t.$$

**Proof.** When $g \sim F_{yes}$ or $g \sim F_{no}$, then $g(x) = f_\pi(x)$ for every unbalanced input $x$, where $\pi$ is chosen uniformly at random from $S_n$. So it suffices to show that $\Pr_\pi[|\Pi_f(f_\pi, Q_u)| < t \cdot \frac{n!}{2^{n/4}}] \leq t$.

For every $r \in \{0, 1\}^{|Q_u|}$, let $S_r \subseteq S_n$ be the set of permutations $\sigma$ for which $f_\sigma(Q_u) = r$. A set $S_r$ is small if $|S_r| \leq t \cdot \frac{n!}{2^{n/4}}$. The union of all small sets covers at most $2^{|Q_u|} \cdot t \cdot \frac{n!}{2^{n/4}} = tn!$ permutations, so the probability that a randomly chosen permutation $\pi$ belongs to a small set is at most $t$. \hfill \Box

The last proposition showed that when $g$ is drawn from $F_{yes}$ or from $F_{no}$, then with high probability $\Pi_f(g, Q_u)$ is large; the next lemma shows that conditioned on $\Pi_f(g, Q_u)$ being large, the distribution on the responses to the balanced queries is nearly uniform, even when $g \sim F_{yes}$. Specifically, given a function $f$ and a set $S$ of permutations, we define the discrepancy of $f$ on $S$ to be

$$\triangle_S(f) = \max_{Q_b : |Q_b| = \frac{n}{100}} \left| \Pr_\pi[f_\pi(Q_b) = r] - 2^{-\pi n/4} \right|.$$
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We then define the discrepancy of $f$ to be
\[
\Delta(f) = \max_{Q_u: |Q_u|=\frac{n}{100}} \Delta_{\Pi_f(f, Q_u)}(f).
\]

The following lemma shows that $\Delta(f)$ is small for almost all functions $f$.

**Lemma 9.4.** When $f$ is drawn uniformly at random from the set of functions $\{0, 1\}^n \to \{0, 1\}$, 
\[
\Pr_f[\Delta(f) > \frac{1}{3} \cdot 2^{-\frac{n}{100}}] \leq 2^{-\Omega(\frac{2^n}{25})}.
\]

We prove Lemma 9.4 in the next section, but first we show how it implies Theorem 9.1.

**Theorem 9.1 (Restated).** Fix $0 < \epsilon < \frac{1}{2}$. For a $1 - o(1)$ fraction of the functions $f : \{0, 1\}^n \to \{0, 1\}$, any non-adaptive algorithm for $\epsilon$-testing isomorphism to $f$ must make at least $\frac{n}{100}$ queries.

**Proof.** By Lemma 9.4, with probability at least $1 - 2^{-\Omega(\frac{2^n}{25})} = 1 - o(1)$, the discrepancy of a randomly drawn function $f : \{0, 1\}^n \to \{0, 1\}$ is $\Delta(f) \leq \frac{1}{3} \cdot 2^{-\frac{n}{100}}$. Fix $f$ to be any function that satisfies this condition. We will show that testing isomorphism to $f$ requires at least $\frac{n}{100}$ queries.

As discussed earlier, we complete the proof with Yao’s Minimax Principle, with the distributions $\mathcal{F}_{yes}$ and $\mathcal{F}_{no}$ as defined at the beginning of the section. Let $\mathcal{T}$ be any deterministic non-adaptive algorithm that makes at most $\frac{n}{100}$ queries to the input function $g$, and let $Q = Q_u \cup Q_b$ represent the queries made by $\mathcal{T}$. Without loss of generality, we can assume $|Q_u| = |Q_b| = \frac{n}{100}$. (If $|Q_b| < \frac{n}{100}$, simply add extra balanced queries to $Q_b$; this can only help $\mathcal{T}$ determine whether $g$ was drawn from $\mathcal{F}_{yes}$ or from $\mathcal{F}_{no}$. Similarly, adding unbalanced queries to $Q_u$ can only help $\mathcal{T}$.)

By Proposition 9.3, the probability that $|\Pi_f(g, Q_u)| < \frac{n!}{2^{n/50}}$ is at most $\frac{1}{2^n \cdot 100} = o(1)$. Assume, thus, that this event does not happen. Let $\mathcal{R}_{yes}$ and $\mathcal{R}_{no}$ be the distribution of the responses to the balanced queries $Q_b$. Then the total variation distance between $\mathcal{R}_{yes}$ and $\mathcal{R}_{no}$ is bounded by
\[
d_{TV}(\mathcal{R}_{yes}, \mathcal{R}_{no}) = \frac{1}{2} \sum_{r \in \{0, 1\}^n} \left| \Pr_{\pi \in \Pi_f(g, Q_u)}[f_{\pi}(Q_b) = r] - 2^{-\frac{n}{100}} \right| 
\leq \frac{1}{2} \cdot 2^{-\frac{n}{100}} \Delta(f) \leq \frac{1}{6}. \tag{9.1}
\]
Therefore, if $\mathcal{T}$ accepts functions drawn from $\mathcal{F}_{\text{yes}}$ with probability at least $\frac{2}{3}$, (9.1) implies that $\mathcal{T}$ also accepts functions drawn from $\mathcal{F}_{\text{no}}$ with probability at least $\frac{2}{3} - \frac{1}{6} = \frac{1}{2}$. But by Proposition 9.2, a function drawn from $\mathcal{F}_{\text{no}}$ is $\epsilon$-far from isomorphic to $f$ with probability $1 - o(1)$, so $\mathcal{T}$ can’t be a valid $\epsilon$-tester for isomorphism to $f$. 

9.2 Proof of Lemma 9.4

The first step in the proof of Lemma 9.4 is to show that for any sufficiently small set $Q$ of balanced queries and sufficiently large set $S$ of permutations, the set $\{\pi(Q)\}_{\pi \in S}$ can be partitioned into a number of large pairwise disjoint sets. The proof of this claim uses the celebrated theorem of Hajnal and Szemerédi [60] introduced in Section 4.2.2.

**Lemma 9.5.** Let $S$ be a set of at least $\frac{n!}{2^{n/20}}$ permutations on $[n]$, and let $Q_b$ be a set of at most $\frac{n}{100}$ balanced queries. Then there exists a partition $S_1 \cup \cdots \cup S_k$ of the permutations in $S$ such that for $i = 1, 2, \ldots, k$,

(i) $|S_i| \geq \frac{n}{20}$, and

(ii) The sets $\{\pi(Q_b)\}_{\pi \in S_i}$ are pairwise disjoint.

**Proof.** Construct a graph $G$ on $S$ where two permutations $\sigma, \tau$ are adjacent iff there exist $u, v \in Q_b$ such that $\sigma(u) = \tau(v)$. By this construction, when $T$ is a set of permutations that form an independent set in $G$, then $\{\pi(Q_b)\}_{\pi \in T}$ are pairwise disjoint.

Consider a fixed permutation $\sigma \in S$. A second permutation $\tau$ is adjacent to $\sigma$ in $G$ iff there are two vectors $u, v \in Q_b$ such that the permutation $\tau \sigma^{-1}$ maps the indices where $u$ has value 1 to the indices where $v$ has value 1 as well. There are $\binom{|Q_b|}{2} \leq \left(\frac{n}{100}\right)^2$ ways to choose $u, v \in Q_b$ and at most $|u|!(n - |u|)!$ ways to satisfy the mapping condition, so the graph has degree at most

$$
\max_{\frac{n}{3} \leq k \leq \frac{2n}{3}} \left(\frac{n}{100}\right)^2 \cdot k! \cdot (n - k)! = \left(\frac{n}{100}\right)^2 \cdot \left(\frac{n}{3}\right)! \cdot \left(\frac{2n}{3}\right)! = \left(\frac{n}{100}\right)^2 \cdot \frac{n!}{\left(\frac{n}{3}\right)!} \leq \frac{n!}{2^{cn}} - 1
$$

for a constant $c = 1 - H_2\left(\frac{1}{3}\right) - o(1) \geq 0.07$. Therefore, by the Hajnal-Szemerédi Theorem, $G$ can be colored with $n!/(2^{0.07n})$ colors, with each color class having size at least $\frac{n!}{2^{n/20}} = 2n^{20}$. 

$^1 H_2(p)$ represents the binary entropy of $p$. $H_2\left(\frac{1}{4}\right) \approx 0.918$. 
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Lemma 9.5 is useful because most functions $f$ have low discrepancy on large pairwise disjoint sets.

**Lemma 9.6.** Fix $Q_b$ to be a set of $\frac{n}{100}$ balanced queries and fix $r \in \{0, 1\}$ to be a set of at least $2^{\frac{n}{100}}$ permutations such that the sets $\{\pi(Q_b)\}_{\pi \in S}$ are pairwise disjoint. Then

$$
\Pr_f \left[ \left| \Pr_{\pi \in S} \left[ f_{\pi}(Q_b) = r \right] - 2^{-\frac{n}{100}} \right| > \frac{1}{3} \cdot 2^{-\frac{n}{100}} \right] < 2^{-\Omega(2^{n/25})}.
$$

**Proof.** For every function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and every permutation $\pi$ of $[n]$, define the indicator random variable

$$
X_{f, \pi} = \begin{cases} 
1 & \text{if } f_{\pi}(Q_b) = r, \\
0 & \text{otherwise.}
\end{cases}
$$

When $f$ is chosen uniformly at random from the set of all boolean functions $\{0, 1\}^n \rightarrow \{0, 1\}$, $E_f[X_{f, \pi}] = \Pr_f[f_{\pi}(Q_b) = r] = 2^{-\frac{n}{100}}$, so

$$
E_f \left[ \Pr_{\pi \in S} \left[ f_{\pi}(Q_b) = r \right] \right] = \frac{1}{|S|} \sum_{\pi \in S} E_f[X_{f, \pi}] = 2^{-\frac{n}{100}}.
$$

Furthermore, the pairwise disjointness property of $S$ guarantees that the indicator variables $X_{f, \pi}$ are pairwise independent. Therefore, by Chernoff’s bound,

$$
\Pr_f \left[ \left| \Pr_{\pi \in S} \left[ f_{\pi}(Q_b) = r \right] - 2^{-\frac{n}{100}} \right| > \frac{1}{3} \cdot 2^{-\frac{n}{100}} \right] < e^{-\Omega(|S|2^{-n/100})}.
$$

The proof of Lemma 9.4 can now be completed as follows.

**Lemma 9.4 (Restated).** When $f$ is drawn uniformly at random from the set of functions $\{0, 1\}^n \rightarrow \{0, 1\}$,

$$
\Pr_f \left[ \Delta(f) > \frac{1}{3} \cdot 2^{-\frac{n}{100}} \right] \leq 2^{-\Omega(2^{n/25})}.
$$

**Proof.** Fix a permutation $\pi$ and a set $Q_u$ of $\frac{n}{100}$ unbalanced queries such that $|\Pi_f(f_{\pi}, Q_u)| \geq \frac{n}{2^{n/50}}$. Let $S = \Pi_f(f_{\pi}, Q_u)$, and fix a set $Q_b$ of $\frac{n}{100}$ balanced queries.

By Lemma 9.5, there exists a partition $S_1 \cup \cdots \cup S_k$ of $S$ such that for each part $S_i$, $|S_i| \geq 2^{n/20}$ and $\{\pi(Q_b)\}_{\pi \in S_i}$ are pairwise disjoint. By Lemma 9.6, for every set $S_i$ in the partition,

$$
\Pr_{f} \left[ \left| \Pr_{\pi \in S_i} \left[ f_{\pi}(Q_b) = r \right] - 2^{-\frac{n}{100}} \right| > \frac{1}{3} \cdot 2^{-\frac{n}{100}} \right] \leq 2^{-\Omega(2^{n/25})}.
$$
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Taking the union bound over all $k < n!$ sets $S_i$, we get that
\[ \Pr_f \left[ \Pr_{\pi \in S_i} \left[ f_{\pi}(Q_b) = r \right] - 2^{-\frac{m}{m_0}} > \frac{1}{3} \cdot 2^{\frac{m}{m_0}} \right] < n! \cdot 2^{-\Omega(2^n/25)}. \]

Applying a union bound once again, this time over all $\binom{2^n}{n/100} < 2^{\frac{n^2}{100}}$ choices of $Q_b$ and $2^{\frac{n}{100}}$ choices for $r$, we obtain
\[ \Pr_f \left[ \Delta_S(f) > \frac{1}{3} \cdot 2^{\frac{n}{m_0}} \right] < 2^{\frac{n^2}{100} + \frac{n}{100}} \cdot n! \cdot 2^{-\Omega(2^n/25)}. \]

Finally, applying the union bound one last time over the $n!$ choices for $\pi$ and $\binom{2^n}{n/100} \leq 2^{\frac{n^2}{100}}$ choices for $Q_u$, we get
\[ \Pr_f \left[ \Delta(f) > \frac{1}{3} \cdot 2^{\frac{n}{m_0}} \right] < 2^{\frac{n^2}{100} + \frac{n}{100}} \cdot n!^2 \cdot 2^{-\Omega(2^n/25)} = 2^{-\Omega(2^n/25)}. \]

9.3 Notes and Discussion

Testing isomorphism to juntas. By combining the result in this chapter with independent and overlapping results of Chakraborty, García Soriano, and Matsliah [40], we obtain a generalization of Theorem 9.1. Specifically, we obtain a lower bound showing that for almost all functions $f$ that are $k$-juntas, testing $f$-isomorphism requires at least $\Omega(k)$ queries. The details of this result are found in [4].

One implication of the generalized statement is that the upper bound of $O(k \log k)$ queries in Theorem 8.1 on the query complexity for testing isomorphism to $(n - k)$-symmetric functions cannot be improved by more than a logarithmic factor since there are (many) $(n - k)$-symmetric functions that require $\Omega(k)$ queries to test.

Optimality of the lower bound. There is a logarithmic gap between the lower bound of Theorem 9.1 and the universal upper bound described at the beginning of the last chapter. It is quite possible that the gap is only a byproduct of the limitations of our proof argument and that $\Theta(n \log n)$ queries are indeed required to test $f$-isomorphism for almost every function $f : \{0, 1\}^n \rightarrow \{0, 1\}$. That problem remains open.

Testing isomorphism to linear functions. The result in this chapter is non-constructive: while it states that for almost all functions $f$, testing $f$-isomorphism requires at least $\Omega(n)$ queries, it does not identify any concrete functions for which this lower bound applies.
Our result in Chapter 7 provides an example of a concrete function for which the same lower bound applies. Consider \( f(x) = x_1 \oplus \cdots \oplus x_n \). The set of functions that are isomorphic to \( f \) is exactly the set of \( \frac{n}{2} \)-linear functions. Therefore, Theorem 7.1 implies that testing \( f \)-isomorphism in this case requires \( \frac{n}{2} - o(n) \) queries.
Chapter 10

Testing Isomorphism to Juntas

The first two chapters of this part of the thesis gave some partial results related to the characterization of the set of functions $f$ for which it is possible to test $f$-isomorphism with a constant number of queries. Chapter 8’s main result was a sufficient condition for efficient isomorphism-testability: all partially symmetric functions are efficiently isomorphism-testable.

The main result of Chapter 9 gave a strong lower bound in the sense that the set of functions that are efficiently isomorphism-testable (or, indeed, that can be tested with $o(n)$ queries) contains only a $o(1)$ fraction of all boolean functions. Being non-constructive, however, that result did not identify specific characteristics of the set of functions that are not efficiently isomorphism-testable. The goal of this chapter is to establish such a characteristic. In other words, we want to identify a concrete class of functions that are not efficiently isomorphism-testable.

As we mentioned at the beginning of the last chapter, until recently the only class of functions that were known to not be efficiently isomorphism-testable was the set of $k$-linear functions for $\omega(1) \leq k \leq o(\sqrt{n})$ [52]. Fischer et al. conjectured that these functions were all contained in a much larger class of functions that are not efficiently isomorphism-testable. Specifically, they conjectured that if $n$ is sufficiently large compared to $k$ and $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is a $k$-junta that is $\epsilon$-far from all $(k - 1)$-juntas, then any $\epsilon$-tester for $f$-isomorphism requires a number of queries that depends on $k$.

The main result of this chapter confirms Fischer et al.’s conjecture. In fact, we do more: we show that for every function $f$ that is a $k$-junta and is far from all $(k - e)$-juntas for some $\omega(1) \leq k \leq n - \omega(1)$ and $e = o(\sqrt{k})$, testing $f$-isomorphism requires a super-constant number of queries.
**Theorem 10.1.** Let $g : \{0, 1\}^n \to \{0, 1\}$ be a $k$-junta which is $\epsilon$-far from being a $(k - e)$-junta for some $e \geq 1$. Then any non-adaptive $\epsilon$-tester for $g$-isomorphism must make at least $\log_2(\frac{k'}{e^2}) - O(1)$ queries, where $k' = \min(k, n - k)$.

The rest of this chapter is dedicated to proving this theorem. On first reading, the reader is encouraged to focus on the simplest case, where $e = 1$.

### 10.1 Two distributions on functions

We prove Theorem 10.1 with Yao’s Minimax Principle [100] via Lemma 3.15. To do so, we must introduce distributions $D_{\text{yes}}$ and $D_{\text{no}}$ on functions that are isomorphic to $f$ and $\epsilon$-far from isomorphic to $f$, respectively, for some fixed function $f$ that satisfies the conditions of the theorem.

The main challenge in the construction of our distributions is that it must apply to a large class of functions. That is, we cannot use any other structural property of $f$ except that it is a $k$-junta and is far from $(k - e)$-juntas. In fact, this restriction suggests a natural way to define $D_{\text{yes}}$ and $D_{\text{no}}$.

In the following, fix $0 < e < k < n$ and let $f$ be a $k$-junta that is also $\epsilon$-far from all $(k - e)$-juntas. Without loss of generality, we may assume that the $k$ relevant coordinates of $f$ are $\{1, 2, \ldots, k\}$. Let $f_{\text{core}} : \{0, 1\}^k \to \{0, 1\}$ be the restriction of $f$ to these coordinates.

The distribution $D_{\text{yes}}$ is defined in the most natural way, by randomly embedding $f_{\text{core}}$ into $[n]$. More precisely, to draw $g \sim D_{\text{yes}}$, we first draw a random subset $J \subseteq [n]$ uniformly at random from all subsets of $[n]$ of size $k$. We then draw a random bijection $\sigma : [k] \to J$ uniformly at random. Finally, we define $g(x) := f_{\text{core}}(x_{\sigma(1)}, \ldots, x_{\sigma(k)})$. This construction guarantees that every function $g$ in the support of $D_{\text{yes}}$ is isomorphic to $f$.

The distribution $D_{\text{no}}$ is defined in a similar way. To draw $g \sim D_{\text{no}}$, we begin by drawing a set $J \subseteq [n]$ uniformly at random from all subsets of $[n]$ of size $k - e$. We then draw a random map $\sigma : [k] \to J$ uniformly at random among all the maps that satisfy the following conditions:

1. There exists a single element $j^* \in J$ such that $|\{i \in [k] : \sigma(i) = j^*\}| = e + 1$.

2. For every $j \in J \setminus \{j^*\}$, $|\{i \in [k] : \sigma(i) = j\}| = 1$.

We then define $g(x) = f_{\text{core}}(x_{\sigma(1)}, \ldots, x_{\sigma(k)})$. This construction guarantees that every function $g$ in the support of $D_{\text{no}}$ is a $(k - e)$-junta. As a result, every such $g$ is $\epsilon$-far from isomorphic to $f$. 102
To complete the proof of Theorem 10.1, we show below that for any set of $q = \log(k'/e^2) - O(1)$ queries, the distributions on the responses obtained from functions drawn from $D_{yes}$ or from $D_{no}$ are very similar.

10.2 Distance between multivariate hypergeometrics

The typical way to prove a property testing bound such as Theorem 10.1 is as follows. First, we write the $q$ queries of tester $T$ as $x^1, \ldots, x^q \in \{0, 1\}^n$. We then introduce the response vector random variables $R_{yes}$ and $R_{no}$. Here $R_{yes} \in \{0, 1\}^q$ is defined by drawing $f_{yes} \sim F_{yes}$ and letting $R_{yes} = (f_{yes}(x^1), \ldots, f_{yes}(x^q))$, and $R_{no}$ is defined analogously. Finally, we show that

$$d_{TV}(R_{yes}, R_{no}) \leq 2^q \cdot \frac{O(e^2)}{k'} + .01. \quad (10.1)$$

We will in fact prove a stronger statement. To understand it, let’s reconsider the complete random processes $P_{yes}$ and $P_{no}$ by which the response vectors $R_{yes}$ and $R_{no}$ are generated. We begin by focusing on the “yes” process, $P_{yes}$.

Given the tester $T$’s queries $x^1, \ldots, x^q \in \{0, 1\}^n$, we think of them as row vectors and arrange them into a $q \times n$ query matrix $Q$. We will be especially interested in the columns of this matrix $Q$, the $j$th column consisting of the $j$th bits of all the query strings. Abstractly, we define the set of all possible column (types)

$$\mathcal{C} = \{0, 1\}^q.$$

Since $|\mathcal{C}| = 2^q \ll n$, some columns will occur many times in the matrix $Q$. In fact, we will think of the query matrix $Q$ as being an ordered multiset of columns from $\mathcal{C}$.

Recalling the definition of $F_{yes}$, we think of the first step of $P_{yes}$ as choosing $k$ column indices $j_1, \ldots, j_k$ randomly and without replacement from $[n]$. We next extract columns $j_1, \ldots, j_k$ from $Q$. We view this as a multiset of columns, and call it the argument multiset $S_{yes}$. Next, we randomly order the columns in $S_{yes}$, forming a $q \times k$ argument matrix $A_{yes}$. Finally, we produce the response vector $R_{yes}$ by applying $g_{core}$ to the argument matrix, row-wise.

The reader can easily verify this process $P_{yes}$ generates the correct distribution on the response vector random variable $R_{yes}$.

The “no” process $P_{no}$ is very similar, differing only in the way it generates the argument multiset from the query matrix. Recalling the definition of $F_{no}$, we think of $P_{no}$ as forming the argument multiset $S_{no}$ by choosing $\ell = k - e$ random columns from $Q$. 
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without replacement, and including an additional \( e \) copies of the first-chosen column. The process \( P_{\text{no}} \) then forms the argument matrix \( A_{\text{no}} \) by again randomly ordering the columns in the argument multiset, and finally produces the response rector \( R_{\text{no}} \) again by applying \( g_{\text{core}} \) to \( A_{\text{no}} \), row-wise. The reader can again easily verify that \( P_{\text{no}} \) generates the correct distribution on \( R_{\text{no}} \).

Because the processes are identical after the argument multiset is formed, a coupling argument immediately implies that

\[
\text{d}_{\text{TV}}(R_{\text{yes}}, R_{\text{no}}) \leq \text{d}_{\text{TV}}(S_{\text{yes}}, S_{\text{no}}). \tag{10.2}
\]

This inequality can be extremely lossy, depending on the function \( g_{\text{core}} \). However, since Theorem 10.1 applies for an extremely broad range of functions, we are almost forced to design a proof of Theorem 10.1 that uses no properties of the function \( g_{\text{core}} \). That is, in the absence of additional restrictions on the class of functions considered, there is no obvious way to bound \( \text{d}_{\text{TV}}(R_{\text{yes}}, R_{\text{no}}) \) except by \( \text{d}_{\text{TV}}(S_{\text{yes}}, S_{\text{no}}) \).

Letting \( S_{\text{yes}} \) denote the subprocess of \( P_{\text{yes}} \) generating \( S_{\text{yes}} \), and similarly for \( S_{\text{no}} \), we have reduced proving (10.1), and hence Theorem 10.1, to the following:

**Theorem 10.2.** For \( S_{\text{yes}} \sim S_{\text{yes}}, S_{\text{no}} \sim S_{\text{no}}, \) we have

\[
\text{d}_{\text{TV}}(S_{\text{yes}}, S_{\text{no}}) \leq |\mathcal{C}| \cdot \frac{O(e^2)}{\min(k, n-k)} + .01.
\]

The reader can see now why our query complexity lower bound in Theorem 10.1 is only logarithmic; we have \( |\mathcal{C}| = 2^q \) competing against \( \frac{1}{k} \) in the above bound. Indeed, we can never prove a better-than-logarithmic lower bound if our proof only involves showing statistical closeness of the argument multisets \( S_{\text{yes}} \) and \( S_{\text{no}} \). To see this, suppose \( k = n/2 \), so \( n - k = n/2 \) as well. Then if \( 2^q \gg n/2 \), it is possible that every column in the query matrix is unique. In this case, the total variation distance between argument multisets \( S_{\text{yes}} \) and \( S_{\text{no}} \) will be 1 even in the case \( e = 1 \), because \( S_{\text{yes}} \) will always consist of unique columns, whereas \( S_{\text{no}} \) will always have one column duplicated.

Notice that the ordering of the columns in the query matrix \( Q \) has proven to be unimportant; we can think of \( Q \) simply as an unordered multiset of columns from \( \mathcal{C} \). Thus Theorem 10.2 is really a statement about the total variation distance between certain multivariate hypergeometric random variables. Specifically, for each column \( c \in \mathcal{C} \), let \( m(c) \) denote the number of copies of \( c \) in \( Q \). In process \( S_{\text{yes}} \), we choose \( k \) random columns from \( Q \) without replacement and count the number of copies of each column (type) in the draw. Process \( S_{\text{no}} \) is similar, except we choose \( \ell \) random columns from \( Q \) without replacement, and count an extra \( e \) copies of the first-drawn column.
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10.2.1 Reduction of Theorem 10.2 to two lemmas

This preceding discussion motivates the following notation:

**Definition 10.3.** Given integers $N, e \geq 1$, $M, L \geq 0$, with $M, L + e \leq N$, we define $\lambda_{N,M,L}(e) = d_{TV}(X,Y)$, where $X \sim \mathcal{H}_{N,M+e}$ and $Y \sim \mathcal{H}_{N,M+L+e}$.

The proof of Theorem 10.2 relies on the following two lemmas. The first lemma is relatively straightforward, and relates the distance between $S_{\text{yes}}$ and $S_{\text{no}}$ to the total variation distance between hypergeometric distributions.

**Lemma 10.4.**

$$d_{TV}(S_{\text{yes}}, S_{\text{no}}) \leq \sum_{c \in \mathcal{C}, m(c) \neq 0} \frac{m(c)}{n} \cdot \lambda_{n-1,m(c)-1,L-1}(e).$$

The second lemma is a total variation distance bound between (univariate) hypergeometric random variables which may be of independent interest.

**Lemma 10.5.** There is a universal constant $2 \leq \kappa < \infty$ such that for any $N, M, L$, if $L' = \min(L, N - L)$ satisfies $\frac{ML'}{N} \geq \kappa e^2$, then $\lambda_{N,M,L}(e) \leq .01$.

We briefly comment on why the hypothesis $\frac{ML'}{N} \gg e^2$ is necessary to show that $\mathcal{H}_{N,M,L+e}$ and $\mathcal{H}_{N,M,L+e}$ are close in total variation distance. For simplicity, first suppose that $e = 1$. It is necessary that that $\frac{ML}{N} \gg 1$; this quantity is the mean of $\mathcal{H}_{N,M,L}$, and if it is $\ll 1$ then $X \sim \mathcal{H}_{N,M,L+1}$ is likely to be 0 whereas $Y \sim \mathcal{H}_{N,M,L+1}$ is at least 1. Second, it is also necessary that $\frac{M(N-L)}{N} = M(1 - \frac{L}{N}) \gg 1$. To see this, note that if by way of contrast $1 - \frac{L}{N} \ll \frac{1}{M}$, then $X$ is concentrated at $M$ and $Y$ is concentrated at $M + 1$. Finally, to understand the hypothesis’s dependence on $e$, suppose $M = N/2$ and $L$ is quite small. Then $\mathcal{H}_{N,M,L}$ is distributed very much like $\text{Bin}(L, e)$; hence we require $L \gg e^2$ or else the extra $+e$ in $Y$ will dominate the standard deviation of $\text{Bin}(L, e)$.

We prove Lemmas 10.4 and 10.5 in the next sections, but first we show how Theorem 10.2 follows from the lemmas.

**Proof of Theorem 10.2.** Note that we may freely assume $k \geq 2e + 2$, as otherwise the bound we are trying to prove exceeds 1 (assuming the constant in the $O(\cdot)$ is large enough). Let us introduce the notation $N = n-1$, $M(c) = m(c) - 1$, $L = \ell - 1$, $L' = \min(L, N - L)$.
Then by Lemma 10.4,

\[
\text{d}_{TV}(S_{\text{yes}}, S_{\text{no}}) \leq \sum_{c \in \mathcal{C}} \frac{m(c)}{n} \cdot \lambda_{n-1, m(c)-1, \ell-1}(e)
\]

\[
= \sum_{0 \leq \frac{M(c)}{N} < \frac{\kappa e^2}{L'}} \frac{m(c)}{n} \cdot \lambda_{N, M(c), L}(e)
+ \sum_{\frac{M(c)}{N} \geq \frac{\kappa e^2}{L'}} \frac{m(c)}{n} \cdot \lambda_{N, M(c), L}(e)
\]

\[
\leq \sum_{0 \leq \frac{M(c)}{N} < \frac{\kappa e^2}{L'}} \frac{m(c)}{n} + \sum_{\frac{M(c)}{N} \geq \frac{\kappa e^2}{L'}} \frac{m(c)}{n} \cdot .01,
\]

where the last inequality uses Lemma 10.5. Since \(\sum_{c \in \mathcal{C}} m(c) = n\), the second sum above is at most .01. Thus it remains to bound the first sum by \(|\mathcal{C}| \frac{O(e^2)}{\min(k, n-k)}\). There are at most \(|\mathcal{C}|\) summands in this first sum, and for each we have

\[
\frac{m(c)}{n} \leq \frac{M(c) + 1}{N} \leq \frac{\kappa e^2}{L'} + \frac{1}{N} \leq \frac{2\kappa e^2}{L'}
\]

by the condition of the sum.

To complete the proof, it remains to show that \(L' = \min(\ell - 1, n - \ell) \geq \Omega(\min(k, n - k))\). When \(\ell - 1 \leq n - \ell\), then \(L' = \ell - 1 = k - e - 1 \geq k/2\) by the fact that \(k \geq 2e + 2\). And when \(n - \ell < \ell - 1\), then \(L' = n - \ell = n - k + e \geq n - k\). so \(L' \geq \frac{1}{2} \min(k, n - k)\), as we wanted to show.

\[\square\]

### 10.2.2 Proof of Lemma 10.4

Let us think of the experiment \(S_{\text{yes}}\) in an alternate way. We begin by choosing a first column from \(Q\) for \(S_{\text{yes}}\) — call it \(C_1\). We next decide how many additional copies of \(C_1\) to include into \(S_{\text{yes}}\). Call this quantity \(T\). We have

\[
T \mid (C_1 = c) \sim \mathcal{H}_{n-1, m(c)-1, k-1}.
\]

(Note that \(m(c) - 1 \geq 0\) always, because \(c\) won’t be chosen if \(m(c) = 0\).) So far, \(S_{\text{yes}}\) consists of \(T+1\) copies of \(C_1\). Finally, we complete the draw of \(S_{\text{yes}}\) by choosing \(k-(T+1)\) columns without replacement from “\(Q \setminus C_1\)”, meaning the multiset of columns formed from \(Q\) by removing all copies of \(C_1\).
We think of the experiment $S_{no}$ in a similar way. Again, we begin by choosing a first column $C_1$ from $Q$ for $S_{no}$. We next determine how many additional copies of $C_1$ there will be from among the remaining $\ell - 1$ choices. Calling this quantity $U$, we have

$$\Pr[C_1 = c] \sim H_{n-1,m(c)-1,\ell-1}. $$

Recall, however, that in $S_{no}$, we include an additional $e$ copies of $C_1$ into $S_{no}$. Hence $S_{no}$ ends up with $U + e + 1$ copies of $C_1$. Finally, we complete $S_{no}$ by adding $\ell - (U + 1)$ columns drawn without replacement from $Q \setminus C_1$.

Let $V = U + e$. We claim that by coupling the random variables $T \mid (C_1 = c)$ and $V \mid (C_1 = c)$, we couple $S_{yes}$ and $S_{no}$. This follows immediately from the two descriptions, as then $T + 1 = V + 1 = U + e + 1$, and $k - (T + 1) = \ell + e - (V + 1) = \ell - (U + 1)$.

Hence

$$d_{TV}(S_{yes}, S_{no}) \leq \sum_{c \in C} \Pr[C_1 = c] \cdot d_{TV}(T \mid (C_1 = c), V \mid (C_1 = c)).$$

On one hand, $\Pr[C_1 = c]$ is simply $\frac{m(c)}{n}$. On the other hand, we have

$$T \mid (C_1 = c) \sim H_{n-1,m(c)-1,\ell+e-1},$$
$$V \mid (C_1 = c) \sim H_{n-1,m(c)-1,\ell-1+e}.$$

So by definition, $d_{TV}(T \mid (C_1 = c), V \mid (C_1 = c)) = \lambda_{n-1,m(c)-1,\ell-1}(e)$, and hence

$$d_{TV}(S_{yes}, S_{no}) \leq \sum_{c \in C, m(c) \neq 0} \frac{m(c)}{n} \cdot \lambda_{n-1,m(c)-1,\ell-1}(e),$$

as claimed.

### 10.2.3 Proof of Lemma 10.5

Recall that $L' = \min(L, N - L)$,

$$\frac{ML'}{N} \geq \kappa e^2; \quad (10.3)$$

and our goal is to bound $\lambda_{N,M,L}(e) = d_{TV}(X, Y) \leq .01$, where $X \sim H_{N,M,L+e}$ and $Y \sim H_{N,M,L} + e$.

We begin by coupling $X$ and $Y$, as follows. Imagine drawing balls randomly and without replacement from an urn containing $N$ balls, $M$ of which are white. We draw
$L + e$ balls from the urn. We let $X$ be the number of white balls among all balls drawn; we let $Y$ be the number of white balls among the first $L$ balls drawn, plus $e$. Note that $X \leq Y$ always under this coupling.

Let us now compare the probability mass functions of $X$ and $Y$. The integers $u < e$ can be in $X$’s range but not $Y$’s; the integers $u > \min(M, L + e)$ can be in $Y$’s range but not $X$’s. The remaining integers are in the range of both $X$ and $Y$, and we have

$$
\frac{\Pr[X = u]}{\Pr[Y = u]} = \frac{\binom{M}{u} \binom{N-M}{L+e-u}}{\binom{N}{L+e}} \cdot \frac{\binom{M}{u-e} \binom{N-M}{L+e-u}}{\binom{N}{L}}
$$

$$
= \frac{\binom{M}{u}}{\binom{M}{u-e}} \cdot \frac{\binom{N}{L}}{\binom{N}{L+e}}
$$

$$
= \frac{(M-u+e)(M-u+e-1)\cdots(M-u+1)}{u(u-1)\cdots(u-e+1)} \cdot \frac{(N)}{(N+L+e)}.
$$

Evidently (and unsurprisingly), this ratio is a decreasing function of $u$. Letting $t$ be the largest integer for which the ratio is at least 1, we conclude that

$$
\Pr[X = u] \geq \Pr[Y = u] \text{ iff } u \leq t.
$$

It follows immediately that

$$
d_{TV}(X, Y) = \Pr[X \leq t] - \Pr[Y \leq t].
$$

But by our coupling,

$$
\Pr[X \leq t] - \Pr[Y \leq t] = \Pr[X \leq t \cap Y > t] - \Pr[X > t \cap Y \leq t]
$$

$$
= \Pr[X \leq t \cap Y > t],
$$

since $X \leq Y$ always. Our goal, then, is to bound

$$
d_{TV}(X, Y) = \Pr[X \leq t \cap Y > t]. \tag{10.4}
$$

We will in fact prove something slightly stronger: we will show that for any value of $t$, the right-hand side of (10.4) is small.

To analyze (10.4) we recall the ball and urn process defining $X$ and $Y$. Having drawn $L + e$ balls, let $W$ be the number of white balls among the last $e$ balls drawn, and let $Z$ be the number of white balls among the first $L$. Thus $X = W + Z$ and $Y = e + Z$. As a first
observation, we may note that if \( W = e \) then \( X = Y \) and hence the event in (10.4) does not occur. I.e.,

\[
d_{TV}(X,Y) \leq \Pr[W \neq e] \leq e(1 - \frac{M}{N}),
\]

(10.5)

where we used a union bound over each of the last \( e \) balls being non-white. Now by (10.3),

\[
e \leq \sqrt{\frac{1}{\kappa} \frac{ML'}{N}} \leq \sqrt{\frac{L'}{\kappa}} \leq .001\sqrt{N},
\]

(10.6)

if we assume \( \kappa \) large enough. It follows that we may additionally assume

\[
M \leq N - .01\sqrt{N}\quad \Leftrightarrow \quad 1 - \frac{M}{N} \geq \frac{.01}{\sqrt{N}}.
\]

(10.7)

because otherwise the bound in (10.5) is at most \( .001\sqrt{N} \cdot \frac{.01}{\sqrt{N}} = .00001 \), which establishes the theorem with room to spare. We also use this opportunity to mention that

\[
M \geq 2e, \quad L' \geq 2e, \quad \text{(and hence certainly} \quad N \geq 2e)
\]

(10.8)

follow easily from (10.3).

We next give a more refined upper bound on (10.4). By conditioning on \( W \) we have

\[
d_{TV}(X,Y) = \Pr[X \leq t \cap Y > t] \\
= \sum_{i=0}^{e-1} \Pr[W = i] \Pr[t - e < Z \leq t - i \mid W = i].
\]

Now \( Z \mid (W = i) \) has distribution \( \mathcal{H}_{N-e, M-i, L} \) (and note that \( M - i \geq M - e \geq 0 \) by (10.8)). Let us write \( \sigma^2 = L(1 - \frac{L}{N-e}) \frac{M-i}{N-e}(1 - \frac{M-i}{N-e}) \). Applying Corollary ?? and a union bound we get

\[
d_{TV}(X,Y) \leq \sum_{i=0}^{e-1} \Pr[W = i] \cdot (e - i) \frac{C}{\sigma} \\
\leq \max_{0 \leq i < e} \left\{ \frac{C}{\sigma} \right\} \cdot \sum_{i=0}^{e-1} \Pr[W = i](e - i) \\
= \max_{0 \leq i < e} \left\{ \frac{C}{\sigma} \right\} \cdot E[e - W].
\]
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We have $W \sim \mathcal{H}_{N,M,e}$, and thus $E[e - W] = e(1 - \frac{M}{N})$. And by definition,

$$\max_{0 \leq i < e} \left\{ \frac{C}{\sigma} \right\} = \max_{0 \leq i < e} \left\{ \frac{C}{\sqrt{L(1 - \frac{L}{N-e})(1 - \frac{M-i}{N-e})(1 - \frac{M-i}{N-e})}} \right\} \leq \frac{C}{\sqrt{L(1 - \frac{L}{N-e})(1 - \frac{M-e}{N-e})(1 - \frac{M}{N-e})}}.$$

Thus we have established

$$d_{TV}(X,Y) \leq \frac{Ce}{\sqrt{L(1 - \frac{L}{N-e})}} \cdot \frac{1 - \frac{M}{N}}{\sqrt{1 - \frac{M-e}{N-e}}} \cdot \frac{1}{\sqrt{1 - \frac{M}{N-e}}}.$$

We will bound the three fractions in (10.9) one at a time. We begin with the middle one. Note first that

$$\frac{d}{dM} \left( \frac{1 - \frac{M}{N}}{\sqrt{1 - \frac{M}{N-e}}} \right) = -\frac{N - 2e - M}{2N \sqrt{1 - \frac{M-e}{N-e}(N - e - M)}}.$$

By combining (10.6) and (10.7) we get $M \leq N - 10e < N - 2e$. Hence the derivative above is always negative, implying that $(1 - \frac{M}{N})/\sqrt{1 - \frac{M}{N-e}}$ is a decreasing function of $M$ on $M$’s range. Hence we may upper-bound this fraction by taking $M = 0$, giving an upper bound of 1. Substituting this into (10.9) gives

$$d_{TV}(X,Y) \leq \frac{Ce}{\sqrt{L(1 - \frac{L}{N-e})}} \cdot \frac{1}{\sqrt{1 - \frac{M-e}{N-e}}}.$$

(10.10)

We next examine the fraction on the right. It is at most

$$\frac{1}{\sqrt{\frac{M-e}{N}}} \leq \frac{1}{\sqrt{\frac{M/2}{N}}} = \sqrt{\frac{2N}{M}},$$

where we used (10.8). By virtue of (10.3), we can upper-bound this by $\sqrt{\frac{2}{\kappa}} \cdot \sqrt{\frac{M}{e}}$. Substit-

tuting this upper bound into (10.10) yields

\[
\text{d}_{TV}(X,Y) \leq C \frac{2}{\kappa} \sqrt{\frac{L'}{L(1 - \frac{L}{N-e})}}
\]

\[
\leq .001 \sqrt{\frac{L'}{L(1 - \frac{L}{N-e})}},
\]  

(10.11)

assuming \(\kappa\) is sufficiently large compared with \(C\).

Finally, we split into two cases, depending on whether \(L \leq N/2\). If indeed \(L \leq N/2\), then \(L' = L\) and we have

\[
.001 \sqrt{\frac{L'}{L(1 - \frac{L}{N-e})}} = .001 \frac{L'}{1 - \frac{L}{N-e} \leq .001 \sqrt{1 - \frac{N/2}{N-e}}},
\]

but \(N - e \geq N - .001\sqrt{N} \geq (2/3)N\) (using (10.6) and \(N \geq 2\) from (10.8)), so we upper-bound

\[
\text{d}_{TV}(X,Y) \leq \frac{.001}{\sqrt{1 - \frac{N/2}{(2/3)N}}} = .002 \leq .01,
\]

as needed. The second case is that \(L \geq N/2\), in which case \(L = N - L'\) and the bound in (10.11) is

\[
.001 \sqrt{\frac{L'}{(N - L')(1 - \frac{N-L'}{N-e})}} = .001 \sqrt{\frac{L'}{(N - L')(\frac{N-e}{N})}}
\]

\[
= .001 \sqrt{\frac{L'}{L' - e} \sqrt{\frac{N - e}{N - L'}}}.
\]  

(10.12)

But using (10.8),

\[
\sqrt{\frac{L'}{L' - e}} \leq \sqrt{\frac{L'}{L'/2}} = \sqrt{2},
\]

and using \(L' \leq N/2\),

\[
\sqrt{\frac{N - e}{N - L'}} \leq \sqrt{\frac{N}{N - L}} \leq \sqrt{\frac{N}{N/2}} = \sqrt{2}.
\]

Hence the upper bound (10.12) on \(\text{d}_{TV}(X,Y)\) is at most \(.001\sqrt{2} \sqrt{2} < .01\), as needed.

This completes the proof of Lemma 10.5.
10.3 Notes and Discussion

Majority functions. The lower bound in this chapter applies to most $k$-juntas that we consider to “strongly depend” on all $k$ of their relevant variables. One notable exception to this observation, however, is the class of majority functions on exactly $k$ variables. This function is symmetric, so intuitively it “strongly depends” on all $k$ of its relevant variables. Majority functions on $k$ variables, however, are $o(1)$-close to Majority functions on $k - e$ variables for any $e = o(k)$. As a result, the lower bound of this chapter does not apply to the problem of testing isomorphism to the $k$-majority functions.

As a result of this perceived gap, in [25] we also proved a lower bound for testing isomorphism to $k$-majority functions. In fact, the bound obtained in this problem is stronger than the one in this chapter and shows that $\text{poly}(k)$ queries are required to non-adaptively test isomorphism to $k$-majority functions.

Generalizing the lower bound. At first glance, the reader may wonder why we require the two conditions that $f$ be a $k$-junta and that $f$ be far from $(k - e)$-juntas for some small $e$ in the statement of Theorem 10.1. A natural question to ask is whether the theorem can be generalized by removing one of these two conditions. It cannot. To see this, consider the constant function and the parity function. The constant function is a $k$-junta for any $0 \leq k \leq n$ and the parity function is far from all $(k - e)$-juntas for any $k - e < n$. But both functions are symmetric so testing isomorphism to either of them can be done with a constant number of queries.

It is possible, however, that Theorem 10.1 may be generalized by establishing a lower bound on the query complexity for testing isomorphism to all functions that are far from all $k$-symmetric functions. In [26], we conjecture that this is indeed the case, but the problem remains open. Note that if this result were established, that lower bound combined with the result presented in Chapter 8 would essentially characterize the set of functions that are efficiently isomorphism-testable.
Part III

Connections
Chapter 11

Communication Complexity

Communication complexity is an area of theoretical computer science that has developed techniques which have been spectacularly effective in proving lower bounds in a large variety of other areas of computer science. In this chapter, we will explore how communication complexity can also be used to prove strong lower bounds on the query complexity of different property testing problems. As a bonus, we will also see how the resulting proofs are often surprisingly simple.

The basic setup in communication complexity is straightforward. We have two players, Alice and Bob, who each receive some input. They cannot see each other’s inputs, but would like to compute some function on their joint input. For example, Alice may receive a set $A \subseteq [n]$, Bob may receive a set $B \subseteq [n]$, and they might want to determine if their sets intersect or if the two sets are disjoint. They do so by communicating some information to each other (following a pre-determined protocol), until they have the desired answer. The main goal in communication is to determine the minimum number of bits that Alice and Bob must communicate to each other to compute the answer.

The versatility of communication complexity in establishing lower bounds in various areas of computer science stems mainly from two useful properties. The first is that there are very strong lower bounds on the communication complexity required to compute some basic functions. For example, it is known that even when Alice and Bob run a randomized protocol and have access to a common source of randomness, solving the set disjointness problem mentioned above requires $\Omega(n)$ bits of communication [70, 86]. (In other words, Alice and Bob cannot do asymptotically better than just exchanging $A$ and $B$ with a trivial communication protocol.)

The second reason that communication complexity is so versatile is that there are often
natural reductions from communication complexity to problems in other areas of computer science. The main contribution of this chapter is to establish such a reduction for property testing. We will then apply this reduction to establish lower bounds on the query complexity for three different property testing problems. The notes section at the end of the chapter discusses more lower bounds we can obtain with this method.

For the first result in this chapter, we revisit the problem of testing \( k \)-linearity. We saw in Chapter 7 that \( \min\{k, n - k\} \cdot (1 - o(1)) \) queries are required to test \( k \)-linearity. In this chapter, we establish a slightly less precise lower bound of \( \Omega(\min\{k, n - k\}) \) queries. The proof, however, ends up being significantly simpler.

**Theorem 11.1.** For any \( 0 < \epsilon < \frac{1}{2} \), \( \epsilon \)-testing \( k \)-linearity requires \( \Omega(\min\{k, n - k\}) \) queries.

The second problem we examine is testing monotonicity. For this problem, we consider a slightly more general class of functions. Fix \( R \subseteq \mathbb{R} \). Recall that the function \( f : \{0, 1\}^n \to R \) is monotone if for any \( x \leq y \), \( f(x) \leq f(y) \). We show that when \( R \) is large enough, testing monotonicity requires a large number of queries.

**Theorem 11.2.** Fix \( R \subseteq \mathbb{R} \). For any \( 0 < \epsilon < \frac{1}{8} \), \( \epsilon \)-testing the function \( f : \{0, 1\}^n \to R \) for monotonicity requires \( \Omega(\min\{n, |R|^2\}) \) queries.

Finally, the third result we establish in this chapter is a lower bound for testing whether a function can be computed by a decision tree of size \( s \). We saw in Theorem 7.10 that \( \Omega(\log s) \) queries are required to test this property. The next result shows that if we require the tester to have one-sided error (i.e., to always accept functions computable by size-\( s \) decision trees), then \( \Omega(s) \) queries are required for the task.

**Theorem 11.3.** For any \( 0 < \epsilon < \frac{3}{8} \), at least \( \Omega(s) \) queries are required to \( \epsilon \)-test size-\( s \) decision trees with one-sided error.

### 11.1 Communication Complexity Definitions

This section contains a brief introduction to the communication complexity definitions and results that will be used in the proofs in the remainder of the chapter. For a more detailed introduction to communication complexity, we highly recommend the book of Kushilevitz and Nisan [76] to the reader.
11.1.1 The Model

In a typical communication game, there are two parties—Alice, who receives an input $x$, and Bob, who receives some input $y$. Alice and Bob wish to jointly compute some function $f(x, y)$ of their inputs. Neither player sees all the information needed to compute $f$, so they must communicate together to solve the problem. Communication complexity is the study of how much communication is necessary to compute $f$, for various functions $f$.

A protocol is a distributed algorithm that Alice and Bob use to compute $f(x, y)$; in particular, it specifies what messages Alice and Bob send to each other. In a deterministic protocol, Alice’s messages are a function only of her input $x$ and the previous communication in the protocol. Similarly, Bob’s messages are a function of $y$ and the previous communication. The cost of a protocol is the maximum (over all inputs) number of bits sent by Alice and Bob. The deterministic communication complexity of $f$, denoted $D(f)$, is the minimum cost of a deterministic protocol computing $f$.

In a randomized protocol, Alice and Bob have shared access to a (public coin) random string $r \in \{0, 1\}^*$. We say that $P$ is a $\delta$-error protocol for $f$ if for any input pair $x, y$, $P$ computes $f(x, y)$ with probability at least $1 - \delta$, where the probability is taken over the random string $r$. We use $R_\delta(f)$ to denote the minimum cost of an $\epsilon$-error protocol for $f$ and define $R(f) := R_{1/3}(f)$. When $f$ is a binary function, we say that a protocol computes $f$ with one-sided error if there exists $z \in \{0, 1\}$ such that $P$ computes $f$ with certainty whenever $f(x, y) \neq z$, and with probability at least $1 - \delta$ when $f(x, y) = z$. When considering randomized protocols with one-sided error, it is important to note which “side” the error guarantee is on. We use $R^z_\delta(f)$ to denote the minimum cost of a randomized protocol for $f$ that correctly computes $f$ whenever $f(x, y) \neq z$ and computes $f$ with probability at least $1 - \delta$ whenever $f(x, y) = z$. We define $R^z(f) := R^{z}_{1/3}(f)$.

A protocol is one-way if the communication consists of a single message from Alice to Bob, who then outputs an answer. We use $R^{-\delta}_\delta(f)$ to denote the minimum communication cost of a randomized, $\delta$-error, one-way protocol for $f$. Finally, we use $R^{\rightarrow, z}_{\delta}(f)$ to denote the minimum communication cost of randomized one-way protocols for $f$ with with one-sided error $\delta$, and we define $R^{\rightarrow, z}(f) := R^{\rightarrow, z}_{1/3}(f)$. 
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11.1.2 Set Disjointness

In the Set Disjointness communication problem, Alice and Bob are given \(n\)-bit strings \(x\) and \(y\) respectively and wish to compute

\[
\text{DISJ}_n(x, y) := \bigvee_{i=1}^{n} x_i \land y_i.
\]

Equivalently, Alice and Bob’s inputs can be described as sets \(A, B \subseteq [n]\). In this case, \(\text{DISJ}(A, B) = 1\) if and only if their sets intersect.

When \(n\) is clear from context, we drop the subscript. A celebrated result of Kalyanasundaram and Schnitger, later simplified by Razborov, showed that \(R(\text{DISJ}_n) = \Omega(n)\), even under the promise that \(A\) and \(B\) intersect in at most one element.

**Theorem 11.4 ([70, 86]).** \(R(\text{DISJ}_n) = \Omega(n)\).

We will also use a balanced version of disjointness called \(k\)-BAL-DISJ. In this version, Alice receives a set \(A \subseteq [n]\) of size \(|A| = \lfloor k/2 \rfloor + 1\), Bob receives a set \(B \subseteq [n]\) of size \(\lceil k/2 \rceil + 1\), and there is a promise that \(|A \cap B| \leq 1\).

**Lemma 11.5.** For all \(0 \leq k \leq n - 2\), we have \(R(k\text{-BAL-DISJ}) = \Omega(\min\{k, n - k\})\).

**Proof.** If \(n - k = O(1)\), there is nothing to prove. Otherwise, let \(m := \min\{\lfloor k/2 \rfloor + 1, n - k - 2\}\). We reduce from \(\text{DISJ}_m\). Partition the elements of \([n] \setminus [m]\) into sets \(I := \{m+1, \ldots, m+1+\lfloor k/2 \rfloor\}\) and \(J := \{m+2+\lfloor k/2 \rfloor, \ldots, n\}\). Note that \(|I| = \lfloor k/2 \rfloor + 1\).

Furthermore, we have \(|J| \geq \lceil k/2 \rceil + 1\), since

\[
|J| = n - (m + 2 + \lfloor k/2 \rfloor) + 1 = n - 1 - m - \lfloor k/2 \rfloor = n - 1 - m + \lceil k/2 \rceil - k = \lceil k/2 \rceil + 1 + n - 2 - m - k \geq \lceil k/2 \rceil + 1,
\]

where the penultimate equality holds because \(k = \lfloor k/2 \rfloor + \lceil k/2 \rceil\), and the inequality comes from the fact that \(m \leq n - k - 2\).

Let \(A'\) and \(B'\) be the sets received by Alice and Bob respectively as inputs to \(\text{DISJ}_m\). Alice pads her input with elements from \(J\) until she gets a set of size \(\lfloor k/2 \rfloor + 1\). Bob similarly pads his input with elements from \(J\). Let \(a := \lfloor k/2 \rfloor + 1 - |A'|\) and \(b :=\)
Specifically, Alice sets $A = A' \cup \{m + 1, \ldots, m + a\}$ and Bob sets $B = B' \cup \{n, n - 1, \ldots, n - b + 1\}$.

Note that $|A| = \lceil k/2 \rceil + 1 - |B'|$. Therefore, a solution to $k$-BAL-DISJ$(A, B)$ gives a solution to DISJ$_m(A', B')$, hence

$$R(k\text{-BAL-DISJ}) \geq R(\text{DISJ}_m) = \Omega(m) = \Omega(\min\{k, n - k\}).$$

\[\square\]

### 11.1.3 Gap Equality

In the Gap Equality problem, Alice and Bob are given $n$-bit strings $x$ and $y$ respectively and wish to compute

$$\text{GEQ}_{n,t}(x, y) := \begin{cases} 1 & \text{if } x = y, \\ 0 & \text{if } \text{dist}(x, y) = t, \\ * & \text{otherwise.} \end{cases}$$

We drop the subscripts when $n$ is clear from context and $t = n/8$. When $\text{GEQ}(x, y) = \ast$, we allow the protocol to output 0 or 1. We are interested in $R^z(\text{GEQ})$; recall that $R^z(\text{GEQ})$ is the minimum communication cost of a protocol for GEQ that only makes mistakes when $\text{GEQ}(x, y) = z$. The standard public-coin EQUALITY protocol gives $R^0(\text{GEQ}) = O(1)$. For protocols that only err when $\text{GEQ}(x, y) = 1$, the complexity is drastically different.

Buhrman, Cleve, and Wigderson [35] proved an $\Omega(n)$ lower bound on the deterministic communication complexity of $\text{GEQ}_{n,n/2}$; their result extends to other gap sizes and to randomized protocols with one-sided error.

**Lemma 11.6 ([35]).** $R^1(\text{GEQ}_{n,t}) = \Omega(n)$ for all even $t = \Theta(n)$.$^1$

### 11.2 Main Reduction Lemma

Below we define a class of property testing communication games and show how communication lower bounds for these games yield query complexity lower bounds for property testers. Our communication games are based on what we call combining operators.

$^1$Curiously, the parity of $t$ turns out to be necessary. Since $\text{dist}(x, y) = |x| + |y| - 2|x \wedge y|$, Alice and Bob can deterministically distinguish $x = y$ from $\text{dist}(x, y)$ being odd with a single bit of communication—Alice sends Bob the parity of $|x|$, and Bob computes the parity of $|x| + |y|$. This does not affect our property testing lower bounds.
**Definition 11.7** (Combining operator). A *combining operator* is an operator $\psi$ that takes as input two functions $f, g : \{0, 1\}^n \to Z$ and returns a function $h : \{0, 1\}^n \to R$.

We refer to the inputs $f$ and $g$ as the *base functions* of $\psi$. By convention, we use $h$ to refer to the output of $\psi$. Given a combining operator $\psi$ and a property $P$, we define $C^P_\psi$ to be the following property testing communication game. Alice receives $f$. Bob receives a function $g$. They need to compute

$$C^P_\psi(f, g) := \begin{cases} 1 & \text{if } \psi(f, g) \in P \\ 0 & \text{if } \psi(f, g) \text{ is } \epsilon\text{-far from } P \end{cases}$$

We prove all of our testing lower bounds by reducing from an associated communication game $C^P_\psi$. This reduction is simple—Alice and Bob solve $C^P_\psi$ by emulating a $P$-testing algorithm on $h := \psi(f, g)$. Note that neither Alice nor Bob have enough information to evaluate a query $h(x)$, because $h$ depends on both $f$ and $g$. Instead, they must communicate to jointly compute $h(x)$. For this reduction to give a strong query complexity lower bound for the property testing problem, it is essential that the joint computation of $h(x)$ occurs in a communication-efficient manner.

The following definition gives a sufficient condition on combining operators that yield strong reductions to testing problems.

**Definition 11.8** (Simple combining operator). A combining operator $\psi$ is *simple* if for all $f, g$, and for all $x$, the query $h(x)$ can be computed given only $x$ and the queries $f(x)$ and $g(x)$.

For example, when the base functions are boolean, the combining operator defined by $\psi(f, g) := f \oplus g$ is clearly simple—each $h(x) = f(x) \oplus g(x)$ can trivially be computed from $f(x)$ and $g(x)$. On the other hand, the combining operator $\psi$ that returns the function defined by $h(x) := \bigoplus_{y \in T} [f(y) \cdot g(y)]$ is not simple when $T$ is a large set of strings (say a Hamming ball centered at $x$), since computing $h(x)$ requires knowledge of $f(y)$ and $g(y)$ for several $y$.

All of the property testing communication games we use in this paper are based on simple combining operators and give us a tight connection between property testing and communication complexity via the following lemma.

**Lemma 11.9** (Main Reduction Lemma). Fix $Z$ to be a finite set. For any simple combining operator $\psi$ with base functions $f, g : \{0, 1\}^n \to Z$ and any property $P$, we have

(i) $R(C^P_\psi) \leq 2Q(P) \cdot \lceil \log |Z| \rceil$,
Proof. We begin by proving (iii). Let \( \mathcal{A} \) be a \( q \)-query non-adaptive tester for \( \mathcal{P} \). We create a one-way protocol \( P \) for \( C^P_{\psi} \) in the following manner. Alice and Bob use public randomness to generate queries \( x^{(1)}, \ldots, x^{(q)} \). Then, Alice computes \( f(x^{(1)}), \ldots, f(x^{(q)}) \) and sends them to Bob in a single \( (q \cdot \lceil \log |Z| \rceil) \)-bit message. For each \( i \), Bob computes \( g(x^{(i)}) \) and combines it with \( f(x^{(i)}) \) to compute \( h(x^{(i)}) \). Finally, Bob emulates \( \mathcal{A} \) using the responses \( h(x^{(1)}), \ldots, h(x^{(q)}) \) and outputs 1 if and only if \( \mathcal{A} \) accepts \( h \).

If \( \mathcal{A} \) has two-sided error, then by the correctness of \( \mathcal{A} \), \( P \) computes \( C^P_{\psi} \) with probability at least 2/3. Hence, \( R^\rightarrow(C^P_{\psi}) \leq q \cdot \lceil \log |Z| \rceil \). In particular, if \( \mathcal{A} \) is an optimal non-adaptive tester with two-sided error, then \( q = Q^{na}(\mathcal{P}) \), and part (iii) of the lemma is proved.

If \( \mathcal{A} \) has one-sided error, then whenever \( h \in \mathcal{P} \), the protocol \( P \) correctly outputs 1, and when \( h \) is \( \epsilon \)-far from \( \mathcal{P} \), the protocol correctly outputs 0 with probability at least 2/3. Therefore, \( R^\rightarrow,0(C^P_{\psi}) \leq q \cdot \lceil \log |Z| \rceil \). In particular, when \( \mathcal{A} \) is an optimal non-adaptive tester with one-sided error, \( R^\rightarrow,0(C^P_{\psi}) \leq Q^1(\mathcal{P}) \cdot \lceil \log |Z| \rceil \).

Now, suppose \( \mathcal{A} \) is a \( q \)-query adaptive tester for \( \mathcal{P} \). Again, Alice and Bob use public randomness to generate queries \( x^{(1)}, \ldots, x^{(q)} \). However, since \( \mathcal{A} \) is adaptive, the distribution of the \( i \)th query \( x^{(i)} \) depends on \( h(x^{(j)}) \) for all \( j < i \). Instead of generating all queries in advance, Alice and Bob generate queries one at a time. Each time a query \( x^{(i)} \) is generated, Alice and Bob exchange \( f(x^{(i)}) \) and \( g(x^{(i)}) \). Since \( \psi \) is a simple combining operator, this is enough information for Alice and Bob to individually compute \( h(x^{(i)}) \), which in turn gives them enough information to generate the next query with the appropriate distribution. When \( h(x^{(1)}), \ldots, h(x^{(q)}) \) have all been computed, Bob outputs 1 if and only if \( \mathcal{A} \) accepts \( h \). This protocol costs \( 2q \cdot \lceil \log |Z| \rceil \) bits of communication, and if \( \mathcal{A} \) is an optimal adaptive tester, then \( R(C^P_{\psi}) \leq 2 Q^1(\mathcal{P}) \cdot \lceil \log |Z| \rceil \). Similarly, if \( \mathcal{A} \) is an optimal adaptive tester with one-sided error, then \( R^0(C^P_{\psi}) \leq 2 Q^1(\mathcal{P}) \cdot \lceil \log |Z| \rceil \). \( \square \)

### 11.3 Testing \( k \)-Linearity

In this section we prove Theorem 11.1.

**Theorem 11.1** (Restated). For any \( 0 < \epsilon < \frac{1}{2} \), \( \epsilon \)-testing \( k \)-linearity requires \( \Omega(\min\{k, n - k\}) \) queries.
Proof. We prove the lower bound with a reduction from the $k$-BAL-DISJ problem. Recall that $C^{k\text{-lin}}_{\oplus}$ is the communication game where the inputs are the functions $f, g : \{0, 1\}^n \to \{0, 1\}$ and the players must test whether the function $h = f \oplus g$ is $k$-linear. Lemmas 11.9 and 11.5 imply that

$$2Q(k\text{-linearity}) \geq R(C^{k\text{-lin}}_{\oplus}) \quad \text{and} \quad R(k\text{-BAL-DISJ}) = \Omega(\min\{k, n-k\}).$$

To complete the proof, we show that $R(C^{k\text{-lin}}_{\oplus}) \geq R(k\text{-BAL-DISJ})$ with a reduction from $k\text{-BAL-DISJ}$ to $C^{k\text{-lin}}_{\oplus}$.

Let $A, B \subseteq [n]$ be the two sets of size $|A| = \lfloor \frac{k}{2} \rfloor + 1$ and $|B| = \lceil \frac{k}{2} \rceil + 1$ received by Alice and by Bob, respectively, as the input to an instance of $k\text{-BAL-DISJ}$. Alice and Bob can construct the functions $\text{Parity}_A, \text{Parity}_B : \{0, 1\}^n \to \{0, 1\}$. When $|A \cap B| = 1$, the symmetric difference of the two sets has size $|A \triangle B| = |A| + |B| - 2|A \cap B| = k$, and the function $\text{Parity}_A \oplus \text{Parity}_B = \text{Parity}_{A \triangle B}$ is $k$-linear. Conversely, when $A$ and $B$ are disjoint, the function $\text{Parity}_A \oplus \text{Parity}_B$ is a $(k+2)$-parity function and, by Proposition 2.24, it is $\frac{1}{2^k}$-far from $k$-linear functions. So Alice and Bob can solve their instance of $k\text{-BAL-DISJ}$ with a communication protocol for $C^{k\text{-lin}}_{\oplus}$. This implies that $R(C^{k\text{-lin}}_{\oplus}) \geq R(k\text{-BAL-DISJ})$, as we wanted to show.  

\[
\square
\]

### 11.4 Testing Monotonicity

**Theorem 11.2 (Restated).** Fix $R \subseteq \mathbb{R}$. For any $0 < \epsilon < \frac{1}{8}$, $\epsilon$-testing the function $f : \{0, 1\}^n \to R$ for monotonicity requires $\Omega(\min\{n, |R|^2\})$ queries.

**Proof.** We prove the theorem in three steps. First, we give an $\Omega(n)$ lower bound for the case when $R = \mathbb{Z}$. Secondly, we handle the case where $|R| = \sqrt{n}$ by a standard range reduction argument. Finally, we give an $\Omega(|R|^2)$ bound for small $|R|$ by reducing from the $|R| = \sqrt{n}$ case.

Suppose $R = \mathbb{Z}$. We prove the lower bound for testing monotonicity in this case with a reduction from SET-DISJOINTNESS. Let $\psi$ be the combining function that, given two functions $f, g : \{0, 1\}^n \to \{0, 1\}$ and an element $x \in \{0, 1\}^n$, returns $\psi(f, g, x) = 2|x| + f(x) + g(x)$. Define $C^{\text{MONO}}_{\psi}$ be the communication game where Alice and Bob are given two functions $f, g : \{0, 1\}^n \to \{0, 1\}$ and they must test whether the function $h : \{0, 1\}^n \to \mathbb{R}$ defined by $h(x) = \psi(f, g, x)$ is monotone. By Lemma 11.9 and Theorem 11.4,

$$2Q(\text{MONO}) \geq R(C^{\text{MONO}}_{\psi}) \quad \text{and} \quad R(\text{DISJ}) \geq \Omega(n).$$

We complete the proof by showing that $R(C^{\text{MONO}}_{\psi}) \geq R(\text{DISJ})$. 
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Let $A, B \subseteq [n]$ be the subsets received by Alice and Bob as the input to an instance of the \textsc{Set-Disjointness} problem. Alice and Bob can build the functions $\chi_A, \chi_B : \{0, 1\}^n \to \{-1, 1\}$, respectively, by setting $\chi_A(x) = (-1)^{\sum_{i \in A} x_i}$ and $\chi_B(x) = (-1)^{\sum_{i \in B} x_i}$. Let $h : \{0, 1\}^n \to \mathbb{R}$ be the function defined by $h(x) = \psi(\chi_A, \chi_B, x) = 2 \cdot |x| + \chi_A(x) + \chi_B(x)$. We claim that (a) when $A$ and $B$ are disjoint, $h$ is monotone, and (b) when $A$ and $B$ are not disjoint, $h$ is $\frac{1}{8}$-far from monotone. If this claim is true, then we have completed our lower bound since it implies that Alice and Bob can run a protocol for $C^\text{Mono}_\psi$ to solve their instance of \textsc{Set-Disjointness} and, therefore, $R(C^\text{Mono}_\psi) \geq R(\text{DISJ})$.

We now prove Claim (a). Fix $i \in [n]$. For $x \in \{0, 1\}^n$, let $x_0, x_1 \in \{0, 1\}^n$ be the vectors obtained by fixing the $i$th coordinate of $x$ to 0 and to 1, respectively. For any set $S \subseteq [n]$, $\chi_S(x_1) = (-1)^{\sum_{i \in S} x_i} \cdot \chi_S(x_0)$. So when $i \notin A$ and $i \notin B$, $h(x_1) - h(x_0) = 2 |x_1| - 2 |x_0| = 2 > 0$,

when $i \in A$ and $i \notin B$, $h(x_1) - h(x_0) = 2 |x_1| - 2 |x_0| - 2 \chi_A(x_0) \geq 0$,

and when $i \notin A$ and $i \in B$, $h(x_1) - h(x_0) = 2 |x_1| - 2 |x_0| - 2 \chi_B(x_0) \geq 0$.

Those three inequalities imply that when $i \notin A \cap B$, the function $h$ is monotone on each edge $(x_0, x_1)$ in the $i$th direction. As a result, when $A$ and $B$ are disjoint the function $h$ is monotone.

Let us now prove Claim (b). Let $A \cap B \neq \emptyset$. When $i \in A \cap B$, $h(x_1) - h(x_0) = 2 |x_1| - 2 |x_0| - 2 \chi_A(x_0) - 2 \chi_B(x_1)$. This implies that for each $x$ where $\chi_A(x_0) = \chi_B(x_0) = 1$, $h(x_1) < h(x_0)$. Partition $\{0, 1\}^n$ into $2^{n-1}$ pairs that form the endpoints to all the edges in the $i$th direction. Exactly $\frac{1}{4}$ of these pairs will satisfy the condition $\chi_A(x_0) = \chi_B(x_0) = 1$, and for each of these pairs, either $h(x_0)$ or $h(x_1)$ must be modified to make $h$ monotone. So when $A$ and $B$ are not disjoint, $h$ is $\frac{1}{8}$-far from monotone.

To handle the case where $|R| = \sqrt{n}$, we sketch the proof of a standard range reduction argument (see, e.g., [33]). Specifically, we can assume without loss of generality that $R = \{-\frac{\sqrt{n}}{2}, \ldots, \frac{\sqrt{n}}{2}\}$ and we modify the construction of the function $h$ to create $h'$

$$h'(x) = \begin{cases} -\frac{\sqrt{n}}{2} & \text{when } |x| - \frac{n}{2} < -\frac{\sqrt{n}}{2} + 1, \\ \frac{\sqrt{n}}{2} & \text{when } |x| - \frac{n}{2} > \frac{\sqrt{n}}{2} - 1, \\ |x| - \frac{n}{2} + \frac{\chi_A(x) + \chi_B(x)}{2} & \text{when } |x| - \frac{n}{2} \leq \frac{\sqrt{n}}{2} - 1. \end{cases}$$
It is easy to see that $h'$ is identical to $h/2$, except when $|x - \frac{n}{2}| \geq \frac{\sqrt{n}}{2}$, which only occurs for a constant fraction of $x$'s. Using the same reasoning as before, $h'$ is monotone when $A$ and $B$ are disjoint, and a constant distance from monotone when $A$ and $B$ intersect. We leave the details to the reader.

Finally, suppose that $|R| = o(\sqrt{n})$, and let $m := |R|^2$. We will use a $q$-query testing algorithm for $f$ to create a $q$-query testing algorithm for functions $g : \{0, 1\}^m \rightarrow \{0, 1\}$.

Specifically, given $g$, create $h : \{0, 1\}^n \rightarrow R$ by defining $h(x, y) := g(x)$ for $x \in \{0, 1\}^n$ and $y \in \{0, 1\}^{n-m}$. Clearly, if $g$ is monotone then so is $h$. We now want to argue that if $g$ is $\epsilon$-far from monotone, then so is $h$. We do so by proving the contrapositive. Suppose that $h$ is not $\epsilon$-far from monotone. Let $\bar{h}$ be the monotone function closest to $h$; thus, $\Pr_{x,y}[h(x, y) \neq \bar{h}(x, y)] \leq \epsilon$. By an averaging argument, there exists $y$ such that $\Pr_x[h(x, y) \neq \bar{h}(x, y)] \leq \epsilon$. Define $\bar{g} : \{0, 1\}^m \rightarrow R$ as $\bar{g}(x) := \bar{h}(x, y)$. It is easy to see that $\Pr_x[g(x) \neq \bar{g}(x)] = \Pr_{x,y}[h(x, y) \neq \bar{h}(x, y)] \leq \epsilon$. Therefore, $g$ is not $\epsilon$-far from monotone.

Our testing algorithm for $g$ is simple: test $h$ and return the result. By the above claim, a correct answer for testing $h$ gives a correct answer for testing $g$. Since testing $g$ for monotonicity requires $\Omega(m) = \Omega(|R|^2)$ queries, the same bound holds for testing $h$. □

11.5 Decision trees

Theorem 11.3 (Restated). For any $0 < \epsilon < \frac{3}{8}$, at least $\Omega(s)$ queries are required to $\epsilon$-test size-$s$ decision trees with one-sided error.

Proof. We first consider the case where $s = 2^{n-1}$ for some $n \geq 5$. We prove this case with a reduction from the GAP-EQUALITY problem on $s$-bit strings. Let $C_{\oplus}^{s\text{-DT}}$ be the communication game where Alice and Bob receive the functions $f, g : \{0, 1\}^n \rightarrow \{0, 1\}$ and they must test whether the function $h = f \oplus g$ is computable by a decision tree of size $s$. By Lemmas 11.9 and 11.6,

$$2Q^1(s\text{-DT}) \geq R^1(C_{\oplus}^{s\text{-DT}}) \quad \text{and} \quad R^1(\text{GEQ}_{s,\tilde{q}}) = \Omega(s).$$

We complete the proof by showing that $R^1(C_{\oplus}^{s\text{-DT}}) \geq R^1(\text{GEQ}_{s,\tilde{q}})$.

Let $a, b \in \{0, 1\}^s$ be received by Alice and Bob as input to an instance of the GAP-EQUALITY problem. They must determine if $a = b$ or whether $\text{dist}(a, b) = \frac{s}{8}$. Alice and Bob can solve their instance of the GEQ problem with the following protocol. Let the set of vectors $x \in \{0, 1\}^n$ with even parity $\text{Parity}(x) = x_1 \oplus \cdots \oplus x_n = 0$ define an indexing
of the bits of \( a \). (I.e., fix a bijection between those strings and \([s]\).) Alice and Bob build the functions \( f, g : \{0, 1\}^n \to \{0, 1\} \) by setting 

\[
f(x) = \begin{cases} 
a_x & \text{when } \text{Parity}(x) = 0, \\
0 & \text{when } \text{Parity}(x) = 1,
\end{cases}
\]

and 

\[
g(x) = \begin{cases} 
b_x & \text{when } \text{Parity}(x) = 0, \\
1 & \text{when } \text{Parity}(x) = 1.
\end{cases}
\]

Alice and Bob then test whether \( f \oplus g \) can be represented with a decision tree of size at most \( \frac{15}{16} 2^n \); when it can, they answer \( \text{dist}(a, b) = \frac{s}{8} \).

Let us verify the correctness of this protocol. For any \( x \in \{0, 1\}^n \) where \( \text{Parity}(x) = 0 \), we have that \( (f \oplus g)(x) = a_x \oplus b_x \). Furthermore, for each \( x \) where \( \text{Parity}(x) = 1 \), we get \( (f \oplus g)(x) = 1 \). So when \( a = b \), then \( f \oplus g \) is the Parity function. By Lemma 22, this function is \( \frac{1}{32} \)-far from every decision tree of size at most \( \frac{15}{16} 2^n \). When \( \text{dist}(a, b) = \frac{s}{8} \), consider the (complete) tree that computes \( f \oplus g \) by querying \( x_i \) in every node at level \( i \). This tree has \( 2^n \) leaves, but for every input \( x \) where \( a_x \neq b_x \), we have that the corresponding leaf has the same value as its sibling. So for each such input, we can eliminate one leaf. Therefore, we can compute \( f \oplus g \) with a decision tree of size at most \( 2^n - 2^{n-1}/8 < \frac{15}{16} 2^n \).  

11.6 Notes and Discussion

Other results. As we saw in Chapter 7, lower bounds on the query complexity for testing \( k \)-linearity—or, more precisely, on the number of queries required to distinguish \( k \)-linear and \((k+2)\)-linear functions—yield lower bounds on the query complexity for testing a number of other properties of boolean functions.

Our proof of Theorem 11.1 does give a lower bound on the number of queries required to distinguish \( k \)-linear and \((k+2)\)-linear functions. As a result, all the (asymptotic) bounds in Table 7.1 can be obtained directly from Theorem 11.1.

The lower bound on the query complexity required to test monotonicity in Theorem 11.2 also implies a matching \( \Omega(n) \) lower bound on the query complexity for testing submodularity. This follows from a result of Seshadhri and Vondrak [91], who showed that testing submodularity is at least as hard (in terms of query complexity) as testing monotonicity. For the details, see [23].

Following the initial publication of the research presented in this chapter, the communication complexity method has been used by Brody, Matulef, and Wu [34] to establish
new lower bounds related to testing properties computable by small-width ordered binary
decision diagrams. It has also been used by Jha and Raskhodnikova [68] to obtain lower
bounds for testing Lipschitz functions, as part of their investigation on property testing and
data privacy.
Chapter 12

Active Testing

In this chapter, we introduce a new model of property testing, which we call the active testing model. Before describing the model itself, we begin by describing the model selection problem in learning theory which motivated the research presented in this chapter.

Motivation. The central problem in learning theory can be formulated as follows. An algorithm $A$ is given query access to some function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that is promised to have some given property $\mathcal{P}$.\(^1\) The learner $A$’s task is to identify a hypothesis function $h : \{0, 1\}^n \rightarrow \{0, 1\}$ that, with probability at least $1 - \delta$, is $\epsilon$-close to $f$. The goal is to minimize the number of queries to $f$ and the running time required by $A$ to complete this task. When $A$ is free to query $f$ on any inputs of its choosing, the resulting learning framework is called the membership query model. If the hypothesis $h$ is guaranteed to also have property $\mathcal{P}$, the algorithm $A$ is called a proper learner.

Consider now a slight variation on the basic learning problem: a learning algorithm $A$ is again given query access to some function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, but the promise is weakened to only guarantee that $f$ has at least one of the properties $\mathcal{P}_1, \ldots, \mathcal{P}_m$. As before, $A$ is required to find a hypothesis $h : \{0, 1\}^n \rightarrow \{0, 1\}$ that is $\epsilon$-close to $f$ with probability at least $1 - \delta$. How many queries does $A$ require for this task?

One way $A$ can learn a good hypothesis $h$ for $f$ is to learn $m$ hypotheses $h_1, \ldots, h_m$, one for each of the possible assumptions $f \in \mathcal{P}_1, \ldots, f \in \mathcal{P}_m$. It can then test these hypotheses to identify the good hypothesis. This approach is sound, but it is not query-efficient. If $q_1, \ldots, q_m$ are the minimum number of queries required to learn a good hypothesis for a function $f$ in $\mathcal{P}_1, \ldots, \mathcal{P}_m$, respectively, then this approach requires at least

\(^1\)In learning theory, a property of boolean functions is typically called a *class* of functions.
A more query-efficient solution to the problem is to perform *model selection*: instead of learning one hypothesis per property, we first identify a property $P_i$ of the function $f$, then we learn a good hypothesis for $f$ under the promise that $f \in P_i$.

For the model selection approach to be query-efficient, we need a good way to tell if $f$ has properties $P_1, \ldots, P_m$. This is where property testing comes in handy: by testing whether $f$ is in $P_1, \ldots, P_m$, we can quickly reject all the properties that do not contain any hypothesis $\epsilon$-close to $f$ while accepting the property (or properties) that contains $f$. Furthermore, very efficient testers have been designed for many properties commonly studied in machine learning: linear threshold functions [77], unions of intervals [74], juntas [52, 20], DNFs [46], and decision trees [46].

**Active learning.** While the application of property testing to model selection as described above is interesting, its potential utility is limited by the fact that the assumptions in the membership query model are unrealistic in most machine learning applications.

For example, consider the problem of classifying documents by topic. A document can be represented as a boolean vector $x \in \{0, 1\}^n$ by letting each $x_i$ denote the presence (or absence) of a given word in the document. A boolean classifier—for illustration, let’s consider “sports articles” vs. “non-sports articles”—can be described as a boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$. Let $A$ be a learning algorithm that is tasked with constructing a classifier $h : \{0, 1\}^n \rightarrow \{0, 1\}$ that is close to $f$. To execute $A$, we must give it query access to $f$. When we have an existing article (say, taken from the web) whose corresponding word vector is $x \in \{0, 1\}^n$, we can let $A$ query the value of $f(x)$ by having a user determine if the article is about sports or not. This approach, however, does not work if we generate an arbitrary input $x \in \{0, 1\}^n$ and then try to get users to determine the value of $f(x)$.

As a result, the dominant query paradigm in machine learning is not the membership query model, but the *active learning* model. In this model, the algorithm can still choose the inputs on which it wants to query the function $f$, but it can only choose inputs *among those that exist in nature*. We describe this model more precisely in Section 12.1.

**Results.** In this chapter, we bring the active model in learning to the domain of testing. The main contribution of the research presented in this chapter is the definition of the model itself, which we present in Section 12.1.

The active testing model is a restricted form of property testing, so it is natural to expect that some properties which are efficiently testable in the standard property testing model...
are not as efficiently testable in the active testing model. Our first (negative) result confirms this suspicion. Recall that dictator functions can be tested with a constant number of queries in the standard property testing model. In the active testing model, however, testing dictator functions requires as many queries as are needed to learn dictator functions.

**Theorem 12.1.** Active testing of dictatorships under the uniform distribution requires \( \Omega(\log n) \) queries.

The proof of the theorem says something even stronger: \( \Omega(\log n) \) queries are required in the active testing model to distinguish dictator functions from random functions. As a result, the same lower bound applies to the query complexity of many other property testing tasks: testing computability by small decision trees, testing juntas, testing linear threshold functions, etc. Despite this note of caution, it is still possible that many of those properties can still be tested much more efficiently than they can be learned.

The second, and principal, result of this section confirms that there are indeed fundamental properties of boolean functions that can be tested more efficiently than they can be learned in the active testing model. Specifically, we show that testing linear threshold functions is much easier than learning the same class of functions.

**Theorem 12.2.** There is an active tester for linear threshold functions over the standard \( n \)-dimensional Gaussian distribution that makes \( O(\sqrt{n \log n}) \) queries. Furthermore, any such active tester for linear threshold functions makes at least \( \Omega(n^{1/3}) \) queries.

There are other properties of functions that can be tested efficiently in the active model. We discuss these results and the relation of active testing to other models of property testing in Section 12.5.

### 12.1 The active testing model

Active learning, in general, describes models of machine learning in which the learning algorithm has some freedom in choosing what inputs on which to query the target function. The name *active* is chosen to contrast with the *passive learning* model, in which the learning algorithm observes the value of the target function on some inputs that are drawn at random from some distribution. The “most active” model of learning, in which the learning algorithm has complete freedom over the set of queries it makes to the target function, is called the *membership query* learning model.
The model of active learning that we consider in this chapter lies somewhere in between the passive and membership query learning models. Specifically, we consider the following class of learning algorithms.

**Definition 12.3 (Sample-restricted learner).** The randomized algorithm $A$ with oracle access to a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ in $\mathcal{P}$ is an $s$-sample, $q$-query $(\epsilon, \delta)$-learner for the property $\mathcal{P}$ over the distribution $\mathcal{D}$ if it draws a set $S$ of $|S| = s$ samples from $\mathcal{D}$, queries the value of $f$ on $q$ elements from $S$, and with probability at least $1 - \delta$ outputs a hypothesis $h : \{0, 1\}^n \rightarrow \{0, 1\}$ that satisfies $\text{dist}_{\mathcal{D}}(f, h) \leq \epsilon$.

Our concept of active learner corresponds to a sample-restricted learner that has access to a polynomial number of (unlabeled) samples.

**Definition 12.4 (Active learner).** The algorithm $A$ is a $q$-query active $(\epsilon, \delta)$-learner for $\mathcal{P}$ over the distribution $\mathcal{D}$ if it is a poly$(n)$-sample, $q$-query $(\epsilon, \delta)$-learner for $\mathcal{P}$ over $\mathcal{D}$.

We are now ready to introduce the main definitions for the active testing model. The goal of our definitions is to mirror the active learning definitions. We do so as follows.

**Definition 12.5 (Sample-restricted tester).** The randomized algorithm $A$ with oracle access to a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is an $s$-sample, $q$-query $\epsilon$-tester for $\mathcal{P}$ over the distribution $\mathcal{D}$ if it draws $s$ samples from $\mathcal{D}$, queries the value of $f$ on $q$ of those samples, and

1. Accepts with probability at least $\frac{2}{3}$ when $f \in \mathcal{P}$; and
2. Rejects with probability at least $\frac{2}{3}$ when $\text{dist}_{\mathcal{D}}(f, \mathcal{P}) \geq \epsilon$.

Note that our definition of sample-restricted tester coincides with the standard definition of a tester when the number of samples is unlimited and the support of $\mathcal{D}$ is $\{0, 1\}^n$.

When we fix $q = s$, then the definition of sample-restricted tester corresponds to the passive testing model first studied in [59] in which the queries made by the algorithm are completely determined by the random draws to the distribution $\mathcal{D}$.

Our concept of active tester corresponds to a sample-restricted tester that has access to a polynomial number of (unlabeled) samples.

**Definition 12.6 (Active tester).** A randomized algorithm is a $q$-query active $\epsilon$-tester for $\mathcal{P} \subseteq \{0, 1\}^n \rightarrow \{0, 1\}$ over $\mathcal{D}$ if it is a poly$(n)$-sample, $q$-query $\epsilon$-tester for $\mathcal{P}$ over $\mathcal{D}$. 
12.2 Testing dictator functions

We prove the lower bound for testing dictator functions with a variant of Lemma 3.15. We start by stating and proving this basic lemma.

**Lemma 12.7.** Fix a property $\mathcal{P} \subseteq \{0, 1\}^n \rightarrow \{0, 1\}$. Let $\mathcal{D}_{\text{yes}}$ be a distribution over $\mathcal{P}$ and let $\mathcal{D}_{\text{no}}$ be a distribution such that $f \sim \mathcal{D}_{\text{no}}$ is $\epsilon$-far from $\mathcal{P}$ with probability $1 - o(1)$. Let $S \subseteq \{0, 1\}^n$ be obtained by drawing $s$ samples independently at random from the distribution $\mathcal{D}$ over $\{0, 1\}^n$. Suppose that with probability at least $\frac{5}{6}$ (over the choice of $S$), every subset $X \subseteq S$ of size $|X| = q$ and every $r \in \{0, 1\}^q$ satisfy

$$\Pr_{f \sim \mathcal{D}_{\text{yes}}} \left[ f(X) = r \right] < \frac{6}{5} \Pr_{f \sim \mathcal{D}_{\text{no}}} \left[ f(X) = r \right].$$  \hspace{1cm} (12.1)

Then there is no $s$-sample $q$-query $\epsilon$-tester for $\mathcal{P}$.

**Proof.** Let $\mathcal{A}$ be a deterministic algorithm that, for each possible subset $S \subseteq \{0, 1\}^n$, selects a set $X \subseteq S$ of size $|X| = q$ and queries $f : \{0, 1\}^n \rightarrow \{0, 1\}$ on each input in $X$. Suppose that $\mathcal{A}$ is guaranteed to accept $f \sim \mathcal{D}_{\text{yes}}$ with probability at least $\frac{2}{3}$ when $S$ contains $s$ elements drawn independently from $\mathcal{D}$.\(^2\)

When every subset $X \subseteq S$ of size $|X| = q$ and every $r \in \{0, 1\}^q$ satisfy (12.1), let us call $S$ bad. By our assumption on the acceptance probability of $\mathcal{A}$,

$$\mathbb{E}_S \left[ \Pr_{f \sim \mathcal{D}_{\text{yes}}} \left[ \mathcal{A} \text{ accepts } f \right] \mid S \text{ is bad} \right] \geq \frac{6}{5} \cdot \left( \frac{2}{3} - \frac{1}{6} \right) = \frac{3}{5}.$$

But conditioned on $S$ being bad, the probability that $\mathcal{A}$ accepts a function drawn from $\mathcal{D}_{\text{no}}$ cannot be much smaller than that of accepting a function drawn from $\mathcal{D}_{\text{yes}}$ so we have

$$\mathbb{E}_S \left[ \Pr_{f \sim \mathcal{D}_{\text{no}}} \left[ \mathcal{A} \text{ accepts } f \right] \mid S \text{ is bad} \right] \geq \frac{5}{6} \cdot \frac{3}{5} = \frac{1}{2}.$$

This means that $\mathcal{A}$ accepts a function drawn from $\mathcal{D}_{\text{no}}$ with probability at least

$$\Pr_{f,S} \left[ \mathcal{A} \text{ accepts } f \right] \geq \Pr[S \text{ is bad}] \cdot \mathbb{E}_S \left[ \Pr_{f \sim \mathcal{D}_{\text{no}}} \left[ \mathcal{A} \text{ accepts } f \right] \mid S \text{ is bad} \right] = \frac{5}{6} \cdot \frac{1}{2} = \frac{5}{12} > \frac{1}{3}.$$

Therefore, no deterministic $s$-sample $q$-query algorithm can distinguish functions drawn from $\mathcal{D}_{\text{yes}}$ or from $\mathcal{D}_{\text{no}}$ with probability at least $\frac{2}{3}$, and the lemma follows directly from Yao’s Minimax Principle [100]. \(\square\)

\(^2\)Here, the probability that $\mathcal{A}$ accepts is over the random choice of both $f$ and $S$. 
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We are now ready to complete the proof of Theorem 12.8.

**Theorem 12.8.** Active testing of dictatorships under the uniform distribution requires $\Omega(\log n)$ queries.

**Proof.** Let $D_{\text{yes}}$ and $D_{\text{no}}$ denote the uniform distributions over dictator functions and all boolean functions $\{0, 1\}^n \rightarrow \{0, 1\}$, respectively. Fix $X$ to be a set of $q$ queries from $\{0, 1\}^n$. We can write $X$ as a $q \times n$ matrix. For each $r \in \{0, 1\}^q$, write $c_r(X)$ to denote the number of columns of $X$ that are identical to $r$. For every $r$, we have

$$\left| \Pr_{f \sim D_{\text{yes}}} [f(X) = r] - \Pr_{f \sim D_{\text{no}}} [f(X) = r] \right| = \left| \frac{c_r(X)}{n} - 2^{-q} \right|.$$

When $X$ is formed by drawing $q$ queries independently and uniformly at random from $\{0, 1\}^n$, we can equivalently say that $X$ is formed by drawing $n$ columns independently and uniformly at random from $\{0, 1\}^q$. Thus, for any $r \in \{0, 1\}^q$ we have

$$E[c_r(X)] = 2^{-q}n$$

and by Chernoff’s bound

$$\Pr_X \left[ \left| \frac{c_r(X)}{n} - 2^{-q} \right| > \frac{1}{36} 2^{-q} \right] < e^{-cn2^{-q}}$$

for some appropriate constant $c$. By applying the union bound over all $2^q$ column types in $\{0, 1\}^n$ and over the $\binom{\text{poly}(n)}{q} < n^{c'q \log n}$ ways to choose a set $X$ of $q$ queries from the set $S$ of $\text{poly}(n)$ queries sampled independently from the uniform distribution, we get that

$$\Pr_S \left[ \exists X \subseteq S, r \in \{0, 1\}^q : \left| \frac{c_r(X)}{n} - 2^q \right| > \frac{1}{36} 2^{-q} \right] < e^{c'q \log n + q - cn2^{-q}}.$$

When $q \geq c'' \log n$ for some appropriately large constant $c''$, this probability is less than $\frac{1}{6}$ and the lower bound follows from Lemma 12.7. \qed

### 12.3 Upper bound for Testing LTFs

We now turn to the problem of testing linear threshold functions (LTFs) in the active property testing model. For this section and the next one, we leave the setting of boolean functions to explore a slightly more general class of functions: functions of the form $f : \mathbb{R}^n \rightarrow \{0, 1\}$. The definition of linear threshold functions, or *halfspaces*, in this setting is as follows.
Definition 12.9. The function \( f : \mathbb{R}^n \rightarrow \{0, 1\} \) is a linear threshold function if there exist \( n + 1 \) parameters \( w_1, \ldots, w_n, t \in \mathbb{R} \) such that for every \( x \in \mathbb{R}^n \),
\[
f(x) = \text{sgn}(w_1 x_1 + \cdots + w_n x_n - t),
\]
where the function \( \text{sgn} : \mathbb{R} \rightarrow \{0, 1\} \) returns \( \text{sgn}(z) = 1 \) iff \( z \geq 0 \).

We will study the problem of testing linear threshold functions over the standard \( n \)-dimensional Gaussian distribution \( \mathcal{N}_n(0, I) \) over \( \mathbb{R}^n \). There is a close connection to this problem and the Hermite decomposition of functions that we introduced in Section 4.3.2. This connection is described in the following key lemma of Matulef, O’Donnell, Rubinfeld, and Servedio [77].

Lemma 12.10 (Matulef et al. [77]). There is an explicit continuous function \( W : \mathbb{R} \rightarrow \mathbb{R} \) with bounded derivative \( \|W'\|_\infty \leq 1 \) and peak value \( W(0) = \frac{2}{\pi} \) such that every linear threshold function \( f : \mathbb{R}^n \rightarrow \{-1, 1\} \) satisfies
\[
\sum_{i=1}^n \hat{f}(e_i)^2 = W(\mathbb{E}_x f).
\]
Moreover, every function \( g : \mathbb{R}^n \rightarrow \{-1, 1\} \) that satisfies
\[
\left| \sum_{i=1}^n \hat{g}(e_i)^2 - W(\mathbb{E}_x g) \right| \leq 4\epsilon^3
\]
is \( \epsilon \)-close to being a linear threshold function.

Lemma 12.10 shows that \( \sum_i \hat{f}(e_i)^2 \), the sum of the level-one Hermite coefficients of a function, provides a characterization of linear threshold functions. We can thus test linear threshold functions by estimating the value of this expression for a given function. We will do so by using the characterization of the level-1 Hermite weight of a function that we established in Section 4.3.2.

12.3.1 Algorithm

Lemmas 12.10 and 4.18 suggest that linear threshold functions may be tested with the following simple LTFTTESTER algorithm.

This algorithm queries the value of \( f \) on all the samples in \( S \), so it makes a total of \( m \) queries. The value \( \tilde{\mu} \) is an unbiased estimate of \( \mathbb{E} f \) and, since the items of \( S \) are
drawn independently, we can use standard Chernoff bound arguments to show that $m = O(\sqrt{n})$ samples are sufficient to guarantee that this estimate has very small error with high probability.

The value $\tilde{\nu}$, by Lemma 4.18, is an unbiased estimate of $\sum_{i=1}^{n} \hat{f}(e^i)^2$. The values of $f(x)f(y)\langle x, y \rangle$ are no longer all independent, so we cannot use standard Chernoff bounds directly to bound the error of $\tilde{\nu}$. But the value $\tilde{\nu}$ is a U-statistic of order two, so we can use the concentration of measure tools from Section 4.1.3 to bound this error. In order to do so, however, it is convenient to modify the definition of $\tilde{\nu}$ slightly so that it is bounded. The resulting algorithm is described in Figure 12.1.

Figure 12.1: Algorithm for testing linear threshold functions in the active testing model.

### 12.3.2 Analysis of the algorithm

To verify the correctness of the $\text{LTFTester}^*$ algorithm, we must establish two facts: that $\tilde{\mu}$ and $\tilde{\nu}$ are close enough to the value they estimate, and that $\mathbb{E}\tilde{\nu}$ is close enough to the true value $\mathbb{E}f(x)f(y)\langle x, y \rangle$ that we want to compute. We begin with this latter task.

For a function $f : \mathbb{R}^n \to \mathbb{R}$, define $\psi_f : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ to be $\psi_f(x, y) = f(x)f(y)\langle x, y \rangle$. 
Let \( \psi^*_f : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be the truncation of \( \psi_f \) defined by setting

\[
\psi^*_f(x, y) = \begin{cases} 
  f(x)f(y) \langle x, y \rangle & \text{if } |\langle x, y \rangle| \leq \sqrt{4n \log(4n/\epsilon^3)} \\
  0 & \text{otherwise.}
\end{cases}
\]

The next lemma shows that \( E \psi_f \) and \( E \psi^*_f \) are close.

**Lemma 12.11.** For any function \( f : \mathbb{R}^n \to \mathbb{R} \),

\[
|E \psi_f - E \psi^*_f| \leq \frac{1}{2} \epsilon^3.
\]

**Proof.** For notational clarity, fix \( \tau = \sqrt{4n \log(4n/\epsilon^3)} \). By the definition of \( \psi_f \) and \( \psi^*_f \) and with the trivial bound \(|f(x)f(y) \langle x, y \rangle| \leq n\)

we have

\[
|E \psi_f - E \psi^*_f| = \left| \Pr_{x,y} [ |\langle x, y \rangle| > \tau] \cdot E_{x,y} \left[ f(x)f(y) |\langle x, y \rangle| > \tau \right] \right| 
\leq n \cdot \Pr_{x,y} [ |\langle x, y \rangle| > \tau].
\]

The right-most term can be bounded with a standard Chernoff argument. By Markov’s inequality and the independence of the variables \( x_1, \ldots, x_n, y_1, \ldots, y_n \),

\[
\Pr_{x,y} [ \langle x, y \rangle > \tau] = \Pr_{x,y} [ e^{t \langle x, y \rangle} > e^{t\tau}] \leq \frac{E e^{t \langle x, y \rangle}}{e^{t\tau}} = \frac{\prod_{i=1}^{n} E e^{tx_iy_i}}{e^{t\tau}}.
\]

The moment generating function of a standard normal random variable is \( E e^{ty} = e^{t^2/2} \), so

\[
E_{x_i,y_i} [e^{tx_iy_i}] = E_{x_i} [E_{y_i} e^{tx_iy_i}] = E_{x_i} e^{(t^2/2)x_i^2}.
\]

When \( x \sim \mathcal{N}(0, 1) \), the random variable \( x^2 \) has a \( \chi^2 \) distribution with 1 degree of freedom. The moment generating function of this variable is \( E e^{tx^2} = \sqrt{\frac{1}{1-2t}} = \sqrt{1 + \frac{2}{2(1-t^2)}} \) for any \( t < \frac{1}{2} \). Hence,

\[
E_{x_i} e^{(t^2/2)x_i^2} \leq \sqrt{1 + \frac{t^2}{1-t^2}} \leq e^{\frac{t^2}{2(1-t^2)}}
\]

for any \( t < 1 \). Combining the above results and setting \( t = \frac{\tau}{2n} \) yields

\[
\Pr_{x,y} [ \langle x, y \rangle > \tau] \leq e^{\frac{\tau^2}{2n}} - \tau \leq e^{-\frac{\tau^2}{4n}} = \epsilon^3.
\]

The same argument shows that \( \Pr[\langle x, y \rangle < -\tau] \leq \frac{\epsilon^3}{4n} \) as well. \( \Box \)
We can now complete the analysis of the LTFTTESTER* algorithm and the proof of the upper bound in Theorem 12.2.

**Theorem 12.12** (Upper bound in Theorem 12.2, restated). *There is an active tester for linear threshold functions over the standard n-dimensional Gaussian distribution that makes \(O(\sqrt{n \log n})\) queries.*

**Proof.** Consider the LTFTTESTER* algorithm. When the estimates \(\tilde{\mu}\) and \(\tilde{\nu}\) satisfy
\[
|\tilde{\mu} - \mathbb{E} f| \leq \varepsilon^3 \quad \text{and} \quad |\tilde{\nu} - \mathbb{E}[f(x)f(y)\langle x, y \rangle]| \leq \varepsilon^3,
\]
Lemmas 12.10 and 4.18 guarantee that the algorithm correctly distinguishes LTFs from functions that are far from LTFs. To complete the proof, we must therefore show that the estimates are within the specified error bounds with probability at least \(2/3\).

The values \(f(x^1), \ldots, f(x^m)\) are independent \([-1, 1]\)-valued random variables. By Hoeffding’s inequality,
\[
\Pr[|\tilde{\mu} - \mathbb{E} f| \leq \varepsilon^3] \geq 1 - 2e^{-\varepsilon^6 m/2} = 1 - 2e^{-O(\sqrt{n})}.
\]
The estimate \(\tilde{\nu}\) is a U-statistic with kernel \(\psi^*_f\). This kernel satisfies
\[
\|\psi^*_f - \mathbb{E} \psi^*_f\|_\infty \leq 2\|\psi^*_f\|_\infty = 2\sqrt{4n \log(4n/\varepsilon^3)}.
\]
Let \(\Sigma^2 = \mathbb{E}_x[\mathbb{E}_y[\psi^*_f(x, y)]^2] - \mathbb{E}_{x,y}[\psi^*_f(x, y)]^2\). Then
\[
\Sigma^2 \leq \mathbb{E}_y[\mathbb{E}_x[\psi^*_f(x, y)]^2] = \mathbb{E}_y[\mathbb{E}_x[f(x)f(y)\langle x, y \rangle 1[|\langle x, y \rangle| \leq \tau]]^2].
\]
Applying the Cauchy-Schwartz inequality to the expression for \(\Sigma^2\) gives
\[
\Sigma^2 \leq \mathbb{E}_y[\mathbb{E}_x[f(x)f(y)\langle x, y \rangle]^2] = \mathbb{E}_y[\mathbb{E}_x[(\sum_{i=1}^n f(y)y_i \mathbb{E}_x[f(x)x_i])^2)] = \sum_{i,j}\hat{f}(e_i)\hat{f}(e_j)\mathbb{E}_y[y_iy_j] = \sum_{i=1}^n \hat{f}(e_i)^2.
\]
By Parseval’s identity, we have \(\sum_i \hat{f}(e_i)^2 \leq \|\hat{f}\|_2^2 = \|f\|_2^2 = 1\). We can now apply Arcones’ Theorem (Theorem 4.7) and Lemma 12.11 to obtain
\[
\Pr[|\tilde{\nu} - \mathbb{E} \psi_f| \leq \varepsilon^3] = \Pr[|\tilde{\nu} - \mathbb{E} \psi^*_f| \leq \frac{1}{2}\varepsilon^3] \geq 1 - 4e^{-\frac{min^2}{8\cdot 2000\sqrt{n \log(4n/\varepsilon^3)}}} \geq \frac{11}{12}.
\]
The union bound completes the proof of correctness. \(\square\)
12.4 Lower Bound for Testing LTFs

The last section showed that it is possible to test linear threshold functions with $O(\sqrt{n})$ queries in the active testing model. The lower bound in Section 12.2 on the number of queries needed to distinguish dictator functions from random functions implies that $\Omega(\log n)$ queries are required to test linear threshold functions in the active model.

In this section, we prove a better lower bound showing that the number of queries required to test linear threshold functions in the active model must be polynomial in $n$. To establish this lower bound, we begin by extending Lemma 12.7 to real-valued functions.

**Lemma 12.13.** Fix a property $P \subseteq \mathbb{R}^n \rightarrow \mathbb{R}$. Let $D_{\text{yes}}$ be a distribution over $P$ and let $D_{\text{no}}$ be a distribution such that $f \sim D_{\text{no}}$ is $\epsilon$-far from $P$ with probability $1 - o(1)$. For any set $X \subseteq \mathbb{R}^n$ of size $|X| = q$, let $p_{X,\text{yes}}, p_{X,\text{no}} : \mathbb{R}^q \rightarrow \mathbb{R}$ be the probability density functions for the random variable $f(X)$ when $f \sim D_{\text{yes}}$ and $f \sim D_{\text{no}}$, respectively. Let $S \subseteq \mathbb{R}^n$ be a set of $s$ samples drawn independently from the $n$-dimensional Gaussian distribution $\mathcal{N}_n(0, I)$. Suppose that with probability at least $\frac{5}{6}$ (over the choice of $S$), every subset $X \subseteq S$ of size $|X| = q$ satisfy

$$\Pr_{r \sim \mathcal{N}_q(0, I)} \left[ p_{X,\text{yes}}(r) < \frac{6}{5} p_{X,\text{no}}(r) \right] > \frac{3}{4}. $$

Then there is no $s$-sample $q$-query $\epsilon$-tester for $P$.

The proof of Lemma 12.13 is essentially identical to that of Lemma 12.7. We refer the reader to [13] for the details.

We now complete the proof of the lower bound in Theorem 12.2.

**Theorem 12.14 (Upper bound of Theorem 12.2 restated).** At least $\Omega(n^{1/3})$ queries are required to test linear threshold functions over the standard $n$-dimensional Gaussian distribution in the active testing model.

**Proof.** We begin by introducing two distributions $\mathcal{D}_{\text{yes}}$ and $\mathcal{D}_{\text{no}}$ over linear threshold functions and functions that (with high probability) are far from linear threshold functions, respectively. We draw a function $f$ from $\mathcal{D}_{\text{yes}}$ by first drawing a vector $w \sim \mathcal{N}(0, I_{n \times n})$ from the $n$-dimensional standard normal distribution. We then define $f : x \mapsto \text{sgn}(\frac{1}{\sqrt{n}}x \cdot w)$.

To draw a function $g$ from $\mathcal{D}_{\text{no}}$, we define $g(x) = \text{sgn}(y_x)$ where each $y_x$ variable is drawn independently from the standard normal distribution $\mathcal{N}(0, 1)$.

Let $X \in \mathbb{R}^{n \times d}$ be a random matrix obtained by drawing $q$ vectors from the $n$-dimensional normal distribution $\mathcal{N}(0, I_{n \times n})$ and setting these vectors to be the columns of $X$. Equivalently, $X$ is the random matrix whose entries are independent standard normal variables.
Therefore, the ratio function $r : \mathbb{R}^q \rightarrow \mathbb{R}$ of these random variables is bounded by $\frac{6}{5}$ for all but $\frac{1}{5}$ of the probability mass.

The pdf $p : \mathbb{R}^q \rightarrow \mathbb{R}$ of a $q$-dimensional random vector from the distribution $\mathcal{N}_{q \times q}(0, \Sigma)$ is

$$p(x) = (2\pi)^{-\frac{q}{2}} \det(\Sigma)^{-\frac{1}{2}} e^{-\frac{1}{2}x^T \Sigma^{-1} x}.$$ 

Therefore, the ratio function $r : \mathbb{R}^q \rightarrow \mathbb{R}$ between the pdfs of $\frac{1}{\sqrt{n}}Xw$ and of $y_X$ is

$$r(x) = \det(\frac{1}{n}X^*X)^{-\frac{1}{2}} e^{\frac{1}{2}x^T((\frac{1}{n}X^*X)^{-1}-I)x}.$$ 

Note that

$$x^T((\frac{1}{n}X^*X)^{-1}-I)x \leq \|(\frac{1}{n}X^*X)^{-1}-I\|_2\|x\|_2^2 = \frac{1}{n}X^*X - I\|\|x\|_2^2,$$

so by Lemma 4.8 with probability at least $1 - 2e^{-t^2/2}$ we have

$$r(x) \leq e^{\frac{q}{n} \left(\frac{(\sqrt{q}+1)^2}{2n} + 2q \frac{\sqrt{q}+1}{n}\right) + 3q \frac{\sqrt{q}+1}{n}\|x\|_2^2}.$$ 

By a union bound, for $U \sim \mathcal{N}(0, I_{n \times n})^u$, $u \in \mathbb{N}$ with $u \geq q$, the above inequality for $r(x)$ is true for all subsets of $U$ of size $q$, with probability at least $1 - u^q 2e^{-t^2/2}$. Fix $q = n^{\frac{1}{4}}/(50(\ln(n))^{\frac{1}{2}})$ and $t = 2\sqrt{q\ln(n)}$. Then $u^q 2e^{-t^2/2} \leq 2u^{-q}$, which is $< 1/4$ for any sufficiently large $n$. When $\|x\|_2^2 \leq 3q$ then for large $n$, $r(x) \leq e^{74/q^{625}} < \frac{6}{5}$. To complete the proof, it suffices to show that when $x \sim \mathcal{N}(0, I_{q \times q})$, the probability that $\|x\|_2^2 > 3q$ is at most $\frac{1}{5}$ $2^{-q}$. The random variable $\|x\|_2^2$ has a $\chi^2$ distribution with $q$ degrees of freedom and expected value $\mathbb{E}\|x\|_2^2 = \sum_{i=1}^{q} \mathbb{E}x_i^2 = q$. Standard concentration bounds for $\chi^2$ variables imply that

$$\Pr_{x \sim \mathcal{N}(0, I_{q \times q})}[\|x\|_2^2 > 3q] \leq e^{-\frac{q}{4}} < \frac{1}{5} 2^{-q},$$

as we wanted to show, and the theorem follows from Lemma 12.13. 

\section*{12.5 Notes and Discussion}

\textbf{Other results in active testing.} The manuscript [13] contains other results on active testing that we did not discuss in this chapter. Notably, it is shown there that the property
of being a union of \(d\) intervals can be tested with a constant number of queries in the active testing model. This is in contrast to the problem of learning unions of \(d\) intervals, which requires \(\Omega(d)\) queries in the active learning model.

The active testing results also show that it is possible to test common assumptions from the semi-supervised learning model with a constant number of queries. In particular, testing cluster assumptions and margin assumptions can both be done with a constant number of queries. For the details and more background, see [13].

**Active testing vs. distribution-free testing.** The active testing model that we introduce in this chapter is not the first alternative model of property testing that was proposed to better mirror realistic learning models. Notably, Halevy and Kushilevitz [63] introduced a distribution-free model of property testing that has since been studied extensively [61, 62, 56, 48]. In the distribution-free model, the tester can sample inputs from some unknown distribution and can query the target function on any input of its choosing. It must then distinguish between the case where \(f \in \mathcal{P}\) from the case where \(f\) is far from the property over the (unknown) distribution.

If we consider distributions with support size that is polynomial in the dimension of the function being tested, the distribution-free testing model appears to be similar to our active testing model. Indeed, in this case the distance of the input function to a fixed property \(\mathcal{P}\) depends only on the values of the function on inputs in the support of the distribution. So intuitively it seems that the tester might as well only query the value of the function on inputs in the support of the distribution. This intuition is wrong: in fact, most testers in the distribution-free model strongly rely on the ability to query any input of their choosing. As a result, the task of testing a property in the active model is very different from the task of testing the same property in the distribution-free model and, indeed, many properties of boolean functions have very different query complexities in the two models.
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