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**14. ABSTRACT**

The goal of this research effort is to investigate methods to fuse vast amounts of data coming from different sensor sources with a multi-layered semi-supervised learning approach. This approach will use basic statistical techniques to identify key predictors, some correlation techniques to validate the source, quality and temporal aspects of the data, artificial neural networks for troubleshooting sources of system variability, and semi-supervised learning techniques which will provide adjustable thresholds for forecasting and detecting various anomalies or events of interest.
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1 EXECUTIVE SUMMARY

There are numerous applications across the Department of Defense where there are a number of sensor inputs to be considered and massive amounts of data to be processed in order for an operator or analyst to determine if an abnormal condition or event of interest is about to occur. The goal of this research effort is to investigate methods to fuse these vast amounts of data coming from these different sensor sources with a multi-layered semi-supervised learning approach. This approach will use basic statistical techniques to identify key predictors, some correlation techniques to validate the source, quality and temporal aspects of the data, artificial neural networks for troubleshooting sources of system variability, and semi-supervised learning techniques which will provide adjustable thresholds for forecasting and detecting various anomalies or events of interest.

The outputs from the machine learning algorithms investigated in this research effort can provide critical information for operators and analysts. This information could allow the operators to make proactive decisions to potentially prevent and/or prepare for a hazardous (or costly) event. However, in order for many machine learning methods to be successful, an iterative design analysis, combined with domain expertise, is important in identifying the appropriate inputs to the algorithm. A precaution should be taken not to reduce the performance of the algorithm by adding “noisy” data.

For rapid situation awareness for the analyst, a robust assessment of these sensor inputs is necessary. These sensor measurements can be assembled into a vector, so the entire vector represents an observation from a multivariate population. When applied to a real world multi-sensor environment, the operation and internal complexity becomes represented in terms of the collection of vectors which describe the different observations, or states, of the overall domain specific space (battlespace, airspace, etc) at different points in time. The value of each point represents a measured variable from the various sensors. A feature vector is an n-dimensional vector of numerical features that come from the various sensor points. The problem in dealing with real world data sets is that the number of anomalies contained within the data is drastically disproportionate from the amount of normalcy. In order for the system to be robust enough to handle a real world situation, the learning method used must be able to account for the lack of data in times of anomalous conditions as well as the overlap in periods of abnormality and normalcy.

The work for this project was divided into the following major areas:

Correlation and Statistical Analysis

One of the simplest of the feature selection process is a modification of the Tukey Test (t-test). The Tukey Test is a simple statistical test that can be used to identify the features which vary the most between subsets of the various classes. Correlation methods like Spearman’s rank correlation will be evaluated to for further analysis of the features selected from the process described above. Spearman’s rank correlation is a
nonparametric (nonlinear) correlation analysis which may be used to determine the correlation of each proposed input variable to the output variable \((X_i, Y_i)\).

Next, an Artificial Neural Network (ANN) model combined with a subsequent sensitivity analysis is evaluated. A neural network proved successful in this application for identifying the sources of variability on the predicted output value. This chapter will discuss how choosing the most appropriate ANN and model inputs helped improve prediction accuracy.

**Semi-Supervised Machine Learning Algorithms**

Semi-Supervised machine learning models were investigated with the JAVA_ML toolkit. These include a simple mean vector distance model, K-Nearest Neighbor, and some modified K-Means models. These models were used to predict events of interest.

The mean vector distance model uses a rather simple mean vector codebook in order to characterize the mean of normalcy and anomalous conditions. This method had its limitations in that in complex systems there can be many modes of operation for each class. This led to the next area of investigation in which the model searched for multiple means (K-Means) of vectors. A Semi-Fuzzy K-Means algorithm was developed which explored the clusters formed by both times of normalcy and abnormality and used the probability of membership into each to make a prediction on when an anomalous event was about to occur.

Another modification to the standard K-Means model was the Quality Threshold Model (QTM), in which the sensitivity of the model could be adjusted by changing threshold values to accommodate the tolerance level the mill may have for false alarms verses the cost benefit from early detection. In order to understand what information the various clusters represented, the events from the operator logs were mapped to the clusters which were defined by fault indicator vectors.

**Rate of Change Model and Test of Operator/Analyst Response**

Backward Differencing is designed to detect rates of change from the current time step to a prior time step. A series of test and data analysis techniques where employed in order to understand more about the data and to determine whether anomalous vectors were preceded by some sort of quantifiable events. The rate of change model presented in this work is a simplification of backward differencing, but it has the same goal of trying to detect rates of change from one time step to the next. In addition to backward differencing, an analysis was performed to explore the effects of the operators’ response to system changes. This algorithm compares the number of operator changes that occur just prior to an event of interest occurring to the number of operator changes that occur when the system was running in a good operating mode.
2 INTRODUCTION

2.1 Motivation

An unclassified data set was used in this research effort which was obtained from a manufacturing environment. There were numerous sensor locations throughout the process. Initially, 79 data points were considered as having some correlation to the events of interest. A simplified flow diagram illustrates where some of these sensor points were located.

![Diagram of the industrial process](image)

Figure 1 The industrial process is a complex system with many sensor points.

In addition to the numerous applications across the DoD that the methods contained in this research may benefit, the industrial domain investigated also may realize substantial gains. These tools may be used to minimize the amount of downtime for an industrial paper recycling mill. Downtime is caused by a number of factors, and this research exposes which components of a particular mill can be indicators of an upcoming failure. These factors can then be detected by an automated computer system in order to warn an operator prior to a paper machine break occurring.

The dynamic industrial environment investigated had substantial variability in the incoming raw material. Variability in operating conditions in industrial processes has the potential to cause loss of production, damaged equipment, and could create an unsafe operating environment. Just like the military domain, when an upset condition occurs,
the operators are inundated with huge amounts of data to be processed in a short amount of time. However, the cost of making a bad decision in an industrial setting is typically much lower. In industry, it is more typical that money, not lives, is what is lost. Industrial settings can be a creative place to develop tools to be used in other settings. One has access to unclassified, real world data, which is laden with noise and uncertainty.

The automated computer system which could be fielded with the tools contained in this research, could serve as an indications and warnings system which could monitor and study processes during production. Such systems could not only advise the operators of the various actions to be taken to keep the processes running in a stable fashion, they could also minimize the probability of paper machine downtimes.

Organizations within the paper industry have dedicated a significant amount of time and resources into promoting the development and application of modeling and simulation techniques in the paper industry as a whole (1). Some of the main objectives of studying these techniques are to reduce emissions and to increase the productivity and cost-efficiency of the process.

The process of making pulp and paper includes many re-circulated streams of water, fibers, fillers, and air. For this reason, static models and balances can be very complex and tend to ignore the process dynamics. There have been very few publications which successfully demonstrate simulating the dynamics of pulp and paper machine systems. The dynamics of the paper machine wet end have been described as being an extremely complex combination of hydrodynamics and colloidal chemistry (1).

In order to manage the dynamics of a paper recycling mill, complex process control systems have been widely established. The number of I/O connections in typical mills can vary from 30,000 to more than 100,000. The industry is constantly searching for ways to manage these complex systems in better ways. The first issue to be addressed is in how to handle the huge amount of raw sensor data available within the system. High-dimensional data analysis and reduction are important techniques used to help reduce the dimensionality of the huge of amount of raw data (1). From here, various process monitoring and simulation methods exist. These methods are typically either data driven, analytical, or knowledge based (2).

Various techniques from modeling and simulation attempt to characterize the process behavior and are used to develop models for predicting how the system will respond during system upsets or equipment changes. Some research has shown that even small fluctuations in process signals may be precursors to predicting system upsets (2). It is important for an automated system to be able to distinguish the inherent variability of the process from the precursors to system upsets or faults. One of the biggest challenges in a system which has a great deal of inherent variability is to identify when, where, and how much change is significant. If a system cannot correctly identify the precursors to a failure state, the operators may be inundated with false alarms and lose faith in the reliability of the automated system.
For most minor process fluctuations the process controllers (Proportional, Integral, and Derivative (PID)) and model predictive controllers are designed to maintain satisfactory operations by compensating for the effects of disturbances and changes occurring in the process. However, there are some changes in the process which cause disturbances which the controllers cannot adequately handle. These are the disturbances may lead to faults (3) (4).

Isermann (5) wrote a review article on fault detection based on modeling and system estimation. He claims that with a good model of the process, we can improve our ability to indicate when process faults are likely. As with other similar process models, his system compared current process signatures and outputs with those from the model. When values above or below some threshold were detected, they were labeled as fault indicators. The problem is that when the system is so complex and dynamic, models like Isermann's are often limited. Systems that are currently available rarely try to evaluate the process from the raw material through final product. More often, they try to break the process up into its subprocesses and in doing so, some dependencies may be overlooked. This is especially important when considering the amount of recirculated material within the system. Due to the interdependencies of the various processes in the system, along with the recirculation of material, tracing the time lags in the system also becomes an enormously challenging problem.

Some research efforts have looked at inducing a model using time-series analysis. One classical approach is to build an autoregressive moving average (ARMA) (6). Often associated with the ARMA approach is the cumulative sum (CUSUM) of the residuals method to identify faults. Unfortunately, these methods are limited when the process has many modes of operation, or grades, which are produced in a single process (7).

Research efforts, by Kim et al., have focused on monitoring various process signatures in real-time and incorporating these with equipment maintenance history data and in-line measurements of product quality (8). Combining information in this way helped build stronger process models and inspired some of the data analysis techniques presented in this research.

To add to the overall difficulty of dealing with a complex system, uncertainty exists in the sensory measurements, there is cooperation among certain sensors, and there are competing objectives among other sensors. Basir et al. (3) presented a probabilistic approach for modeling the uncertainty and cooperation between sensors. Their research shows how measures of variation can be used to capture both the quality of sensory data and the interdependence relationships that might exist between the different sensors. Some methods presented in this work use information about the variance and standard deviation of each sensor to capture similar relationships in the process.

Both within the paper industry, as well as in other manufacturing environments, various research efforts (9) (10) have explored using neural networks to model the process dynamics. Some research has demonstrated the ability of time-delay neural networks to
capture the dynamics of the process. Others (11) (8) have explored the possibility of knowledge based neural network models.

The limitation in using neural network models is that the model may become overtrained for a given set of training inputs. When a neural network becomes overtrained, it has modeled the training set too closely and cannot correctly generalize to other inputs. Therefore, when process conditions change, retraining of the network model may be necessary. While such limitations need to be accounted for, neural network models can still be a very useful tool. This is especially evident when they are paired with other methods, like sensitivity analysis.

A sensitivity analysis indicates which input variables are considered most important by a particular neural network. Sensitivity analysis can give important insights into the usefulness of individual variables (12). This research will show how a neural network model and the subsequent sensitivity analysis of a trained network can be crucial in identifying key sources of variability in the moisture on the wet end section of a paper machine, see Figure 1, Chapter 2. In processes where there is more than one grade being produced on a single paper machine, there becomes another challenge in dealing with different modes of operation. For this reason, clustering algorithms were explored. Clustering algorithms have the advantage of discovering multiple clusters of operating modes, allowing for the system to create multiple functions to describe modes of good or bad process conditions.

Different paper mills may require different models to best characterize the complex process interactions. Different processes are going to have differences in time delays and natural process fluctuations. The purpose of this research is to explore some of the current data analysis techniques from the field of computer science, and show how they can be effectively used in a real world industrial process setting, more specifically for the purpose of identifying upcoming failure conditions in a paper recycling mill.

Whatever method is used, the end user must give careful consideration as to what techniques are best suited for their process environment. The software system must have the ability to detect process upsets or anomalies soon enough for operators to react.

The neural networks and clustering algorithms presented in this work are a step closer to helping operators and analyst deal with some of the challenges in modeling a complex system. The analysis presented in the exploratory chapters of this research effort is intended to offer some ideas and to direct future research efforts which explore operator response and ways of incorporating operator knowledge into a model.
The source company for the data used for this research manufactures containerboard for the corrugating industry. The data used for this research is specific to this industrial process, but similar data sets can be obtained from other industrial settings as long as there is a data collection and management infrastructure. The plant historian, or plant information system (PI system), in this industrial setting was supplied by OSIsoft. It is designed to gather and archive large volumes of data (13). The PI system is very commonly used in the pulp and paper industry.
2.2 Overview of the Secondary Fiber Recovery System

A paper mill is an industrial environment which is dynamic and complex. Paper can be graded in 'm' numbers of ways (14). If we count all permutations and combinations of grades, the total grades may well exceed 10,000. Some of the different types of paper grades that are produced are shown in Table 1.

Table 1 Major paper grades classification (15)

<table>
<thead>
<tr>
<th>Based on Basis Weight</th>
<th>Based on Color</th>
<th>Based on Usage</th>
<th>Based on Raw Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tissue: Low weight, &lt;40 g/m²</td>
<td>Brown: Unbleached</td>
<td>Industrial: Packaging, wrapping, filtering, electrical etc.</td>
<td>Wood: Contain fibers from wood</td>
</tr>
<tr>
<td>Paper: Medium weight, 40 - 120 g/m²</td>
<td>White: Bleached</td>
<td>Cultural: Writing, printing, Newspaper, currency etc.</td>
<td>Agricultural residue: Fibers from straw, grass or other annual plants</td>
</tr>
<tr>
<td>Paperboard: Medium High weight, 120-200 g/m²</td>
<td>Colored: Bleached and dyed or pigmented</td>
<td>Food: Food wrapping, candy wrapping Coffee filter, tea bag etc.</td>
<td>Recycled: Recycle or secondary Fiber</td>
</tr>
<tr>
<td>Board: High weight, &gt;200 g/m²</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on Surface Treatment
Coated: Coated with clay or other mineral.
Uncoated: No coating
Laminated: aluminum, poly etc

Based on Raw Material

Finish
Fine/Course
calendered/ supercalendered
Machine Finished (MF)/Machine Glazed (MG)
Glazed/Glossed

One can imagine with all of the grades manufactured, there is a great deal of variability from one grade to the next. Even within a single grade, a great deal of variability exists. Reducing the variability of the process can lead to savings on raw material costs and reduce the variability of the final product. In turn, this can reduce the amount of offgrade product and reduce the number of paper machine breaks and subsequent lost production time.

Software systems can offer many advantages to such a complex process environment. One key benefit is in identifying the sources of variability which then may be reduced by operators or automatically by computer systems. Another is by detecting when swings in process variability can act as precursor to help predict when a process failure or a paper machine break is likely to occur. Early detection can save the mill money by minimizing downtimes. In addition, once the variability in product quality is understood, higher quality objectives can be set.

Currently, most mills record a series of different quality parameters for each reel of paper that is produced. These parameters are compared against a target to determine whether the product meets quality standards. In addition, various statistics, like the standard deviation and the 2 sigma and 3 sigma limits, are calculated to monitor the variability associated with these parameters. The disadvantage associated with monitoring just the
final product quality is that by the time a problem is diagnosed, it’s already too late to take corrective action. (16)

Research has shown that better quality control of what is coming into the system can result in improvements to final product quality (17). However, there is cost associated with monitoring the incoming fiber quality. In the case of a fiber recovery system, there are many different sources of incoming raw material. While some monitoring of quality of raw material is possible, there is a limit as to what is economically feasible in daily operations.

This research effort focused on an industrial environment in which recycled fiber is used exclusively as the raw material in the manufacturing of containerboard for the corrugating industry. The process is summarized in the following paragraphs, and may be studied in greater detail in such references as Smook (1992) and Thorpe (1997) (18) (19) (20).

Paper arrives in bales where it is unloaded and stored in warehouses until needed. The raw material may be kept separated by paper grade, or it may be separated based on quality (19).

When the paper mill is ready to use the paper, forklifts move it from the warehouse to large conveyors. The paper moves by conveyor to a big vat called a pulper, which contains water and chemicals. The pulper chops the recovered paper into small pieces. Heating the mixture breaks the paper down more quickly into tiny strands of cellulose (organic plant material) called fibers. Eventually, the old paper turns into pulp. Water is brought into the system to keep the pulp slurry dilute enough to transport (19).

The pulp is forced through screens containing holes and slots of various shapes and sizes. During the screening process, small contaminants such as plastic and adhesives are removed. The amount of debris that is removed from the system depends on the end users requirements. For example, more specks of dirt may be tolerated in corrugated boxes than in writing paper.

Mills also clean pulp by spinning it around in large cone-shaped cylinders. Heavy contaminants like staples are thrown to the outside of the cone and fall through the bottom of the cylinder. Lighter contaminants collect in the center of the cone and are removed. This process is called cleaning (19).

The next step is to wash the pulp to remove the maximum amount of dissolved organic and soluble inorganic material present with the pulp mass (21). After additional cleaning and dewatering, the pulp is ready to be refined.

During refining, the pulp is beaten to make the recycled fibers swell, making them ideal for papermaking. If the pulp contains any large bundles of fibers, refining separates them into individual fibers.
The pulp is then mixed with water and chemicals to make it 99.5% water. This watery pulp mixture enters the headbox, a giant metal box at the beginning of the paper machine. It is then sprayed in a continuous wide jet onto a huge flat wire screen which is moving very quickly through the paper machine. While on the screen, water starts to drain from the pulp, and the recycled fibers quickly begin to bond together to form a watery sheet. Vacuum is applied at the section called the “couch” which removes even more water and then the sheet moves rapidly through a series of felt-covered press rollers. The sheet, which now resembles paper, passes through a series of heated metal rollers which dry the paper. Finally, the finished paper is wound into a giant roll and removed from the paper machine.

The variability in this system is profound, making it challenging to make predictions on how process changes or upsets will propagate through the system. Variability can be found in the raw material, the operating environment, machinery, measurements, operator responses, and many more sources that may not be obvious to mill engineers.

An overview of the process environment is shown in Figure 1.

Figure 2 A simplified flow diagram of the third Paper Machine (PM3) secondary fiber line at the Rock-Tenn Paper Mill illustrates the complexity of the industrial test bed.
The source of data for this research was the Rock-Tenn Paper Mill located in Solvay, NY. At this mill, three paper machines operate continuously to produce linerboard with basis weights from 26 lb. to 56 lb. and corrugating medium basis weights of 23 lb. to 40 lb. Quality control measures are difficult because there are very few online sensors for the operators to monitor quality. Most quality checks are done offline in an onsite quality control laboratory. The finished containerboard is tested once every sixty minutes when a new reel is completed. Hence, there is significant amount of time between when the raw material entered the system and the first quality control check is performed. This makes it nearly impossible to be proactive since the “damage” to the process has already been done.

2.3 Sources of Variability in Fiber Recovery Process

The raw material typically comes from many different sources (mixed office waste, old corrugated containers, etc), and it contains varying amounts of dirt, staples, glues, and various other contaminants that must be removed and good fibers must be recovered to make a quality paper sheet. It is a challenge in the production of recycled paper to reject enough debris to rid the process of unwanted material, while simultaneously minimizing the amount of good fiber that is lost. The amount of debris in the system is another noteworthy source of variability.

In a fiber recovery system a great deal of water is added to the raw material to break up the fibers, remove containments, and reform a useable paper product. Another source of variability, and operational problems, in secondary fiber mills is due to the recycling of water through the system. Recycling water can lead to a buildup of dissolved solids.

Prior work by Mittal (22) investigated the dissolved solids which build up in this industrial environment. Notable sources include: corrosion, scale, deposition, and dissolved organic solids. Corrosion results when the buildup of dissolved solids in the white water system accelerates the rate of corrosion on the process equipment. Scale and deposition is the crystallization, precipitation or coagulation of non-resinous substances that lead to scale. Slime and odor occur as the degree of recycled water is increased and the higher dissolved solid concentrations constitute a more productive environment for bacterial growth.

The accumulation of dissolved organics due to white water recycling can also result in a mottled appearance on the paper machine sheet. A high concentration of solids in the white water system can lead to plugging of seals, showers, edge deckles, felts, etc. Finally, the degree of water closure significantly affects the performances of additives like retention aid, size, clarification and dewatering aids (22).

Water added to the pulp must be removed when reforming a paper sheet on the paper machine. If there is a significant amount of water in the sheet on the paper machine draining section, more energy must be applied at the dryer section. Variability in the
amount of water across the sheet can compromise the strength integrity of the sheet, leading to a paper break, and loss of production for the mill (22).

If a sheet of paper does not have uniform basis weight, moisture content, and caliper (thickness), many problems may arise. Most importantly, however, the strength of the sheet can be compromised (23). The stress and strains imposed on the sheet of paper on the paper machine can cause a break at the paper’s weakest link.

The uniformity of the manufactured paper is assessed in two-dimensions: the machine direction (MD), or the direction in which the paper moves as it is being manufactured, and the cross-direction (CD), or across the width of a paper machine. Another component considers the random variation that is neither pure MD nor CD (24).

The machine direction is often considered to be the temporal component. Along with the variations that occur due to mechanical wear or system upsets, pulp stock characteristics change over time. The approach flow system tries to maintain the consistency and drainage properties of the delivered stock as much as possible. Once the pulp slurry is on the forming fabric of the paper machine, vacuum applied through suction in the couch roll dewater the wire side of the sheet. If there are temporal variations in the amount of water in the slurry it will be apparent here. Variability in the couch vacuum typically is indicative of moisture variability in the MD (24).

The cross-direction variation of a sheet is defined as the variation in the cross-machine direction and is often considered to be the spatial component. CD control of the dynamically varying profile is the task of arrays of actuators distributed across the width of the paper machine.

Research on reducing the variability in variation on the sheet has shown to have success through tightening control on the actuators and adjusting the flow through the headbox (25) (26). Methods for improving control are discussed in greater detail in such references as Thake (25) and Wang (26). Some variability is unavoidable because of the nature of the dynamic environment. Despite variability, the process must be robust enough to maintain steady, continuous operation, and minimize breaks on the paper machine to reduce lost time and production.

2.4 Data Collection

This particular mill has a plant information (PI) system supplied by OsiSoft. At any given instant of time, the data from the plant information system is a "snap shot" of how the mill was running at a particular point. The data used in this research was collected from the plant information system in 5 minutes increments from September 1997 through May 2009. Each process variable for a given time stamp forms a vector of sensor readings, or features, for that point in time. One challenge in developing useful software tools is in determining which features, or sensor readings, are important, and which features are not.
When trying to make predictions in an industrial setting like this one, complex
correlations between process variables may make it necessary to consider many features
simultaneously. Since this is a continuous, real time environment, and a dynamic system,
characterizing the data with traditional methods has its limitations. Values for a specific
variable may mean different things at different times. In addition, one of the most
challenging problems in dealing with real-world industrial process data sets like this one
is in dealing with time lags.

For this application, it typically takes about 2 hours from the time the raw material enters
the system until the finished product comes out the end of the production line. However,
if a break or system upset occurs at any point along the process, this time lag may vary.
One can imagine that this adds a great deal of complexity. For the purpose of this
research, adjustments needed to be made to account for time lags. This will be discussed
further in the data preprocessing section of chapter 4.

2.5 Basics of Process Control

Zhu (27) defines a process as a processing plant that serves to manufacture homogenous
material or energy products. Some examples outside the paper industry include: oil,
electrical power, glass, mining, metals, cement, drugs, food, and beverages. In different
process settings, different kinds of variables in the process will interact to produce
observable outputs. (26) However, there are commonalities in these various process
environments.

Process systems consist of three main components: the manipulated variables,
disturbances, and the controlled variables. Typical manipulated variables are valve
position, motor speed, damper position, or blade pitch. The controlled variables are those
conditions that must be maintained at some desired value. Some of these variables
include such things as temperature, level, position, pressure, pH, density, moisture
content, weight, and speed. For each controlled variable there is an associated
manipulated variable. The control system must adjust the manipulated variables so the
desired value or “set point” of the controlled variable is maintained despite any
disturbances (28).

Disturbances enter or affect the process and tend to drive the controlled variables away
from their desired value or set point condition. Typical disturbances include changes in
ambient temperature, in demand for product, or in the supply of feed material.
Disturbances can be further broken down into measured disturbances and unmeasured
disturbances. Unmeasured disturbances can only be observed by their influence on the
outputs (26). The control system must adjust the manipulated variable so the set point
value of the controlled variable is maintained despite the disturbances. If the set point is
changed, the manipulated quantity must be changed to adjust the controlled variable to its
new desired value (28).
For each controlled variable the control system operator selects a manipulated variable that can be paired with the controlled variable. The pairing of manipulated and controlled variables is performed as part of the process design.

To control a dynamic variable in a process, information must be obtained by measuring the variable. Measurement refers to the conversion of the process variable into an analog or digital signal that can be used by the control system. Initial measurement is done with a sensor or instrument. Typical measurements are pressure, level, temperature, flow, position, and speed. The result of any measurement is the conversion of a dynamic variable into some proportional information that is required by the other elements in the process control loop or sequence.

In the evaluation step of the process control sequence, the measurement value is examined, compared with the desired value or set point, and the amount of corrective action needed to maintain proper control is determined. The controller performs this evaluation. The control element in a control loop is the device that exerts a direct influence on the manufacturing sequence. The control element accepts an input from the controller and transforms it into some proportional operation that is performed on the process.

The system error is the difference between the value of the control variable set point and the value of the process variable maintained by the system. The system error is described in Equation 2-1.

\[
e(t) = PV(t) - SP(t) \tag{2-1}
\]

where
\[
e(t) = \text{system error as a function of time (t)}
\]
\[
PV(t) = \text{the process variable as a function of time}
\]
\[
SP(t) = \text{the set point as a function of time}
\]

The main purpose of a control loop is to maintain some dynamic process variable (pressure, flow, temperature, level, etc.) at a prescribed operating point or set point. System response is the ability of a control loop to recover from a disturbance that causes a change in the controlled process variable. There are many detailed books on process control and design. For more information the reader may refer to Perlmutter or Smith and Corripio.

To have a better understanding of how the components work together, one should look at the process and instrumentation diagram (P&ID) for the particular mill of interest. This diagram will indicate the general flow of plant processes and equipment. It includes: process piping, major bypass and recirculation lines, major equipment symbols names and identification numbers, flow directions, control loops, and how the components are interconnected.
For the purpose of this research, the engineers at the mill helped indentify some key areas of influence on process variability. A list of some of these key locations and their corresponding tag numbers are listed in Table 2. Suffixes signify the types of each variable in a group: "_LMN" = "controller output"; "_PV" = "process variable"; "_SP" = "set point"; and "_ST" = "status". Status variables indicate whether a particular controller is running nominally in automatic or manual mode, or is in some transient or other non-nominal state: they are discrete. Set points are desired values of process variables. The LMN value is the output of the controller.
Table 2 Various sensors and corresponding tag numbers of interest at the recycle paper mill in Solvay, NY.

<table>
<thead>
<tr>
<th>Sensor Description</th>
<th>Tag Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISK THICKNER</td>
<td>S3 33LC161_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>PRI COARSE SCREEN PD</td>
<td>S3 33PD1515_PV</td>
</tr>
<tr>
<td>PRI COARSE SCREEN FEED</td>
<td>S3 33PC515_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>PRIMARY COARSE SCREEN</td>
<td>S3 33M0020_PV</td>
</tr>
<tr>
<td>PRI COARSE SCREEN ACCPET</td>
<td>S3 33PI510_PV</td>
</tr>
<tr>
<td>PRI COARSE SCREEN ACCPET</td>
<td>S3 33FC504_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>PRI CRS SCRN FEED</td>
<td>S3 33CC356_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>PRIMARY REFINER</td>
<td>S3 33JC902_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>SECONDARY REFINER</td>
<td>S3 33JC929_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>COUCH</td>
<td>S3 43PC371_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>3rd DRYER SECTION</td>
<td>S3 43PC455_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>HYDRAPULPER</td>
<td>S3 23M0020_PV</td>
</tr>
<tr>
<td>HYDRAPULPER FEED CONVEYOR</td>
<td>S3 23M0010_PV</td>
</tr>
<tr>
<td>PRI COARSE SCREEN REJECT</td>
<td>S3 33FC502_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>CLOUDY WW SEAL CHEST</td>
<td>S3 33LC170_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>CLEAR WW SEAL CHEST</td>
<td>S3 33LC171_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>SEC REF ACCEPT RECIRC</td>
<td>S3 33FC207_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>H.D. STOCK STORAGE CHEST</td>
<td>S3 33LI778_PV</td>
</tr>
<tr>
<td>STOCK TO PRIMARY REFINER</td>
<td>S3 33CC201_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>BLEND CHEST</td>
<td>S3 33LC907_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>BLEND CHEST</td>
<td>S3 33LC907A_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>STOCK TO STUFF BOX</td>
<td>S3 33CC216_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>STOCK TO FAN PUMP</td>
<td>S3 43FC191_LMN, PV, SP, ST</td>
</tr>
<tr>
<td>3E02 Wire Turning Roll Spd Act.</td>
<td>S3D WIRE_TURNING_SACT</td>
</tr>
<tr>
<td>End of Scan Ave BW</td>
<td>M3 EndScanAve_BW</td>
</tr>
<tr>
<td>End of Scan Ave CW</td>
<td>M3 EndScanAve_CW</td>
</tr>
<tr>
<td>End of Scan Ave MOI</td>
<td>M3 EndScanAve_MOI</td>
</tr>
</tbody>
</table>
2.6 Multivariable System

The system described above would be defined as being multivariable since the number of either inputs or outputs is greater than 1 (25). The variables considered are described in Table 2. The measurements that these variables describe come from different sensors in the paper mill. For the purpose of analysis, these measurements can be assembled into a vector, so the entire vector represents an observation from a multivariate population. When applied to an industrial setting, the operation and internal complexity of production machinery becomes represented in terms of the collection of vectors which describe the different observations, or states, of the process at different points in time (25). The value of each point represents a measured variable from the machinery. A feature vector is an n-dimensional vector of numerical features that come from the various locations in the mill.

Traditional methods of monitoring the feature vectors consist of limit sensing and discrepancy detection. Limit sensing raises an alarm when observations cross predefined thresholds. This method has been widely used because it is easy to implement and to understand (2). The limitation of limit sensing is that it ignores interactions between process variables. Discrepancy detection raises an alarm by comparing simulated to actual observed values. Discrepancy detection highly depends on model accuracy (2).

Due to the interactions between process variables, the system becomes highly complex. There are many sources in the literature which outline the challenges of dealing with complex system control (31) (32) (33). Complex behavior between components emerges from non-linear interactions.

Tools from multivariable analysis are useful for determining the unique contributions of various features to a single event or outcome (34). There are a number of different ways of performing multivariate analysis (35). One of these approaches involves developing a model which can represent the essential aspects of the process system. A more sophisticated model may incorporate some of the process dynamics. A process is dynamic when the current output value depends on current external stimuli as well as the prior values (36).

The development of a mathematical model for a given real-world system can be a difficult task, especially in cases where the system's dynamics are not well understood. The behavior of a dynamic system evolves over time. To develop a good model, a priori knowledge, engineering intuition and insight should be combined with the formal mathematical properties (27) (37). When the right data and model have been identified, the model needs to be validated. This step tests whether the estimated model is sufficiently good for its intended use (37). Chapters 5 and 6 demonstrate why model validation is important.

Once a model of a process has been developed, that model may be used to predict future events. Model Predictive Control (MPC) algorithms utilize the process model to predict the future response of a plant. At each control interval an MPC algorithm attempts to
optimize future plant behavior by computing a sequence of future manipulated variable adjustments. The first input in the optimal sequence is then sent into the plant, and the entire calculation is repeated at subsequent control intervals (25).

Several recent publications provide a good introduction to theoretical and practical issues associated with MPC technology. Rawlings (2000) provides an excellent introductory tutorial aimed at control practitioners (26). Allgower, Badgwell, Qin, Rawlings, and Wright (1999) present a more comprehensive overview of nonlinear MPC and moving horizon estimation, including a summary of recent theoretical developments and numerical solution techniques (27). Mayne, Rawlings, Rao, and Scokaert (2000) provide a comprehensive review of theoretical results on the closed-loop behavior of MPC algorithms (28).

A more simplistic approach called multiple linear regression has also been used to model the relationship between two or more features and a response variable by fitting a linear equation to observed data (46). The underlying assumption of multiple linear regression is that, as the independent variables increase (or decrease), the mean value of the outcome increases (or decreases) in a linear fashion (28). Although this approach may be extremely useful for some simplified process systems, preliminary experiments did not prove it to be the best approach for the research presented in the following chapters. The processes considered and the interactions of the process components were nonlinear in nature, making it difficult for these processes to be characterized by a linear relationship. More sophisticated methods, like methods found in the field of machine learning, are necessary for such complex systems. Machine learning allows for the emergence of relationships that traditional techniques may have overlooked.
3 MACHINE LEARNING (ML)

Machine learning is the study of methods for programming computers to learn. It is important to identify the differences between supervised and unsupervised learning approaches. Both approaches have their applications in which they are best suited (38). It should also be noted that researchers have shown that for every function a learning algorithm does well on, there exist a function on which it does poorly (39). The methods presented in this research will not be best suited for every mill or process environment as several researchers have shown that no learning algorithms can be universally appropriate. A learning algorithm that performs exceptionally well in certain situations will perform comparably poor in other situations (40) (41). For some applications, the more simplistic methods discussed in the prior chapter may be the best approach.

3.1 Supervised Learning

In supervised learning, a “teacher” is available to indicate one of three things. The teacher will either indicate whether a system is performing correctly, indicate a desired response, or indicate the amount of error in system performance. This is in contrast to the unsupervised learning presented in the prior chapter where the learning must rely on guidance obtained heuristically. (42) (43) Supervised learning is a very popular technique for training artificial neural networks.

3.1.1 Artificial Neural Networks

The study of Artificial Neural Networks (ANNs) originally grew out of a desire to understand the function of the biological brain, and the relationship between the biological neuron and the artificial neuron. ANNs have become an increasingly popular tool to use for prediction, modeling and simulation, and system identification in the paper industry. There are many sources in literature which discuss the basic structure and implementation of ANNs (42).

The neural network is inspired by the biological nervous system. They consist of processing units, called neurons, or nodes, and the connections (called weights) between them. The neural networks are trained so that a particular input leads to a specific target output. A simplified illustration of this training mechanism is shown in Figure 2. The network is adjusted based on a comparison of the output and the target until the network output matches, or nearly matches, the target (11).
Figure 3 A simplified illustration of the neural network training mechanism. The network is adjusted based on a comparison of the output and the target until the network output matches, or nearly matches, the target.

ANN’s have the ability to derive meaning from complicated or imprecise data. They can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques.

In order to consider the operation of ANN’s, it is important to first introduce some of the terms used. The neuron forms the node at which connections with other neurons in the network occur. Unlike the biological neural networks which are not arranged in any consistent geometric pattern, those in the electronic neural network are generally arranged in one or more layers which contain neurons performing a similar function. Depending on the type of network, connections may or may not exist between neurons within the layer in which they are located.

A single-input neuron is shown in Figure 3. The scalar input, \( p \), is multiplied by the scalar weight, \( w \) to form \( wp \), which is one of the terms that is sent to the summer. If the neuron includes a bias, another input, \( I \), is multiplied by a bias, \( b \), and then it is passed to the summer. The summer output, \( n \), often referred to as the net input, goes into a transfer function, \( f \), which produces the scalar neuron output, \( a \).
Within a single input neuron the scalar input, \( p \), is multiplied by the scalar weight, \( w \), to form \( wp \), which is one of the terms that is sent to the summer. If the neuron includes a bias it is also passed to the summer. The net input, \( n \), goes to the transfer function, \( f \), which produces the scalar neuron output, \( a \).

The transfer function may be a linear or a nonlinear function. A particular transfer function is chosen to satisfy some specification of the problem that the neuron is attempting to solve. A variety of transfer functions are presented in the Mathworks training documentation for further study (44).

Typically, a neuron has more than one input. A neuron with multiple inputs is shown in Figure 4. The individual inputs \( p_1, p_2, \ldots, p_r \) are each weighted by corresponding elements \( w_{1,1}, w_{1,2}, \ldots, w_{1,R} \) of the weight matrix \( W \).

Some neural network models have several layers of networks. Each layer has its own weight matrix, its own bias vector, and net input vectors. Internal layers are often hidden to simplify the model. Hidden layers within the network also take part in producing output when the training is complete. The number of hidden layers is problem dependent, as increasing the number of hidden layers increases the complexity (11).
ANNs show promise for solving difficult control problems. When considering the application of ANNs, one is faced with two main problems. The first is an understanding of the domain; the second is in picking the best neural network tool. Several different types of neural networks may be considered.

To add to the complexity of the neural network architecture, it is possible to use a stack of many neural networks with the same complexity (i.e., with the same number of hidden nodes). In principle, combined predictors have better properties than individual models (45). An advantage of this approach is that the final prediction is based on the average of all models in the ensemble. The diagram in Figure 6 illustrates this structure.
It is important, however, to recognize the limitations of ANN’s. ANN’s have shown to generally perform as very good multi dimensional interpolators. In this context, they are limited by the boundaries of the information submitted to them during the training phase of their development. For real world applications, if the bounds of the information provided during the training phase does not extend to cover the entire region of anticipated future interest, then the network model must be retrained when changes are made to the environment which they model.

3.2 Unsupervised Learning

In machine learning, unsupervised learning is a class of problems in which one seeks to determine how the data are organized. It is distinguished from supervised learning (and reinforcement learning) in that the learner is given only unlabeled examples (38).

Barlow (1989) explains the biological parallel of unsupervised learning, and how these algorithms provide insights into the development of the cerebral cortex and implicit learning in humans (46).

According to Barlow, much of the information that pours into our brains arrives without any obvious relationship to reinforce and is unaccompanied by any other form of deliberate instruction. It is the redundancy contained in these messages that enables the brain to build up its “working modules” of the world around it. Redundancy is the part of our sensory experience which distinguishes meaningful information from noise (47). The knowledge that redundancy gives us about patterns and regularities in sensory information is what drives unsupervised learning. With this in mind, one can begin to classify the forms that redundancy takes and the methods of handling it (46).
There are various statistical measures to characterize sensory information that behaves in a non-random manner. One example is the mean, taken over the recent past. Adaptation mechanisms have shown to take advantage of the mean by using it as an expected value and expressing values relative to it. The human retina is one example of this principle. Other measures include variance and covariance which offer a measure of the correlation between variables (47). There are many other more sophisticated ways of measuring the correlations between the variables, depending on the complexity of the problem. Some of these techniques will be explored in chapters 5 and 6 of this research.

Closely related to unsupervised learning is the concept of data mining (48). In a broad sense, data mining has been described as the methods used for discovering the regularities, structures, and rules from data (49). It allows users to analyze data from many different dimensions or viewpoints, categorize it, and summarize the relationships identified. Some have described data mining as the process of finding correlations or patterns among dozens of fields in large relational databases (50) (51).

Luo (2008) discusses some of the limitations of current data mining techniques. The first of these limitations is in dealing with very large databases (51). New algorithms are needed for classification, clustering, dependency analysis, and change and deviation detection that scale to large databases. There is a need to develop more effective means for data sampling and data reduction. Luo claims that researchers also need to develop schemes capable of mining over non-homogenous data sets (including mixtures of multimedia, video, and text modalities). Finally, there is a need to develop new mining and search algorithms capable of extracting more complex relationships between fields and to be able to account for structure over the fields including hierarchies and sparse relations (51).

During the analysis of any large dataset, as is the case for the sensor information from a recycling paper mill, the researcher needs assistance in finding the relevant data. In order to find patterns out of what appears to be chaos, clustering can be used. Clustering can be critical for many exploratory and discovery tasks in machine learning, pattern recognition and data mining. Cluster analysis is used to automatically classify samples into a number of groups using measures of association (52). It can help the researcher find hidden relationships, allowing them to have a better understanding of the data.

3.2.1 Clustering

There are five major categorizations of clustering methods: hierarchical, density-based, grid based, model based, and partitioning methods. The key differences between them are in the way the clusters are formed.

Hierarchical clustering creates a hierarchy of clusters which may be represented in a tree structure. The root of the tree consists of a single cluster containing all
observations, and the leaves correspond to individual observations. Hierarchical organization can sometimes provide additional insight into the problem under investigation. For example, when classifying a genomic data set, hierarchical clustering may provide insight into evolutionary processes (53).

Density-based approaches apply a local cluster criterion. Clusters are regarded as regions in the data space in which the objects are dense, and which are separated by regions of low object density (noise). These regions may have an arbitrary shape and the points inside a region may be arbitrarily distributed.

The grid-based clustering algorithm partitions the data space into a finite number of cells to form a grid structure and then performs all clustering operations over this grid. While it is a computational efficient clustering algorithm, its effect is seriously influenced by the size of the cells (54).

In model-based cluster analysis each subpopulation, or cluster, is modeled separately. It allows the researcher to divide a set of multivariate observations into clusters/classes so as to maximize the underlying likelihood function. The likelihood function measures how likely it is that the data could have been generated from a particular classification structure. Before using this method, the assumption must be made that the data comes from a source which contains several subpopulations. Two basic approaches exist to formulate the likelihood function: the classification likelihood method and the finite normal mixture approach (55).

A classical partitioning method was used for this research due to its ease of implementation, and the low computational load, the latter of which allows it to run on large data sets (56) (57). The K-Means algorithm is one of the most well known and commonly used partitioning methods. A detailed description of K-Means is presented in the following paragraphs since this method provides the framework to which the modified K-Means Algorithms presented in Chapter 6 will build. In addition, there are several excellent sources for any reader who would like a more in depth discussion of each of the clustering methods described above (47) (48)(49)(48)(50).

The K-means algorithm is a method of cluster analysis which aims to partition \( n \) observations into \( k \) clusters in which each observation belongs to the cluster with the nearest mean. The basic algorithm is described in 3-1 (58) (56).
Begin initialize $n$, $c$, $\mu_1$, $\mu_2$, $\ldots$, $\mu_c$

do classify $n$ samples according to nearest $\mu_i$
   recompute $\mu_i$
   until no change in $\mu_i$
return $\mu_1$, $\mu_2$, $\ldots$, $\mu_c$
end

where $n$ are the observations, $c$ is the number of clusters, and $\mu_i$ is a specific cluster within the set of clusters from 1 to $c$. (3-1)

Figure 8 The K-means algorithm is an example of a partitioning method. This illustration shows how it can be used to find three clusters in a sample of data.

One criticism in using the K-Means algorithm is that the number of groups must be predefined before creating the clusters. In other words, it is sometimes difficult to know how to pick the best value for $K$. Choosing a number smaller than the number of naturally occurring clusters yields centroids that include many unrelated samples. Choosing a number larger than the number of naturally occurring clusters yields centroids that are competing for highly related samples. To overcome this obstacle, a cluster evaluator may be used. The cluster evaluator will be described in further detail in Chapter 6.

Figure 7 provides further clarification on the K-Means algorithm (59). In the first step, each point is assigned to one of the initial centroids to which it is closest, depicted as a cross. After all the points are assigned to a centroid, the centroids are updated. In step two, points are assigned to the updated centroids, and then the centroids are recalculated again. In the figure above, steps 2, 3, and 4 show two of the centroids moving to the two small groups of points in the bottom of the figures. The algorithm terminates in step 4, because no more changes need to be made to the centroids. The centroids have identified the natural grouping of clusters (59).

To assign a point to a closest centroid, as described above, a proximity measure is required to quantify the notion of “closest”. Most often, one of two distance measures are used: the Euclidean (L2) distance measure and the Manhattan (L1) distance (59). While the Euclidean distance corresponds to the length of the shortest path between two samples (i.e. “as the crow flies”), the Manhattan distance refers to the sum of distances along each dimension (i.e. “walking round the block”). The Euclidean distance $d_E$ is
defined by Equation 3-1, and the Manhattan distance \( d_M \) (or city-block distance) is defined by Equation 3-2.

\[
d_M(j, k) = \sum_{i=1}^{n} |x_{ij} - x_{kj}|
\]

Given \( N \) patterns, \( x_i = (x_{i1}, \ldots, x_{in})^T, i=1,2,\ldots, N \) the following equations may be used to find the distance between the \( jth \) and \( kth \) patterns.

\[
d_E(j, k) = \sqrt{\left( \sum_{i=1}^{n} |x_{ij} - x_{ki}|^2 \right)}
\]

There have been several works on calculating distance to solve certain pattern recognition problems. The methods used depend on the nature, and size, of the data. It also depends on if the algorithm is being used with the k-means clustering method, or another method. Experiments were conducted with both distance functions to see which would perform the best.

In addition to the previously noted challenge of picking the right number of starting clusters, another common criticism of the K-Means algorithm is that it does not yield the same result with each run. This is attributed to the fact that the resulting clusters depend on the initial random assignments. This obstacle can be overcome, however, by fixing the initial assignments. In the implementation of the K-Means algorithm presented in Chapter 6, the random number generator used for initial assignments was provided the same seed, resulting in repeatable pseudo-random numbers. Still another disadvantage is that when the data set contains many outliers, K-Means may not create an optimal grouping. This is because the outliers get assigned to many of the allocated groups. The remaining data becomes divided across a smaller number of groups, compromising the quality of clustering for these observations.

One extension of the K-Means algorithm is the quality threshold k-means. Quality is ensured by finding clusters whose diameter does not exceed a given user-defined diameter threshold. This method prevents dissimilar samples from being forced under the same cluster and ensures that only good quality clusters will be formed. This application of this algorithm is discussed in Chapter 6.

Another extension of the K-Means algorithm is the fuzzy-k-means algorithm. This algorithm is based on concepts from fuzzy set theory. Fuzzy set theory is based on the idea that humans work with groups of entities that are loosely defined, able to admit elements according to some scale of membership rather than an absolute yes/no test. In using fuzzy k-means, a sample’s membership to a cluster is a function of its distance to the centroid. While it does not solve any of the initialization problems of k-means, it offers users a soft degradation of membership instead of the hard binary relations of the original algorithm.
3.3 Prior Applications of ML Algorithms in Industrial Process Systems

In many paper mills today data historians are collecting process data from most of the process variables through the whole process chain ranging from several months and sometimes to years. While this data is being collected, very few mills have made good use of this data. Historically, the plant historians have been used only for trending and for real time graphs (66). Machine learning tools have proven to be valuable to industrial process systems but have had limited success when inserted into the recycling papermill industry.

3.3.1 Applications of Artificial Neural Networks

In 1993 Scott applied ANNs to the tasks of process modeling and process control of a continuously stirred tank reactor (CSTR). (11) In this work Scott shows the advantages of considering previous knowledge of the process when incorporating ANNs into control applications. Traditional modeling and control strategies, as well as linear models of the process, can help determine the proper architecture and initial conditions of the neural network. The incorporation of prior knowledge into the ANNs also makes interpretation of the resultant network more explicit (11).

Other applications of ANN’s can be found in the literature for control of a continuous tank reactor vessel, or digester, in the paper making process (67). Belarbi et al. developed a fuzzy inference system that involved a connectionist network with logical neurons connected to binary and numerical weights. The resulting fuzzy neural network system was used in a simulation study for estimation and control of a pulp batch digester (68). Alexandridis also show how a “fuzzy network” approach can prove to be successful. In this work, a fuzzy means Radial Basis Function (RBF) training method was applied in order to build a discrete dynamic model that could predict the value of the kappa number (measure of lignin content) on an hourly basis (69).

Dung successfully controlled a DC motor using an ANN. This work showed that an ANN could be used to calculate the parameters of the motor when designing the system control (70). Many other sources show how ANN’s can be used for motor control (71) (72) (73) (74).

Franklin used an artificial neural network in a manufacturing environment for the production of fluorescent light bulbs to model cause and effect relationships between online sensors and quality measures (75). He implemented an incremental quality monitoring system. Sensed information was gathered from the various stages along with quality measurements in the final stage. The ANN learned to predict product quality and compared the prediction to the quality measurement in order to improve the models predictive capability (75). In this work, it was suggested that the proposed model be used in one of three ways. The first was as a correlation model to verify cause and affect relationships where the system could monitor a manufacturing line through process variable alarms. The alarms would alert the operator when a process variable reaches a
threshold outside the normal operating range. Another proposed application was in fine
tuning the controls. The last proposed use was to aid in the design of experiments.

At least two references, Curty da Motta Lima et al. (76) and Huang and Maunder (77),
used a neural network to model the performance of the drying section of a paper machine.
Curty da Motta Lima’s et al.’s research involved identifying the variables that influenced
the drying process in the industrial paper dryer. This involved acquisition of a significant
data base of industrial values that were synchronized with the final paper moisture
content, removal of outliers from the data, training and validation of the neural network,
then a type of sensitivity analysis which allowed them to remove variables with low
prediction power. This analysis allowed them to obtain a subgroup of variables of larger
influence over the process. The results showed only a 1.08% deviation from the actual
paper machine behavior.

Some researchers have even used ANN’s for economic analysis in the paper industry. In
a work by Retsina et al, the paper machine production rates were forecasted using
variable material and energy costs, fixed operational cost, and overhead cost as inputs to
a neural network (78).

Neural networks have been used for many other applications in the paper industry as
well. Rubini and Yamamoto proposed their use for predicting oxygen delignification
levels (79), Kooi and Khorasani used a neural network for controlling a woodchip refiner
(80). Some other areas ANN’s have been used include: brightness control (81), web-
break diagnostics on newsprint machines (82), and in various applications in the pulp mill
recovery areas (83) (84).

3.3.2 Applications of Clustering Algorithms

Prior work by Martin discusses a four stage system for fusing unstructured and semi-
structured data. (85) Martin was attempting to show how information on terrorist
incidents from multiple sources can be integrated and monitored. Although the
application was different, the nature of the data is similar to the multi-variable system
encountered in an industrial environment. The first step in Martin’s four stage processes
was to extract the entities and relations of most interest, the second was identification of
duplicate entities, the third was organization into the most appropriate hierarchical
categories, and the final step was in determining relationships between fuzzy categories.
Martin looked at challenges of dealing with too much data combined with inadequate
methods to access the right data. He found success with some techniques borrowed from
fuzzy set theory. (85)

Albany International has a statistical analysis tool called the Cluster Analysis Toolkit
(CAT). (86) The tool sections chunks of historical data from a number of different
perspectives. A mill study by Cason claims that the system provides great insight into
what drives costs, causes of paper machine web breaks, and what variables impact quality
specifications and quality constraints. The tool looks at the quartile ranges of sets of
variables which seem highly correlated to the variable of interest. A limitation of this system is that the correlations between variables are processed one by one. Even with this limitation, however, some key correlations were identified as having an impact with respect to sheet breaks. These correlations included: pulp freeness (reduction of 9.2%), increase in strength additives (resulted in 35% less breaks), excessive refiner variation (not quantified), and when the mill produced their own softwood, the machine broke 25% more. (86) It was not obvious from this study if the mill was able to hold all other variables constant when evaluating a particular variable of interest. The combination of events may have had a larger impact than the events considered independently.

Sutanto and Warwick present a research study on cluster analysis tools which uses a mean tracking clustering algorithm. (87) The approach analyzed high speed machinery with various process sensors. Complexity of the internal process was represented in clusters of multidimensional data which represent various process sensors. Regions of various machine behavior, or states, were discovered by analyzing the characteristics of the clusters formed. Sutanto found that regions of error free zones of machinery data tended to cluster together and areas of erroneous regions tended to cluster together. In this study, data analysis was done in two different approaches. The first approach clustered the entire data set; the second approach clustered the error and error-free parts separately. In clustering the data sets separately, overlapping clusters were considered poor representatives of either mode of operation.

Skormin et al. also used cluster analysis as a technique for system diagnostics. System diagnostics is defined by Skormin as being the detection, identification, and prediction of failures by means of statistical analysis of off-line and on-line data. (88) This research was focused on the reliability of avionic components under adverse environmental exposure. Factors like mechanical vibrations, excessive temperatures, humidity, radiation, etc. may have both individual and cumulative effects leading to degradation in system performance, ultimately leading to failures. Their clustering model allowed for the classification of any point of the factor space as belonging to either “normal” operation or operations characteristic of “failures”.

As in Sutanto’s research, Skormin felt it was important to eliminate overlapping regions in the feature space. The algorithm attempted to optimize the class separation with a computer based procedure for defining the rules of separation on the basis of an ellipse. The fine tuning of the optimal position, orientation, size and shape of the ellipse was achieved by numerical minimization of a heuristic function which is described in detail in the reference (88). The results showed that the probability of detecting a mode of normal operation was far easier than detecting a mode of failure. The false alarm rate was dependent on the variables of interest that were being studied. The lowest reported false alarm rate was 21%, and the highest was 41%.

Some researchers have looked not only into the use of clustering algorithms, but also into the distance measure used to create the clusters within the algorithms. The outcome of this type of study is highly dependent on the nature of the data set (52) (60).
3.3.3 Applications Incorporating Fuzzy Logic into ML

Martin explored clustering algorithms to fuse sensor information from multiple sources, both text and numeric (85). He uses a type of fuzzy logic to determine strong or unexpected levels of associations between different categories of data and the changes of these associations over time. Fuzzy logic has also been adopted for neural networks. (89)

The approach outlined by Martin was to average association strengths over a user-specified time window and to highlight major changes. Martin discovered that valuable insight came from detecting changes in association levels relative to other associations, and trends in the strength of an association. Martin’s work shows how a system can be used to create alerts for operators or analyst and to monitor key areas of interests in a highly complex multi-variable system. (85)

Martin looked at challenges of dealing with too much data combined with inadequate methods to access the right data. (85)
3.4 Choosing the Best Model

Developing a model requires domain expertise and an iterative design process. The characteristics of the data affect both the choice of most appropriate features and the model choice. Once a model has been selected, it must be trained and evaluated. The training process uses some or all of the data to determine the best system parameters. Evaluation of the model is important to measure the performance of the system and to identify areas where improvements can be made. The results of the evaluation may call for repetition of the various steps in the process in order to improve the results (58). The diagram below illustrates the process.

Subsequent chapters will address why this design cycle is important. After each model was evaluated, it was often necessary to go back to the feature selection step in order to improve prediction accuracy.

Figure 9 The design cycle for complex system analysis (58). The characteristics of the data affect the selection of the best features and the best model. The training process uses some or all of the data to determine the best system parameters. After evaluating the models performance, it may be necessary to repeat various steps in the design process to improve the results.
4 DATA PREPROCESSING

4.1 Operator Interviews

This section includes a brief description of the information that was collected through interviews with the control room operators at the site of the industrial test bed. This included specifics on what is visually observed, therefore this information is available to the operators but not “online”. This included the observable information that was gathered on the operator’s rounds. The quality measures are then discussed as they make up the criteria the mill uses to determine if the final product meets the customer’s specifications.

Interviews with the mill operators provided useful insight as to what occurred in the daily operation of the mill that was not being recorded by the plant information system. The operators noted that different disturbances have different characteristics. Some of these characteristics were obvious to the human operator but not to the sensors.

For example, there are cameras in various locations in the mill and the video is displayed to the operators in the control room of the mill. When something is going wrong, the first thing the operators do is to look at display screens to see if there is something different about the quality of the raw material coming into the system. For example, they can visually observe when there is extra "trash” coming into the system. The operators will than manually make changes to the process to account for a higher trash load, and subsequent higher reject load.

Operators also gain valuable information when they do their rounds of their designated process area. The operators have a “rounds list” which serves as a guide when they do a visual inspection of the process.

The maintenance schedule of the mill is another item that provides critical information about the process runnability. A faulty sensor or piece of worn equipment may go ignored for a week or two if the operators know that the system will be taken down and repaired at that time. It is much more cost effective to have routine shutdowns and repair faulty or worn equipment all at once, than it is to constantly take the system down for a small fix.

More subtle information can have a varying degree of impact on the overall system performance. For example, an operator shift change requires a “wash down” of the process area. This wash down can affect the quality of the elutriation water going to the cleaners, causing contaminants to be introduced into the process.
In this mill, a detailed operator log is kept for every paper machine downtime that occurs and the duration of time in which the paper machine was down. The operators also must record the shift, the grade of paper being produced when the paper machine went down, the cause of the break, the location on the paper machine, and any specific comments they may have about the incident. This information was provided in an excel spreadsheet.

4.2 Establishing Ground Truth

The term "ground truth" is often used to describe the reality of a situation, as opposed to what sensor readings or operator reports assert to be reality. Establishing ground truth is critical in training a model that accurately describes the system. For the case of the couch roll, the output variable was recorded by the plant information system. The accuracy of the measurement, calibration, and system noise all could affect this reading.

In contrast, when looking at the paper machine breaks, it is very difficult to establish ground truth. The initial assumption was that when the steam flow to the dryers dropped below 60,000 psi, a paper machine break had occurred. This assumption was based on feedback from the plant engineers. However, the operator logs described above showed different information. In the logs, the operators made note of the dates and times the breaks occurred and the duration of time in which the paper machine was down. Unfortunately these times did not always match up to what the sensors on the paper machine were indicating. For this reason, it was important to map the operator logs to the data obtained from the PI system and resolve the discrepancies. The number of discrepancies in using the steam value as an indicator of status verses using the operator log as an indicator of status is summarized in the Table 3.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Number of Records</td>
<td>140,556</td>
</tr>
<tr>
<td>Number times operator log or steam log indicated down status</td>
<td>13,786</td>
</tr>
<tr>
<td>Steam indicated down, log said up</td>
<td>4832</td>
</tr>
<tr>
<td>Steam indicated up, log said down</td>
<td>2043</td>
</tr>
<tr>
<td>Number of Discrepancies</td>
<td>6875</td>
</tr>
</tbody>
</table>

Table 3 The table shows the magnitude of the discrepancies in the raw data when using the steam values as an indicator of paper machine status verses using the operator logs.

Due to the significant disagreement in the operator log and the steam values, an algorithm was implemented in Java which could resolve these discrepancies. The program works as follows:

1. Load each record in the file from the plant information system.
2. Load in each record from the operator log file.
3. Create an instance of a data record which bases the paper machine status on the steam value.
4. Create another instance of a data record which is based on the status of the information that is pulled from the operator log.
Five time steps were chosen due to expertise by process engineers employed at the mill. The records are compared according to the rules described below:

The status of a record will be considered down if:

1. **The steam value says it is down and within the next five time steps, equating to 25 minutes prior to the break, the operator log entry indicates that the machine was down.**
2. **Or if the operator says the status is down, but the steam value does not indicate that the machine was down.**

Once the truth is established regarding when the paper machine status is running or down, some additional preprocessing was required. The period of time just prior to the paper machine break is the area of interest when developing the models that would forecast paper machine failures because this indicates the process state is “approaching failure”. The five records just prior to a break were labeled as “approaching failure”. The time when the paper machine was down was labeled as down. These records were not included in the training set when developing the model that would forecast failures. The reason for their exclusion was that when the paper machine is down the sensor readings become unreliable, irrelevant, or they simply read out of range of normal sensor readings. Including this data would result in unnecessary noise in the data. The five time steps following a paper machine break were labeled “coming up”. These records were also not considered when training a model because the process was not operating in a mode of normal operating conditions during these time steps.

### 4.3 Adjusting for Time Lags

In industrial processes there are often significant lags or delays from the time the raw material enters the system until a finished product comes out the other end. Lags are associated with the time it takes for material or energy to be transported from the input to the output of the process. When developing a model of an industrial process, it is critical to account for these lags in order to ensure the inputs to the model are aligned with the outputs. In most paper mills, this can be extremely challenging. There are storage tanks at various points in the process which provide surge capacity and allow for interruptions in supply and demand of pulp to or from adjacent processes. This makes complete accurate tracking impossible since the material entering the system may output at different times and be mixed with material that entered earlier, was being stored, or being recycled from later stages in the process.

The lag times shown in Table 4 were based on recommendations from mill engineers based upon their knowledge of the process.

A method for verifying these lags is presented in the next chapter.
Table 4: Time lags from paper machine of various equipment sensors.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Lag Time in Minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HydраОulper Feed Conveyor</td>
<td>-115</td>
</tr>
<tr>
<td>HydраОulper</td>
<td>-115</td>
</tr>
<tr>
<td>Primary Coarse Screen</td>
<td>-75</td>
</tr>
<tr>
<td>Cloudy White Water Seal Chest</td>
<td>-60</td>
</tr>
<tr>
<td>Disk Thickener</td>
<td>-60</td>
</tr>
<tr>
<td>High Density Storage Chest</td>
<td>-60</td>
</tr>
<tr>
<td>Primary Refiner</td>
<td>-25</td>
</tr>
<tr>
<td>Clear White Water Seal Chest</td>
<td>-25</td>
</tr>
<tr>
<td>Secondary Refiner</td>
<td>-25</td>
</tr>
<tr>
<td>Blend Chest</td>
<td>-10</td>
</tr>
<tr>
<td>Stuff Box</td>
<td>-10</td>
</tr>
<tr>
<td>Fan Pump</td>
<td>-10</td>
</tr>
<tr>
<td>Paper Machine</td>
<td>0</td>
</tr>
</tbody>
</table>
5 ANN’S FOR TROUBLESHOOTING PROCESS VARIABILITY

As discussed in the background section of this work, Artificial Neural Network’s (ANN’s) have shown to be a useful predictive model for various industrial process control challenges. The information they provide can be helpful for operators, analysts, and process engineers. This research extends typical ANN studies in that it shows how analyzing the neural network model, with techniques from sensitivity analysis, can provide useful insight to make process improvements.

One of the models that were developed to analyze an area the mill engineers identified as being problematic. Mill engineers had noticed a significant amount of variability on the couch vacuum. This variability is indicative of variability in the Moisture Content (MC) in the machine direction on the paper web. The rest of this section details the techniques and process used to identify the source of variability for the couch vacuum.

According to information from the mill engineers, the process variable (Vo) "couch vacuum" was "somewhat correlated" to another process variable (Vi) "disc thickener speed" that occurs prior to the paper machine in the industrial process. There is a time lag of about 60 minutes, within a 10 minute variance, from the time the raw material hits Vi until it hits Vo. The mill wanted to reduce variability in the moisture content of the sheet on the wet end of the paper machine as much as possible. They wanted a tool that would help them to identify the sources of variability earlier on in the process.

The graph shown in Figure 9 was provided by the mill. This graph shows actual data of a short time period seemingly verifying the high correlation of some of the suspected variables. These variables were selected by the plant engineers using their knowledge of the process and feedback from the operators. The following analysis was able to evaluate this assumption and is discussed later in this chapter.

Figure 10 The graph shows the linear relationship of some highly correlated variables over a three day time period.
Domain knowledge was necessary in order to select the inputs to the neural network. Without this knowledge it would be easy to select some inputs which may have no effect, or a very weak effect, on the output variable(s) the model is trying to predict. Consideration must be given to selecting the optimal model input variables and the optimal delays from a tentative input set of variables. The model should include variables that are correlated with an output variable. It is important to take time lags into consideration when trying to quantify correlations. The previous chapter discusses the time lags which were identified by the plant engineers, but software tools can also help in identifying these lags.

A commercially available software package called NeurOn-Line (NOL) Studio was donated, for research purposes, by Gensym Corp. In recent years, many software packages have been made commercially available for the paper and other chemical processing industries. This NeurOnline package was well suited for this application because of the suite of learning algorithms and data preprocessing tools built into the package, although other backpropagation NN software applications were also evaluated and the results will be shown on the following pages.

NOL Studio uses a nonparametric (nonlinear) correlation analysis called the Spearman rank correlation to determine the correlation of each proposed input variable to the output variable \((X_i, Y_i)\). The analysis is a measure of the strength of the associations between two variables (90). The total number, \(n\), raw scores \((X_i,Y_i)\) are converted to ranks \(x_i, y_i\). The differences \(d_i = x_i - y_i\) between the ranks of each observation on the two variables are calculated. The rank correlation is then determined by the formula described in Equation 5-1.

\[
\rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}.
\]  

(5-1)

Because the Spearman rank correlation coefficient uses ranks, it is much easier to compute than other correlation methods. Once the rankings have been calculated, a threshold value is selected which will determine if the variables identified are significantly correlated enough to be retained in the set of input variables. Those variables not significantly correlated are not selected. More information on this procedure is available in the NOL Studio User’s Guide. (91)

Table 5 shows how closely the Spearman’s correlation method corresponds with the information provided by the mill. Areas where the calculated lag times deviate significantly from the mills recommendations may be attributed to recirculation in the system.
Table 5  Comparison of Mill’s Recommended Lag Times (min) to Spearman’s Analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>1st best Correlated Lag Time</th>
<th>2nd best Correlated Lag Time</th>
<th>Mill's Recom. Lag Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrapulper Process Value</td>
<td>105</td>
<td>120</td>
<td>115</td>
</tr>
<tr>
<td>Primary Course Reject Output</td>
<td>100</td>
<td>105</td>
<td>75</td>
</tr>
<tr>
<td>Primary Course Differential</td>
<td>140</td>
<td>135</td>
<td>75</td>
</tr>
<tr>
<td>Primary Course Feed</td>
<td>130</td>
<td>125</td>
<td>75</td>
</tr>
<tr>
<td>Primary Course Accept Pressure</td>
<td>100</td>
<td>105</td>
<td>75</td>
</tr>
<tr>
<td>Primary Course Feed Consistency</td>
<td>140</td>
<td>135</td>
<td>75</td>
</tr>
<tr>
<td>Disc Thickener</td>
<td>60</td>
<td>55</td>
<td>60</td>
</tr>
<tr>
<td>Cloudy WW Seal Chest</td>
<td>115</td>
<td>120</td>
<td>60</td>
</tr>
<tr>
<td>Clr WW Seal Chest</td>
<td>50</td>
<td>55</td>
<td>25</td>
</tr>
<tr>
<td>HD Storage Chest</td>
<td>40</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>Primary Refiner</td>
<td>60</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>Secondary Refiner</td>
<td>5</td>
<td>60</td>
<td>25</td>
</tr>
<tr>
<td>Secondary Refiner Accept Recirculation</td>
<td>0</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>Primary Refiner Feed</td>
<td>5</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Blend Chest Output</td>
<td>60</td>
<td>55</td>
<td>10</td>
</tr>
<tr>
<td>Blend Chest A</td>
<td>25</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>Stock to Stuff Box</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Stock to fan pump output</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Stock to Fan Pump</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>BW</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PM Speed</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The initial design of the neural network considered inputs that the mill considered to be the most highly correlated inputs affecting the variation on the paper web. Analysis of these recommended correlated variables to the couch vacuum are shown in Table 6.

Table 6  Correlation of variables to the couch vacuum section of PM 3.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Spearman's Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Course Screen Consistency</td>
<td>3.87</td>
</tr>
<tr>
<td>Primary Course Screen Accepts</td>
<td>4.45</td>
</tr>
<tr>
<td>Disk Thickener</td>
<td>26.01</td>
</tr>
<tr>
<td>Primary Refiner</td>
<td>9.03</td>
</tr>
<tr>
<td>Secondary Refiner</td>
<td>6.96</td>
</tr>
<tr>
<td>Sec Refiner Accept Recirculation</td>
<td>22.51</td>
</tr>
</tbody>
</table>

Approved for Public Release; Distribution Unlimited
5.1 Choosing a Neural Network Model

Once a set of system parameters have been identified the most appropriate neural network model can be trained. The NeurOnline software package is equipped with several learning algorithms including: Backpropagation Net, Autoassociative Net, Radial Basis Function Net, Rho Net, and the Partial Least Square. Initial tests showed that convergence was best with the Back propagation Network and the Ensemble Models.

For the purpose of the experiments presented in this research, the input and output layers used a linear function, and the hidden layer used a sigmoidal function. The max iterations were set to 1000, which is the maximum number of iterations allowed with the NeurOnline Studio. Three different simple backpropagation neural network models were compared using only 3 days worth of data and six of the most highly correlated inputs. These test were done with such a small sample because that is all the data that was initially supplied by the mill. One model was developed with the NeurOnline Software package, one used the Matlab Neural Network toolkit, and the last was a program written in C which was developed at Syracuse University.

The models were evaluated based upon the mean squared error and the prediction accuracy of the algorithm. The mean squared error (MSE) of an estimator $b$ of true parameter vector $B$ is defined by Equation 5-2.

$$MSE(b) = E[(b - B)^2]$$ (5-2)

<table>
<thead>
<tr>
<th>Software Application</th>
<th>Model</th>
<th>No. of Variables</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MatLab</td>
<td>Back-prop NN</td>
<td>6</td>
<td>0.1002</td>
</tr>
<tr>
<td>C</td>
<td>Back-prop NN</td>
<td>6</td>
<td>0.0005</td>
</tr>
<tr>
<td>NeurOnline</td>
<td>Back-prop NN</td>
<td>6</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

The results of the test are shown in Table 7. The differences in the MSE produced by the different software packages were statistically insignificant. This held true even when the structure and inputs of the network architecture are kept constant. The decision was made to pursue the NOL package because of the additional tools available within the software toolkits.

Although the prediction accuracy of the NOL NN seemed quite high with 3 days worth of data, performance degraded when a larger data set (two months) was presented to the model (see Table 8). For this reason, the ensemble model was investigated.

In this research both the simple neural network and the ensemble models used backpropagation neural networks. The difference is that the first is a single network, whereas the latter (ensemble) is a set of up to five of the “best” models. “Best” is defined as the models that provide the best prediction. Prior research has shown that keeping the top 3-5 models (which differ by configuration of the layers) helps to provide the best prediction across a broad range of input values. (91)
The basic backpropagation (BPN) algorithm learns by adjusting the weights in the direction of the negative gradient of the performance function. The learning rate is a parameter that determines how much the neural network can change in each learning stage. In this application, the learning rate is multiplied times the negative of the gradient to determine the changes to the weights. The larger the learning rate, the bigger the step.

The internal architecture of the BPN must be specified. The number of nodes in the first layer and the number of input variables must be the same. The number of nodes in the last layer and the number of output variables must also be the same. The hidden or intermediate layers (layers between the first and last layers) can be any size.

The NeurOnline software can have up to three hidden layers, for a total of up to five layers. In general, a network has one hidden layer. The number of nodes depends on the complexity of the function that the network has to model, the more complex the function, the more nodes needed. The user can choose whether a layer uses the sigmoidal or linear function for its nodes. Once the architecture is specified, the BPN network can be trained and evaluated. The top five models together constitute the ensemble model. The comparison of the simple and the ensemble model is discussed below.

The trials which considered a much larger data set more accurately represented the process. Two months worth of data was evaluated from the Plant Information System. The model was trained on data from 01 Jun 08 to 30 June 08 and was validated with data from 01 July 08 to 31 July 08.

Table 8 demonstrates how the ensemble model outperforms the simple backpropagation algorithm when considering larger data sets. The algorithm tends to be more robust. If, for a particular input, one of the models makes a poor prediction, the ensemble model selection process will make sure the poor prediction is not allowed to inordinately influence the final result.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Vectors</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backpropagation</td>
<td>488</td>
<td>0.001</td>
</tr>
<tr>
<td>Backpropagation</td>
<td>17566</td>
<td>0.339</td>
</tr>
<tr>
<td>Ensemble</td>
<td>488</td>
<td>0.124</td>
</tr>
<tr>
<td>Ensemble</td>
<td>17566</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Improvements to the ensemble model were made simply by filtering some of the outliers in the input. The same ensemble model described above (17,566 vectors) was reevaluated after removing outliers and anomalies. The performance of the model improved from a MSE of 0.125 to 0.018.
The charts above show a plot of predicted versus actual fit, for the output variable. Although these results appeared promising, there was still room for improvements to make this information more helpful to the mill.

After the model had been trained and evaluated, sensitivities analysis was useful for obtaining a better understanding with respect to the correlations in the data set. Sensitivity analyses also lead to a better understanding of the physical causality of the process. It helped identify inputs that had a strong influence on an output variable, or inputs that had little or no influence on the output.
5.2 Sensitivity Analysis

The NeurOn-Line application has the sensitivity analysis built into the neural network package. Sensitivities are derived from averages of local derivative information; mathematicians term this process as calculating derivates through finite differencing. Sensitivities in this system are defined and calculated as follows:

1. Select a random data point from the data series.
2. Generate the outputs for the data point using the model.
3. Perturb the jth input by a small amount, and recalculate the output.
4. For each output, form the ratio \( S_{ij} = \frac{\text{output } i' - \text{output } i}{\text{input } j' - \text{input } j} \), where the prime indicates the perturbed input and output. This is the estimate of the local derivative at the selected data point.
5. Repeat from step 3, for each input.
6. Repeat for another random data point.

The sensitivity value of output \( i \) with respect to input \( j \) is then calculated by taking the average of the \( S_{ij} \) values, over the sample of randomly-selected data points. To calculate absolute sensitivities, the absolute values of \( S_{ij} \) are averaged. Finally, each sensitivity is normalized by dividing the sensitivity by the standard deviation of the respective input variable. Without normalization, it would be impossible to compare sensitivities with respect to different inputs, because the sensitivities would have different units. With normalization, the sensitivities have the same units, specifically, the units of the output variable. For example, one sensor measurement in this research is feet per second and it needs to be compared to pounds per square inch.

The sensitivity analysis shown in Figure 12 is for the top 5 variables that were selected as being most highly correlated to the predicted value. The five highest correlated variables included: the secondary refiner accept recirculation line, the disc thickener, the primary course screen accept flow line, the primary course screen consistency value, and the couch vacuum.

The results in Figure 12 included prior time steps of the couch vacuum, which proved to be the most highly correlated of all the predictive inputs. However, the correlation tools allow investigators to eliminate this highly correlated value which may bias the prediction when sudden changes occur further upstream in the process. It was important to evaluate different models to measure the performance of the prediction and to identify areas where improvements can be made to make the model more useful for the paper mill analyst.
Figure 13 The results from the sensitivity analysis shows that the five highest correlated variables included: the secondary refiner accept recirculation line, the disc thickener, the primary course screen accept flow line, the primary course screen consistency value, and the couch vacuum.

Figure 13 shows what happens when the couch vacuum prior values are removed as an input to the neural network:

Figure 14 Predictive performance is degraded when the output as a predictor is removed from the inputs.

The results above do not show as linear of a relationship between the actual and predicted values as was seen in Figure 11. The performance of the prediction degraded. With
preprocessing of the data, however, this prediction can be improved. Since the grade of paper being produced is known to the operators at any point in time, it is fair to use this information and separate the data into basis weight grades.

The following chart shows the improvement that can be gained by separating out a data regime (23 lb basis weight paper grade), and removing paper machine downtime.

![Couch Vacuum Actual vs Predicted Values](image)

**Figure 15** When data regimes are separated and considered separately the neural network performance improves.

### 5.3 Optimizing the Neural Network Model

When the 23lb basis weight grade was considered in isolation, a substantial improvement was realized. The MSE decreased from 1.13 to 0.125. Another interesting result from the sensitivity analysis and the correlation analysis was the high correlation of the secondary refiner accepts recirculation line. According to the engineers at the mill, the secondary refiner accepts recirculation line and the consistency of the "Stock to Fan Pump" sensor were closely related. At the recommendation of the mill engineer, the consistency output, a variable labeled “Stock to Fan Pump”, was evaluated as an input to the neural network. If the consistency meter was not picking up the fines (smaller particles) and it was producing an inaccurate reading, the system would try to compensate by sending more dilution water to this location. It would explain why this parameter would be so highly correlated with the variability in the amount of water being removed at the couch vacuum section on the paper machine. The spearman’s correlation analysis showed the correlation of the consistency meter to be pretty close to the correlation of the secondary refiner recirculation line (24.02 vs. 23.51). Due to the high correlation, the stock to fan pump was evaluated as a sole input to the NN model, along with the two other most highly correlated variables.
Table 9 Comparison of Network Results with Single Variable Inputs

<table>
<thead>
<tr>
<th>Tested Variable</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disc Thickener</td>
<td>0.166</td>
</tr>
<tr>
<td>Sec Ref Accepts</td>
<td>0.146</td>
</tr>
<tr>
<td>Stock to fan pump</td>
<td>0.088</td>
</tr>
</tbody>
</table>

The neural network model with the single input "stock to fan pump" had a low MSE, 0.088, which corresponds to high prediction accuracy with a single network input variable. These results show how much of an influence the “Stock to Fan Pump” had over what was happening on the paper machine. As previously noted, an inaccurate reading in this location would cause the system to overcompensate by adding too much dilution water. This would then cause swings in the amount of dilution water added to the system, and therefore affect the variability in moisture on the paper web. The NN model and the sensitivity analysis that followed helped the plant engineers to identify a correctable source of variability. To properly correct the problem, the mill would have to change the consistency meter from the flap type to an x-ray type sensor. While this research has proven this correlation, it is up to the mill as to whether it would be cost effective to make such a change.

5.4 Conclusions

Complex systems, like the one found in this industrial process, require a complex design process when developing a predictive model. In this research, it was apparent that the variable “Stock to Fan Pump”, which measured the stock consistency, had a significant correlation to the sensor readings on the couch vacuum. Although the mill was aware of some of the correlations that existed in the process, it was the combination of a preliminary correlation analysis, a proper neural network model, and a follow up sensitivity analysis that helped to pin point the precise source of process variability.

Careful consideration of the problem domain is imperative when selecting the best model and it may be necessary to revisit the model at any given step in the design process. As shown in this research, once an initial iteration of feature and model selection has occurred, more information about the problem domain becomes apparent. It may be necessary to look more closely into a specific set of sensors or process nodes to further investigate if more features or sensory information, which may have been previously overlooked, produces a more accurate model. Investigating extremely large sensory systems with many data collection points can be tedious and complex, but a methodical process can help to improve prediction accuracy.
The next Chapter will look at models which can predict when paper machine downtimes, or failures, will occur. In trying to predict failures, finding variables that are highly correlated to paper machine paper breaks is more challenging than the problem of predicting the output of couch vacuum to identify the sources of variability.
6 PATTERN MATCHING TOOLS FOR EVENT PREDICTION

6.1 Background

Another operational problem of interest is in predicting when a paper machine break will occur. This classic “fault detection problem” has been explored in other works which were presented in the background section. Some of the approaches presented in the background section inspired the research explored here.

The problem of detecting paper machine breaks is far less constrained than the problem of identifying sources of variability affecting the couch vacuum because there are many more outside factors which may contribute to a PM break than there are factors influencing variability in the moisture on the sheet. Some breaks were due to unforeseen mechanical failures, some from contaminants on the sheet (excessive dirt or oil), some were due to variations in the moisture on the sheet which caused differences in the stress and strain imposed in the cross-direction and machine direction of the sheet, some were scheduled maintenance downtimes, and some were due to outside factors that were completely unforeseen and unpredictable. Most prediction algorithms are limited in being able to predict failures in such environments because the algorithm tends to look for linear correlations. In the case of the PM breaks on a machine that runs several different grades of paper, there is not one correlation to be found. Instead there are subsets of correlations which may or may not emerge with more complicated models.

The NeurOnline software package discussed in the previous chapter had many limitations in dealing with this problem. One limitation was that NeurOnline was designed to deal with continuous input and output values. The status of the paper machine was discrete. After preprocessing the data, there was a class of running records and a class of records that represented the conditions of the process just prior to a break occurring on the machine which is referred to as “fault indicating” records. Another reason for the challenge in using the NeurOnline prediction tools for fault detection is that the classes of good and bad operating modes were extremely disproportionate.

There were a total of 96670 records; 95125 of these records were records that were representing a normal mode of operation, but only 1545 records were records that represented the fault indicator records. This corresponds to 309 paper machine breaks in one year. Although it is good for the mill that there were significantly less times the paper machine was down then running in a mode of good operation, this meant that the data set was very heavily weighted toward the running class. Having a significant amount of data in one class, and very little in the other, makes it very difficult to develop predictive models. To illustrate this point, consider having 60 red balls in a bag and one blue ball. It is very easy for one to predict that a ball selected at random from the bag will be a red ball, and the overall prediction accuracy would be around 98%.

To further complicate the problem, the times when the paper machine was not running needed to be removed from the data set, and adjustments needed to be made for lag times.
During paper machine downtimes, some sensor readings become erratic. It was the period of time, 5 time steps just prior to a break, which were considered the most important. This corresponded to 25 minutes prior to a paper machine break. In section 4.2 the challenge of establishing ground truth in the data was discussed. Resolving discrepancies between the operator logs and the paper machine sensor readings was challenging.

To evaluate each model's performance, the number of faults detected was recorded as well as the number of correctly classified running vectors. The following equations were used to assess the prediction accuracy of each model:

\[
% \text{ failure detection} = \frac{\text{total number of paper machine breaks detected}}{\text{total number of breaks}} \tag{6-1}
\]

\[
% \text{ false alarm} = \frac{\text{total vectors classified as indicative of a PM Break}}{\text{total number of good running vectors}} \tag{6-2}
\]

\[
% \text{ predicted running} = \frac{\text{total number of vectors classified as running}}{\text{total number of running vectors}} \tag{6-3}
\]

\[
% \text{ missed failure} = \frac{\text{total number of vectors classified as running}}{\text{total number of breaks}} \tag{6-4}
\]

The \% \text{ predicted running} can be calculated as \(1 - \% \text{ false alarm}\). The \% \text{ missed failure} can be calculated by \(1 - \% \text{ failure detection}\). So a low false alarm rate means that a high number of running vectors were classified correctly, and high \% \text{ failure detection} means that a high number of fault indicating vectors were classified correctly. In an operational setting the mill would use this information to alert the operators when a paper machine break is likely to occur.

For each model described in this chapter, results are reported for the L1 and L2 distance measures, all grades lumped together (not normalized) (no separation of basis weights), and all grades normalized, and the 23lb basis weight normalized and the 23 lb basis weight not normalized. The 23 lb basis weight is the most commonly produced grade on Paper Machine 3 (PM3). Occasionally three other higher basis weight grades are produced, but breaks are not as common with the higher basis weight grades. It would be recommended, however, that before implementing these techniques into an actual mill setting, each grade should be evaluated. It is fair to assume in an operational setting that the system could store a separate model for each grade of paper produced on the paper machine.

Another point of consideration is that major process changes will require retraining of the models. For this study, the production rate was reduced significantly in 2009, so 2009 was not used for this study. If implemented in this mill, the models would need to be retrained at the lower production rate.
6.2 Data Preprocessing

The data preprocessing and feature selection process was done differently than in the previous chapter. A conventional analysis to find a linear mapping of correlated variables would have tried to fit the many modes of operation into a single input-output mapping. This did not seem to be the best solution. The feature selection process was evaluated using the Tukey Test (t-test). The Tukey Test is a simple statistical test that can be used to find which features vary the most between the two classes. The basic algorithm is as follows: (83)

1. **Located the largest and smallest of the overall population**
2. If both the largest and smallest value occurs in the same sample, we cannot conclude that the means of the two populations are different.
3. Locate the largest and smallest values in sample 1.
4. Locate the largest and smallest values in sample 2.
5. Consider the sample containing the smallest value in the two samples combined, as found in Step 1. Count the number of values in this sample that are smaller than the smallest value in the other sample.
6. Consider the sample containing the largest value in the two samples combined, as found in Step 1. Count the number of values in this sample that are larger than the largest value in the other sample.
7. The sum of the counts obtained in Step 5 and 6 is the numerical value of the test statistic $T$.

The original data set, which contained 54 variables, was reduced based upon the highest ranking t-test variables and the highest differences in the means between the two classes. The first five variables that resulted from the t-test are shown in Table 10.

<table>
<thead>
<tr>
<th>Highest T Test Values</th>
<th>T-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3 33CC356PV</td>
<td>PriCrs Feed Consistency</td>
</tr>
<tr>
<td>S3 33LC907_PV</td>
<td>Blend Chest Process Value</td>
</tr>
<tr>
<td>S3 33LC907A_PV</td>
<td>BLEND CHEST</td>
</tr>
<tr>
<td>S3 43PC455_PV</td>
<td>3rd DRYER SECTION</td>
</tr>
<tr>
<td>S3D_WIRE_TURNING_SACT</td>
<td></td>
</tr>
</tbody>
</table>

The second set of variables to be included was calculated by taking the mean of the population from each class. The variables with the largest difference between the means were selected.
Table 11 Variables with largest difference in mean between two classes

<table>
<thead>
<tr>
<th>Largest Difference in Mean Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3_33CC216_PV</td>
</tr>
<tr>
<td>S3_33LC161_PV</td>
</tr>
<tr>
<td>S3_43PC371_PV</td>
</tr>
<tr>
<td>S3_33CC201_PV</td>
</tr>
<tr>
<td>S3_33PC515_PV</td>
</tr>
</tbody>
</table>

The primary course screen feed consistency (S3_33CC356PV) and process value of the flow of the stock to the screen itself (S3_33PC515_PV) were eliminated because they were so far back in the process that is extremely difficult to determine an accurate lag. This was especially true considering the fact that an agitated HD storage tank exists between the screens and the paper machines to provide a varying 60 minute buffer in the process. Also, the mills confidence in the accuracy of the consistency sensor was low.

6.3 Mean Vector Distance

There are some commercially available software packages that quantify a vector of the “mean” operating conditions when running in a good operating mode. These software packages tend to focus on specific control loops, or limited regions of the industrial processes (screening system, for example). When the process starts to deviate from the “mean”, the operator is alerted. The success of these packages will depend on how often the mill makes process changes, grade changes, and how much inherent variability is present in the process.

Initially, this research looked to characterize mean vectors for each grade as other commercially available software packages have done. The training set was loaded and broken up into grades. The mean vector for each grade was computed for the case of running and for the case for the fault indicating records. When an unknown vector was presented to the system, the L1 and L2 distances were evaluated to see if the unknown vector was closer to the mean vectors of the going down case or the running case. The mean vectors for each grade were used to predict the unknown vector. The pseudo code is shown below:

1) Load training data from the mill data file based on some time window.
2) Load testing data from the mill data file for the subsequent time window.
3) Create a bin of data records for each type of grade/status that exists.
4) For every bin, create a vector that represents the mean of each attribute of the vectors in that bin. This is mean vector for that grade/status.
5) For each vector in the test data, find the closest mean vector from step 4, use that to predict status of the test vector as a running or going down vector.
6) Validate with the actual status and report the results.
7)
The data set was from 2008 and included 8 variables described in the prior section. The data was considered in its raw format and a normalized format to see if improvements could be made with normalization. Both a trial of 3 months of training, 3 months of testing, and a trial of 4 months of training and 4 months of testing were evaluated. The results are shown in Table 12.

<table>
<thead>
<tr>
<th>Table 12</th>
<th>Results from Mean Vector Distance Algorithm (shown as percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVD</td>
<td>L1</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>18.05</td>
</tr>
<tr>
<td>False Alarm</td>
<td>13.60</td>
</tr>
</tbody>
</table>

The top performance of this algorithm on failure detection was with the normalized 23lb basis weight, which achieved 18.91%, with a 9.18% false alarm rate, however these results were much worse when evaluated on subsequent training and test sets (Table 13). The other test with the MVD method considered the performance of the same data set with the L2 algorithm, the raw data (not normalized), all grades lumped together (no separation of basis weights), and all grades normalized. The 3 months training, 3 months testing outperformed 4 months training, 4 months testing. Less than three months of training did not provide enough data for the class of going down records.

Although the failure detection rate may have been higher with some of the other tests, it is important to keep the false alarm rate as low as is tolerable by the mill. Otherwise, the operators will be inundated with false alarms and will tend to ignore the alarms.

The biggest concern with this model is the repeatability of the results. The next two windows of training and test sets did not give consistent results. These results are shown in Table 13.

<table>
<thead>
<tr>
<th>Table 13</th>
<th>MVD model failed to give consistent results (shown as percentages).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Period</td>
<td>Jan-Mar</td>
</tr>
<tr>
<td>Testing Period</td>
<td>Apr-Jun</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>18.91</td>
</tr>
<tr>
<td>False Alarm</td>
<td>9.18</td>
</tr>
</tbody>
</table>

In an operational environment, the mill could implement this model by training the mean vectors based on 3 months’ worth of data. It would then present each vector is presented to the system in real time, and allow the model to evaluate whether it was closer to the mean vector for the mean vector for the running vectors or closer to the mean vector for the fault indication. The normalization may have its limits in a real world setting because the normalization will have to be based only on what is known so far (training set).
The next three months worth of data may fall out of the bounds of the normalization determined on the training set. If it this model is implemented, the mill should renormalize the data each time it trains a new model. If the mill would prefer to use raw data with this method, the top performance was 18.91% failure detection with a false alarm rate of 9.18%, but this was not repeatable in subsequent months. When the normalized data was considered L1 tended to outperform L2. When the nonnormalized data, was considered, the L2, or Euclidean Distance, measure outperformed the L1, city walk, distance measure.

The results from the mean vector distance model indicated that having a single mean vector for the case of good running vectors for each grade, and one mean vector for the case of fault indicating vectors for each grade could give reasonable results that would have added cost benefit to the mill. However because of the variability in the process, a single mean vector did not prove to give repeatable results. This model also does not allow the flexibility necessary to allow the mill to reduce the false alarm rate, or increase the false alarm rate in times when a more expensive grade is being produced.

Another limitation of this model is that it can be limited when detecting paper machine failures where there are many modes of good running conditions, and many different reasons why a failure may occur. The feature vectors may be labeled as being “good running vectors” or “failure indicator vectors”, but within these two classes, there may be many regions of good and poor operating modes. The benefits of using both K-Nearest Neighbor and modifications to the K-Means clustering models, which will find multiple means in each class, will be explored in the next sections.

### 6.4 K-Nearest Neighbor

K-Nearest Neighbor (KNN) is used to find the nearest neighbor that has the least distance to an unknown vector. Both the L1 and the L2 distance measure was used to measure the distance of an unknown vector in the test set to the closest vector in the training set. If the closest vector from the test set was a running vector, than the prediction of the unknown vector was running. If the closest vector from the test set was a fault indicating record than the unknown vector was classified as a fault indicating vector. Using this rather simple technique the prediction results reported in Table 14 were achieved.
Table 14 Comparison of performance of L1, L2 distance functions and data sets on KNN (shown as percentages).

<table>
<thead>
<tr>
<th>KNN</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>23lb</td>
<td>23lb</td>
</tr>
<tr>
<td></td>
<td>norm</td>
<td>all</td>
</tr>
<tr>
<td></td>
<td>grades</td>
<td>grades</td>
</tr>
<tr>
<td></td>
<td>norm</td>
<td>norm</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>4.87</td>
<td>6.59</td>
</tr>
<tr>
<td></td>
<td>3.86</td>
<td>5.66</td>
</tr>
<tr>
<td>False Alarm</td>
<td>3.30</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td>2.67</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>2.58</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>2.15</td>
<td>2.67</td>
</tr>
</tbody>
</table>

The best performance was achieved with the 23lb normalized data set using the L1 distance measure. The failure detection was 6.59% with a 3.17% false alarm. This model would be useful for a mill that was looking for a 5% reduction in paper machine breaks with less than 3% false alarm.

The general algorithm for K-Nearest Neighbor is described below:

1) Load training data from the mill data file based on some time window.
2) Load testing data from the mill data file of a subsequent time window.
3) Separate the testing records into bins of running and going down records.
4) Compare the L2 distance of each of the test records against each of the training records.
5) Find training record that is of minimum distance to the test record in question.
6) Compare the status of each test record with the training record that was found to be closest to said test record.
7) Summarize the number of times that the nearest training record and the test record were of the same or different status and report the results.

6.5 Modified K-Means Algorithm

The modified k-means algorithm was a hybrid of both an unsupervised and supervised learning system. The unsupervised method of clustering allows clusters to emerge within the classes. These clusters may be thought of as groups of patterns whose members are more similar to each other than to the other patterns or of major departures from expected characteristics. Properly representing these clusters is essential to characterizing the current state of the system. It is a supervised learning system, because the vectors are labeled as fault-indicating vectors and vectors representing good running conditions.

There are many reasons for the emergence of subclasses within the two main classes. There are four different grades of paper that are produced on this machine, each with its own optimum settings for most effective operation. There are variations on individual fiber strength of the incoming raw material, variations on debris load, process variations...
like poor refining, screening, or instrumentation/control loop changes and many different ways the equipment or operators will respond to these changes.

The algorithm presented finds clusters of multidimensional points which describe the process states. The algorithm was modified as described in the following sections.

6.5.1 Modifications to the Java ML Toolkit

An open-source machine learning library called Java-Machine Learning (Java-ML) (http://java-ml.sourceforge.net/) was used to provide the algorithm for performing the K-Means clustering algorithm on the mill data. (93) The version used for this work is 0.1.4. Java-ML provides an extensive number of machine learning algorithms, of which K-Means is one. The algorithms described in the next sections call the basic K-means algorithm that came with this package. Appendix A includes modifications described in this section alone that were required to make the library itself more user-friendly.

The Java-ML provides a straightforward and uniform mechanism for providing user data to its algorithms. (94) Minimal effort was required to modify existing mill data to translate the data into the Java-ML format. Every record in the Java-ML library is represented as an “Instance”. Instances can be of arbitrary length and every value within an Instance is an “Attribute”. Instances can be grouped into collections known as “Datasets”. These Datasets can represent raw data from a file or, as with the K-Means algorithm, the instances that fall within a given cluster.

Several modifications to the Java-ML library were necessary. Since the library was open source, it was possible to make a copy of the source code and effect the necessary modifications. The K-Means clustering algorithm was copied into the code base and renamed “MyKMeans” in order to not conflict with the java-ml namespace. Then great care was taken to split the cluster method into the calculation of the cluster centroids and the binning of the input data into the appropriate clusters.

The reason for providing this separation was two-fold. First, the original code did not allow easy access to the centroids without redoing the entire reassignment of all vectors to their corresponding cluster. There were times when only the cluster centroids were needed. Allowing the researcher to make the call to only perform these calculations without the computational and storage overhead of binning the data into clusters sped up the run times for experiments and allowed running the calculations on larger sets of data. The second, and probably more important, reason for doing this was so that access to the calculated centroids could be obtained. This was beneficial for runs where a training set was used to generate the cluster centroids and then another test set was binned into those centroids to test the efficacy of the K-Means clustering algorithm with respect to downtime prediction. For these types of experiments, it was totally unnecessary to generate the bins for the training data, and splitting the cluster method into pieces allowed for a calculation of cluster centroids with one set of data (training data) and a binning of another set (test data).
The original K-Means algorithm in the Java-ml library lacked the ability to access the calculated centroids, so an accessor method was added to provide access. The library also had documentation indicating that it was possible to utilize a user-provided random number generator, but this was not the case. The library only provided a random number generator initialized with the system clock, making repeatable results impossible. So constructor for creating a MyKMeans instance were added to allow the user to initialized the algorithm with either a pre-constructed random number generator or a long seed value.

Another problem with the Java-ML library was the average function within the DatasetTools class calculates a mid-range average and not an arithmetic mean. This caused some consternation when comparing results from the java code against trails evaluated in Excel. Once the disparity was found, a new average method that calculates the arithmetic mean for Instances was implemented external to the Java-ML library. Unfortunately, the Java-ML library’s documentation of the “average” method was not specific about its implementation.

6.5.2 Cluster Evaluation

One of the biggest criticisms of the K-Means algorithm is that the user needs to specify the number of clusters up front. It's rarely obvious as to how many clusters is necessary, even as a starting point. One way to overcome this limitation is with a cluster evaluator.

The cluster evaluator identifies how many clusters are needed by identifying the number of clusters in which the inter-cluster to intra-cluster distance has reached a minimum. This method of cluster evaluation was presented in a work by Ray and Turi in 1999 (95). There are several other methods of cluster evaluation available in the JavaML library but this method was recommended by an expert in the field of machine learning. This procedure iteratively tries out different values of K and selects the one with the highest dissimilarity ratio. The dissimilarity ratio measures the dispersion of the different clusters. The number of clusters needed depends highly on the nature of the data. The basic algorithm is described below.
1) User specifies the time interval of records to use for the evaluation as well as the starting k and ending k to evaluate.

2) From the starting k to the ending k, generate clusters of going down and running records for that k.

3) For each of those cluster sets, calculate the intra-cluster distance by summing the distances of every vector with its cluster and divide the sum of all vectors in all clusters by the total number of vectors to get the average intra-cluster distance.

4) For each cluster centroid, calculate the distance to each of the other clusters in the cluster set, taking the minimum distance calculated. Sum these min distances and use this as the inter-cluster distance.

5) Divide the intra-cluster distance by the inter-cluster distance to get the score for this value of K.

The cluster evaluator evaluated the clusters that were formed for the fault indicating records and for the running records independently. The basic equation for calculating the compactness of clusters is described in the following equations.

\[
\text{cluster compactness} = \frac{\text{intra cluster distance}}{\text{inter cluster distance}} \tag{6-5}
\]

\[
\text{cluster compactness} = \frac{\sum_{v \in V} \frac{\text{dist}(V, c)}{|V|}}{\sum_{i=1}^{k-1} \min_{j=i+1}^{k} \text{dist}(z_i, z_j)} \quad i = 1, 2, ..., k - 1; \quad j = i + 1, ..., k \tag{6-6}
\]

The results from the cluster evaluator are shown in Figure 15. The compactness of the clusters tends to level out around 10 clusters, so this was the initial cluster value that was used in the following approaches. Tests were conducted to evaluate the performance of more clusters, but the best performance across all models was achieved with an initialization of 10 clusters. Some models converged on a model that was less than 10 clusters, depending on the nature of the data. This will be explained further in the next sections.

Figure 16 Cluster Evaluator for 6 months of data shows that 10 clusters should be the initial value for K.
6.5.3 Semi-Fuzzy K-Means

The fuzzy k-means method clustered the good running records and the fault indicating records simultaneously and defined a probability of membership into both. This method is different from KNN in that it considers the unknown vectors position relative to a mean centroid which characterized a subset of fault indicating records and good running records. Fuzzy membership into a set or cluster in this case, is based on the degree of membership that some element may have of belonging to that set. (96) Initially, the algorithm looked at the probability of membership into all clusters, which would have been a truly fuzzy system. However, this method did not give meaningful results, so a modified approach was used.

Instead of looking at all clusters, the evaluation of each unknown vector was determined by its position to the two closest clusters. If the closest cluster belonged to the set of fault indicating clusters, then the unknown record was classified as failure detection, if the closest cluster belonged to the set of good running vectors, then the unknown record was classified as a good running vector. If the unknown vector fell someplace half way between a good running cluster and fault indicating cluster, then the vector was labeled as 50/50 failure detection for vectors that should have been classified as failure detection, and 50/50 false alarm for vectors that should have been classified as good running vectors. In the operational setting, the failure detection would signal a high alarm, the 50/50 detection would be a low alarm.

To use this tool, the analyst would: load a data set, specify the training year, training month, number of months to train, the number of initial clusters, and a threshold of how many vectors are needed to make a strong cluster. The default on this value would be 15 for 3 month training, 3 month testing evaluation. Since each paper machine break had 5 vectors associated with it, 15 vectors were considered the minimum to create superior clusters.

The analyst then loads the data, and trains the model. Figure 16 shows what a trained model would look like. An important thing to note is that despite the fact that the initial number of clusters specified to the k-means algorithm was 10, there may be far fewer clusters in the trained model because the cluster did not have the minimum number of vectors required.
The Graphical User Interface (GUI) for this method is shown in Figure 16.

![GUI Image]

**Figure 17** Fuzzy K-Means GUI displays specified clusters and cluster sizes

For research purposes, the analyst will then load the test set. Preliminary experiments showed that this test set should be the subsequent months following training and should not exceed the training period. In a mill setting, the system would read in each vector at a given time stamp and evaluate whether the record would be classified as a good running vector or a vector that was indicative a paper machine break occurring (positive failure detection) or a low alarm would signal which would indicate that the unknown vector was somewhere in the middle of a good cluster and a fault indicating cluster. The results are shown in Table 15.

**Table 15 Comparison of performance of L1, L2 distance functions and data sets on Semi-Fuzzy K-Means (shown as percentages)**

<table>
<thead>
<tr>
<th>Semi-Fuzzy K-Means</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>23lb norm</td>
<td>all grades norm</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>44.41</td>
<td>24.94</td>
</tr>
<tr>
<td>False Alarm</td>
<td>22.18</td>
<td>26.81</td>
</tr>
<tr>
<td>50/50 Failure</td>
<td>12.32</td>
<td>7.97</td>
</tr>
<tr>
<td>50/50 False</td>
<td>19.14</td>
<td>3.68</td>
</tr>
</tbody>
</table>
The best performance of this algorithm was achieved with the normalized data set which included all grades and an L1 distance measure. The performance was 44.73% failure detection with a 17.45% false alarm rate. Table 16 shows the repeatability of results with this model.

**Table 16 Comparison of performance of Semi-Fuzzy K-Means over subsequent train/testing sets (shown as percentages).**

<table>
<thead>
<tr>
<th>Training Period</th>
<th>Jan-Mar</th>
<th>Feb-Apr</th>
<th>Mar-May</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing Period</td>
<td>Apr-Jun</td>
<td>May-Jul</td>
<td>Jun-Sep</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>44.73</td>
<td>73.67</td>
<td>23.42</td>
</tr>
<tr>
<td>False Alarm</td>
<td>17.45</td>
<td>37.51</td>
<td>8.53</td>
</tr>
<tr>
<td>50/50 Failure Detection</td>
<td>23.39</td>
<td>15.38</td>
<td>17.89</td>
</tr>
<tr>
<td>50/50 False Alarm</td>
<td>34.47</td>
<td>43.57</td>
<td>14.51</td>
</tr>
</tbody>
</table>

Table 16 demonstrates that this model is not very consistent in its performance; however it consistently detected a high percentage of paper machine breaks. Also the % failure detection is consistently much higher than the false alarm rate. The other benefit of this system is that a graduate alert system could be implemented. An example of how this might work is shown in Table 17.

**Table 17 Example of implementation of the semi-fuzzy k-means model**

<table>
<thead>
<tr>
<th>Time</th>
<th>Prediction</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/20/2008 7:10</td>
<td>running</td>
<td>good</td>
</tr>
<tr>
<td>8/20/2008 7:15</td>
<td>50/50 fault</td>
<td>low alert</td>
</tr>
<tr>
<td>8/20/2008 7:20</td>
<td>50/50 fault</td>
<td>low alert</td>
</tr>
<tr>
<td>8/20/2008 7:25</td>
<td>approaching failure</td>
<td>high alert</td>
</tr>
<tr>
<td>8/20/2008 7:30</td>
<td>approaching failure</td>
<td>high alert</td>
</tr>
<tr>
<td>8/20/2008 7:35</td>
<td>approaching failure</td>
<td>high alert</td>
</tr>
</tbody>
</table>
The general algorithm is described below:

1) Load training data from the mill data file based on some time window, number of clusters (k), and minimum members per cluster.
2) Load testing data from the mill data file based on another time window, and the number of clusters contributing to the prediction of system status.
3) Generate cluster sets from the doing down and running records. This will give two cluster sets each comprised of k clusters.
4) Remove any clusters not containing a minimum number of vectors as specified by the user.
5) Load test data.
6) For each record of the testing data, calculate the distance to all the centroids of all the clusters in both cluster sets.
7) Order the results from closest to farthest distance.
8) Use the number of the two closest clusters and the distances of each to determine how much each cluster contributes to the prediction of system status.
9) Validate against known status to evaluate the prediction accuracy of the model.
6.5.4 Quality Threshold K-Means

The quality threshold k-means (QT K-Means) algorithm was a more favorable approach for many reasons. Quality of the clusters are ensured by finding clusters whose diameter does not exceed a given user-defined diameter threshold. This method reduces the number of dissimilar samples from being forced under the same cluster and ensures that only good quality clusters will be formed. Two quality threshold implementations were explored. In the first model, the “quality clusters” were made up of fault indicating vectors alone. The objectives in forming the clusters were to maximize the number of fault indicating records (fault detection) in the cluster, while minimizing the number of good running vectors in the cluster (false alarms). The vectors that fell outside the bounds of the clusters were then considered to represent a good operating condition, while the vectors that fell within the clusters were considered fault indicators. In the second model, the “quality clusters” were made up of the good running vectors. The objective here was to minimize the number of vectors that fell within the cluster boundary that were fault-indicating vectors, while simultaneously maximizing the number of vectors that were good running vectors. Due to the amount of process variability and seasonal changes that occur in the mill setting, these objectives are set after each training period, by the analyst, using the GUI developed for this system. The threshold values are determined from the training records as will be discussed.

The general algorithm for the QT K-Means algorithm is described below:

1) The user loads the operator log and the mill data file specifying the training data set.
2) Clusters are formed from the training data set. Clusters can be based on going down records or running records, depending on user preference.
3) For each cluster, the threshold (percent of members in the cluster used to calculate the outer bound of the cluster) can be set by the user.
4) The user then specifies the testing data set, at which point the running and down records will be inserted into the most appropriate cluster.
5) The distances from the cluster centroid to each of the test records is calculated and compared to the outer bound given by the threshold.
6) If the record falls outside cluster bounds it is considered outside of the class that makes up the clusters, and it is classified accordingly.

6.5.4.1 QT K-Means Model One (QTM1)

A small subset of data was plotted in Figure 17 to illustrate the first model. The red squares are fault indicating records and the blue diamonds are good running records. Although the number of good running records far outweighs the number of fault indicating records, an equal number of each class is depicted in the chart in Figure 17 for illustrative purposes. In reality, there would be far more blue diamonds than red squares on this chart.
Figure 18 When implementing QT K-Means Model One clusters are formed around the fault indicating records. The size of the cluster is adjusted by changing the threshold value.

As previously noted, once clusters of going down records are formed from the training set, the threshold values are manually adjusted to minimize the number of running records that are classified as down records, and to maximize the number of fault indication records that are classified as running records. This means that the distance surrounding each cluster is adjusted. This value can be adjusted by the analyst depending on the acceptable false alarm rate. If the mill is running higher cost product, for example, and they want the system to be more sensitive and to alert the operators more often when a paper machine break may occur, the analyst or the engineers would increase the sensitivity of the system. A graphical user interface (GUI) was developed to implement this algorithm. A screen shot of this GUI is shown in Figure 18.
Figure 19 GUI for QT-K-Means model one shows how the threshold values of each cluster can be adjusted in the training set to improve prediction accuracy.

The implementation of this model requires some analyst training as it is currently designed. The training set is read in and the clusters are formed. The analyst would then adjust the threshold values of each cluster in order to maximize the number of fault indicating records (fault detection) in the cluster, while minimizing the number of good running vectors in the cluster (false alarms).

One benefit of this model is its ability to allow the analyst to see what events are making up each cluster. In order to understand what information the various clusters represented, the events from the operator logs were mapped to the clusters which were defined by fault indicator vectors. Each single event has 5 corresponding vectors associated with it because 5 time steps prior to a break occurring were labeled as fault indicating vectors. It is interesting to note that the 5 vectors associated with a single event do not necessarily get clustered together. This is due to the fact that the various different causes for paper machine breaks may occur at various time steps. For example, a vector 25 minutes back in the process may be imposing noise into the system because it actually represents a mode of normal running conditions and the circumstances which may have caused the paper machine break to occur may not have manifested themselves at this point in time. Nonetheless, assumptions needed to be made to try to capture the information leading to a paper machine break in a consistent manner. Five time steps seemed to be a reasonable assumption.

The overall prediction results for this model are shown in Table 18.
Table 18 Comparison of performance of L1, L2 distance functions and data sets on Q-T K-means Model One (shown in percentages).

<table>
<thead>
<tr>
<th>QT-Model One</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>23lb</td>
<td>23lb</td>
</tr>
<tr>
<td></td>
<td>norm</td>
<td>norm</td>
</tr>
<tr>
<td></td>
<td>all grades</td>
<td>all grades</td>
</tr>
<tr>
<td>False Alarm</td>
<td>13.69</td>
<td>12.65</td>
</tr>
</tbody>
</table>

Some examples of the types of events which were depicted by the fault indicating vectors are shown in Table 19. Originally, the mechanical, electrical failures, and outages were removed from the training set because they were considered to be catastrophic or unpredictable events. However, they were added back into the analysis because it is unclear, in some cases, whether changes in process conditions may have caused the failures to occur or if the operators may have done certain things just prior to an outage which would have been picked up by the model. Some events which are associated with the fault indicating vectors may be captured in clusters in the training set, but due to operational or equipment changes, they may sometimes disappear from the test set.

In looking at the operator log, sometimes the electrical failures were not a result of something catastrophic, but rather they were a result of logic issues in the control loops. Logic issues in the control loops could very well be something that can be detected by the model. Another reason it seemed important to include them is because it is not always obvious from the operator logs that the operators were completely confident on the assessment of the cause of the break. Without these events included the prediction accuracy was lower for a couple of reasons. The first reason is because of the nature of the clustering algorithm itself. All fault indicating vectors have a membership into a cluster. If these vectors show up in the test set, and if they have no cluster that has been previously defined that fits their characteristics; they will be forced into another cluster. However, they would likely be far away from the centroid cluster and boundary separating the classes. This would result in a misclassification of that vector.

Another thing to consider in the analysis of the results is the fact that the clusters need to have enough vectors to characterize a particular mode of operation; otherwise they could be representing outliers in the data. For example, in the table below clusters two and three were eliminated because they only had one vector which defined them and this is not statistically significant enough to be considered a strong cluster. A strong cluster was defined as having a least 15 vectors.

The following results were based off a data set that included only the records for the 23 lb basis weight. It is fair to assume in an operational setting that the system could store a separate model for each grade of paper produced on the paper machine.
Table 19  the QT K-Means Model allows for the mapping of Operator Log to clusters

<table>
<thead>
<tr>
<th>Cluster Number</th>
<th>Training Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Break Event Type (No. Occurrences)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Hydrasizer (10)</td>
<td>Mechanical Failure (5)</td>
</tr>
<tr>
<td></td>
<td>Trim Fold (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mechanical Failure Hydraulics (1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mechanical Failure Gasket Seals (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Hydrasizer (15)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Missed Turn Up (MTU) (1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>External Failure Tri-Gen (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electrical Failure (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trim Fold (10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clothing Worn Out (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Break on Draw (1)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>MTU (3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (15)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Hydrasizer (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Misc Electrical Failure (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Misc Mechanical Failure (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trim Fold (8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stock Lump (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Slime (3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unscheduled outage overrun (5)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Mechanical Failure Stock Prep (5)</td>
<td>No events in test set</td>
</tr>
<tr>
<td></td>
<td>Other (5)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Hydrasizer (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MTU(9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Misc Electrical Failure (10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trim-fold (9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stock Lump (7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Break due to grade change (5)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>MTU (8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electrical Failure (7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mechanical Failure (10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (32)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Hydrasizer (9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MTU (6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (23)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mechanical Failure (3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stock Lump (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clothing Worn Out (5)</td>
<td></td>
</tr>
</tbody>
</table>

Another benefit of this model is that the performance of each cluster can also be considered in isolation. The overall performance of the system described above for the...
training months of January-March, testing from April to June, with low sensitivity, was a break detection of 12.6% with a false alarm rate of 7.6%. A small increase in sensitivity improved the break detection to 19.5% with a false alarm rate of 12.9%. The breakdown per cluster is shown in Tables 20 and 21.

Table 20 The breakdown of performance per cluster with low sensitivity

<table>
<thead>
<tr>
<th>Cluster No.</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Break Detection</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>28.40%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>29.00%</td>
<td>0.00%</td>
<td>21.30%</td>
</tr>
<tr>
<td>False Alarm</td>
<td>12.50%</td>
<td>4.60%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>15.70%</td>
<td>9.20%</td>
<td>0.00%</td>
<td>11.70%</td>
<td>0.00%</td>
<td>7.70%</td>
</tr>
</tbody>
</table>

Table 21 The breakdown of performance per cluster when the sensitivity is increased

<table>
<thead>
<tr>
<th>Cluster No.</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Break Detection</td>
<td>0.00%</td>
<td>26.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>28.40%</td>
<td>27.30%</td>
<td>0.00%</td>
<td>35.40%</td>
<td>3.90%</td>
<td>21.30%</td>
</tr>
<tr>
<td>False Alarm</td>
<td>12.50%</td>
<td>19.34%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>16.10%</td>
<td>17.30%</td>
<td>0.00%</td>
<td>19.30%</td>
<td>1.90%</td>
<td>9.70%</td>
</tr>
</tbody>
</table>

The performance of this algorithm was then evaluated for repeatability of results. Table 22 shows the performance of the low sensitivity model using 3 months of training, 3 months of test data starting on January 1 2008. Table 24 shows the same model with a higher sensitivity. The total number of clusters used in this experiment was 10. The month shown in the column header was the start month of the three months of training, and the subsequent 3 months were used for testing.

The threshold adjustment is done by the analyst prior to loading the validation set. The threshold values are adjusted to 0 for clusters with less than 15 vectors. Then adjustments are made to the threshold values to raise the number of training set running vectors that fall outside the threshold value enough to achieve about 80% prediction accuracy of the good running vectors per cluster without drastically compromising the number of fault indicating vectors that fall within the cluster threshold boundary. The reason for doing this is to minimize the number of false alarms. If the mill wants a more sensitive system, then they would be able to achieve this by allowing for more false alarms. The results in Table 22 show what the results would be if the mill decided to have a low sensitivity, or low false alarm rate.
Table 22 QTM1 gave repeatable results at low sensitivity values.

<table>
<thead>
<tr>
<th>Training Period</th>
<th>Jan-Mar</th>
<th>Feb-Apr</th>
<th>Mar-May</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing Period</td>
<td>Apr-Jun</td>
<td>May-Jul</td>
<td>Jun-Sep</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>12.60</td>
<td>8.80</td>
<td>9.40</td>
</tr>
<tr>
<td>False Alarm</td>
<td>7.60</td>
<td>6.60</td>
<td>5.20</td>
</tr>
</tbody>
</table>

Table 23 Threshold values for low sensitivity QTM1

<table>
<thead>
<tr>
<th>2008 23 lb Data Set - 8 Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold Values – low sensitivity</td>
</tr>
<tr>
<td>Cluster</td>
</tr>
<tr>
<td>J--M</td>
</tr>
<tr>
<td>F-A</td>
</tr>
<tr>
<td>M-M</td>
</tr>
</tbody>
</table>

Improvements in the break detection can be realized if the mill is willing to accept a higher false alarm rate. Table x shows the break detection improvement with a less sensitive system.

Table 24 QTM1 gave repeatable results at higher sensitivity values.

<table>
<thead>
<tr>
<th>Training Period</th>
<th>Jan-Mar</th>
<th>Feb-Apr</th>
<th>Mar-May</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing Period</td>
<td>Apr-Jun</td>
<td>May-Jul</td>
<td>Jun-Sep</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>19.5</td>
<td>20.1</td>
<td>18.5</td>
</tr>
<tr>
<td>False Alarm</td>
<td>12.9</td>
<td>12.8</td>
<td>13.5</td>
</tr>
</tbody>
</table>

Table 25 Threshold values for high sensitivity QTM1

<table>
<thead>
<tr>
<th>Changes in Threshold Values to Increase Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster No.</td>
</tr>
<tr>
<td>Low Sensitivity</td>
</tr>
<tr>
<td>Increased Sensitivity</td>
</tr>
</tbody>
</table>

These tables above demonstrate the benefit of the Q-T K-Means algorithm. The mill is able to adjust the sensitivity of the system to a point that is tolerable and reasonable for the operators. They can adjust the threshold to a level in which the system offers a reasonable cost benefit without inundating the operators with false alarms. Also, the repeatability of results is best with this model.
6.5.4.2 QT K-Means Model Two (QTM2)

The second approach with the QT K-Means method involved clustering only the running vectors. The clusters were formed around the running vectors in a similar fashion to the first method. In this approach, however, the clusters of good running records are formed from the training set, the threshold values are manually adjusted to maximize the number of running records that are classified as running records, while also maximizing the number of fault indication records that are classified as fault indication records. As before, the distance surrounding each cluster is adjusted, and if the number of records which makes up a given cluster is smaller than five, then the cluster is eliminated.

The results from the method of clustering the good running records alone have more statistical significance because of the fact that there are more vectors to make up the clusters of good running conditions.

The results of this method are shown in Table 26.

<table>
<thead>
<tr>
<th>QT-Model Two</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>23lb</td>
<td>23lb norm</td>
</tr>
<tr>
<td>Failure Detection</td>
<td>4.93</td>
<td>4.95</td>
</tr>
<tr>
<td>False Alarm</td>
<td>6.88</td>
<td>10.61</td>
</tr>
</tbody>
</table>

The best performance of this model was achieved with the L2 distance measure, 23lb basis weight data set with no normalization. Some of the benefits of this system include the fact that the sensitivity of the system is adjustable, and it achieves a low false alarm rate. One of the limitations of this model is that the failure detection is lower than some of the other models. Also, there is some operator/analyst training and experience that would be necessary to adjust the threshold/sensitivities of the system.

6.6 Summary

A summary of the results for the models presented in this chapter is shown in Table 27. The benefits and limitations of each algorithm are summarized in Table 28.
<table>
<thead>
<tr>
<th>Year 2008</th>
<th>Training Set</th>
<th>Jan-Mar</th>
<th>Test Set</th>
<th>April-June</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>L1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23lb</td>
<td>Failure Detect</td>
<td>18.05%</td>
<td>4.87%</td>
<td>44.41%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>13.60%</td>
<td>3.30%</td>
<td>22.18%</td>
</tr>
<tr>
<td>23lb norm</td>
<td>Failure Detect</td>
<td>18.91%</td>
<td>6.59%</td>
<td>91.12%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>9.18%</td>
<td>3.17%</td>
<td>79.76%</td>
</tr>
<tr>
<td>all grades</td>
<td>Failure Detect</td>
<td>21.60%</td>
<td>3.86%</td>
<td>24.94%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>23.50%</td>
<td>2.67%</td>
<td>26.81%</td>
</tr>
<tr>
<td>all grades normalized</td>
<td>Failure Detect</td>
<td>15.20%</td>
<td>5.66%</td>
<td>44.73%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>8.30%</td>
<td>2.40%</td>
<td>17.45%</td>
</tr>
<tr>
<td><strong>L2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23lb</td>
<td>Failure Detect</td>
<td>18.05%</td>
<td>4.87%</td>
<td>62.18%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>13.65%</td>
<td>2.58%</td>
<td>51.60%</td>
</tr>
<tr>
<td>23lb norm</td>
<td>Failure Detect</td>
<td>33.81%</td>
<td>6.30%</td>
<td>13.18%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>27.10%</td>
<td>3.32%</td>
<td>30.26%</td>
</tr>
<tr>
<td>all grades</td>
<td>Failure Detect</td>
<td>22.90%</td>
<td>3.86%</td>
<td>24.94%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>24.80%</td>
<td>2.15%</td>
<td>23.35%</td>
</tr>
<tr>
<td>all grades normalized</td>
<td>Failure Detect</td>
<td>26.00%</td>
<td>5.40%</td>
<td>57.33%</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>21.50%</td>
<td>2.67%</td>
<td>37.89%</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Model</th>
<th>Benefits</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVD</td>
<td>-Ease of Implementation</td>
<td>-Results were not repeatable for subsequent training months.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-Sensitivity of the system is fixed.</td>
</tr>
<tr>
<td>KNN</td>
<td>-Consistently low false alarm rate with roughly 5% failure detection.</td>
<td>-Low failure detection.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-Sensitivity of system is fixed.</td>
</tr>
<tr>
<td>Semi-Fuzzy-K</td>
<td>-High failure detection</td>
<td>-High false alarm rate</td>
</tr>
<tr>
<td></td>
<td>-Graduation of operator alerts; High Alarm, Low Alarm</td>
<td>-Sensitivity of system fixed.</td>
</tr>
<tr>
<td>QT-K1</td>
<td>-Achieved near 20% failure detection with less than 15% false alarm.</td>
<td>-Operator or analyst training/experience would be necessary to adjust sensitivity/threshold of the model.</td>
</tr>
<tr>
<td></td>
<td>-Sensitivity of the system is adjustable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-Events from operator logs may be mapped to corresponding clusters and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>correspondence of events from training to test sets may be discovered.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-The performance of each cluster can be evaluated independently.</td>
<td></td>
</tr>
<tr>
<td>QT-K2</td>
<td>-Sensitivity of the system is adjustable</td>
<td>-Low failure detection.</td>
</tr>
<tr>
<td></td>
<td>-Low false alarm rate</td>
<td>-Operator or analyst training/experience would be necessary to adjust sensitivity.</td>
</tr>
</tbody>
</table>
7 ADDITIONAL PREDICTION TOOLS AND ANALYSIS

7.1 Detecting rate of change

Backward differencing is a technique borrowed from the field of signal processing. The model is designed to detect rates of change from the current time step to a prior time step.

As noted in prior chapters, a series of test and data analysis techniques where employed in order to understand more about the data and to determine whether down records where preceded by some sort of quantifiable events. The first task was to determine which process values from the set of process values have possible correlations. Refer to the T-Test from the prior chapter for details. This subset of process values were then processed to account for the time it takes for material to flow through the system. Please see chapter six for an explanation on time lag adjustment.

The rate of change model presented below is a simplification of backward differencing, but it has the same goal of trying to detect rates of change from one time step to the next.

The general algorithm is described below:

1) The user loads the mill data file with the specified time interval for the data set to analyze.
2) A circular queue is used to get N chronologically consecutive records.
3) When N records are collected, the algorithm calculates the distance between the first and last record in that set of N.
4) If the status of the system goes from running to going down or vice versa, the queue is cleared so that only records with homogeneous status are compared.
5) The program will then output the distances to a specified data file.
6) The program will also print summary information such as number of running and going down records, the min and max distances for both types, and the average distance and the standard deviation for both types

Table 29 is a histogram of the frequency of the L2, Euclidean Distance, values of the T-Tested process values. To read the chart, the first Bin value is 0 to 100 and each other Bin value is the Euclidean distance that fell within that value to the previous value, exclusively.
In order to better understand the data, a couple of plots will assist in seeing how the rate of change is varying over time. The figures in Appendix B show when the breaks occur with respect to the down records as indicated by the operator logs. In this plot, the blue line represents the state of the paper machine; running records are assigned the value of 100 and down records are assigned the value 0. The length of the N-dimensional vector is also plotted as a red line. The histogram provided insight that any variability in the data that could be used to determine possible down records would be within the 0-100 bin of running records. The plots shown in Appendix B are excerpts of time from the data. The first plot is the first 1500 records, and the second plot consists of the records 7000-8500. The same analysis was done using the L1 instead of L2 distance measure. There was no improvement using the L1 over L2.

<table>
<thead>
<tr>
<th>Bin</th>
<th>Frequency All</th>
<th>Frequency Run</th>
<th>Frequency Dwn</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>93695</td>
<td>93341</td>
<td>354</td>
</tr>
<tr>
<td>200</td>
<td>151</td>
<td>146</td>
<td>5</td>
</tr>
<tr>
<td>300</td>
<td>106</td>
<td>102</td>
<td>4</td>
</tr>
<tr>
<td>400</td>
<td>136</td>
<td>134</td>
<td>2</td>
</tr>
<tr>
<td>500</td>
<td>69</td>
<td>69</td>
<td>0</td>
</tr>
<tr>
<td>600</td>
<td>40</td>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>700</td>
<td>64</td>
<td>62</td>
<td>2</td>
</tr>
<tr>
<td>800</td>
<td>29</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>900</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1200</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1300</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>1400</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1500</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1600</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1700</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1800</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1900</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2100</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2200</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2300</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2400</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>2500</td>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>2600</td>
<td>13</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>2700</td>
<td>16</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>2800</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>2900</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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7.2 Analysis of Operator Response

This algorithm was developed to evaluate whether the operators actions may have influenced whether or not a paper machine break occurred.

The general algorithm is described below:

1) First, the operator log was analyzed to see if any particular shift or Day/Night operations contributed more or less to the number of down occurrences. It was found there was no significant down occurrences for any given shift or Day/Night operations.

2) Second, the manual and automatic state of each variable was checked to see if the system was being influenced by operator input more or less often when the system was going down.

3) A rolling time interval is specified by the user.

4) All records are analyzed within this time window for manual/automatic state of all the attributes of said records and totals for operator interventions with respect to going down and running records are tabulated.

5) The sums are then analyzed to determine if the system is going down more or fewer times with respect to operator intervention.
   a. An intervention is marked in the data file if the status changes from manual to auto (or vice versa) or if the status is auto and one or both of the values has a low precision (the machine writes numbers to a significant number of decimal places, the operator doesn’t specify nearly as many significant digits).
   b. For the experiment, five decimal places were used to indicate a machine entry, anything else is assumed to be an operator entry.
Table 30  The table above shows the count on the number of times the operator made changes to the status of the control loops.

<table>
<thead>
<tr>
<th>Number of Operator Interventions</th>
<th>Down Records</th>
<th>Running Records</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>% of total</td>
</tr>
<tr>
<td>0</td>
<td>355</td>
<td>65.50%</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>18.45%</td>
</tr>
<tr>
<td>2</td>
<td>54</td>
<td>9.96%</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>0.62%</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.26%</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.07%</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>1.44%</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.48%</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

The results show there is not a significant difference between the operator interventions when the system is going down as when it is running in normal operating mode. If a model was implemented which would allow the operators to take pre-emptive actions prior to a break occurring, there may be an increase in the number of interventions in the running records category. It would be interesting to break this analysis down further to see if the number of interventions were different for different shift changes if this information is available from the mill. In the least, the information contained in the table should be used as a baseline, before a new software advisory system is put into place, to compare how the system affects operator behavior in the future.

7.3 Conclusions

The results from the models presented in this chapter can be interpreted a couple of different ways. For the rate of change model, the process may have too much inherent variability for a rate of change model to give meaningful results.

For the operator log analysis, one interpretation of the results may be that the operator is doing what they are supposed to be doing to keep the machine running and not making any drastic changes to the system which would compromise the strength of the sheet. The other way of interpreting these results may be that the operator needs more direction when things in the system may be approaching a paper machine failure, and operator intervention is required. If the latter is the case, a system like the one proposed in this research would have added benefit as a virtual advisor to the operator.
8 CONCLUSIONS AND FUTURE DIRECTION

8.1 Conclusions

Various tools from the field of machine learning were evaluated to see how well they could predict and identify correlations in a highly dynamic and variable industrial environment. The neural network tools and subsequent sensitivity analysis were successful in identifying sources of variability in the moisture content of the wet end of the paper machine. Predicting paper machine breaks was a much harder problem, but the models in this work showed promising results.

The clustering models proved to be effective tools to assist operators in detecting when a paper machine break may occur. The performance of the models was best for the quality threshold models where paper machine break detection on average was between 15-20% with a reasonable level of false alarms (<15%). In an actual mill setting, these tools can be used to alert operators up to 25 minutes prior to a paper machine break actually occurring. In some cases, it may prompt the operator to take the necessary action to prevent the break from occurring altogether. In other cases, the system will at least provide an alert that a break will occur so the operators can prepare for the paper machine break and reduce the amount of time the paper machine is down.

An additional benefit of this research was in showing how the events noted in the operator logs could be mapped to corresponding clusters. Considering each cluster of fault indicating vectors in isolation can provide valuable information to plant engineers.

The cost benefit analysis that would be realized from achieving the top performing model will be unique to each mill depending on the grade produced. For the mill studied in this research the cost of downtime in PM3 is approx $160/ton X (800/24) ton/hr. The total downtime due to breaks is approx 2% of available hours (24 X 365) hr/yr. This corresponds to the cost savings depicted in Table 31 for the various failure detection performance.
Table 31 Cost Benefit for various failure detection performances

<table>
<thead>
<tr>
<th>Cost Benefit</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>assuming $160/ton X (800/24) ton/hr</td>
<td></td>
</tr>
<tr>
<td>assuming the amount provided, 2% of the 24 hrs X 365 days/year</td>
<td></td>
</tr>
<tr>
<td>Normal loss due to down time</td>
<td>$934,400.00</td>
</tr>
<tr>
<td>Normal production</td>
<td>$5,333.33 hr</td>
</tr>
<tr>
<td>Downtime for 2008</td>
<td>175.2 hr</td>
</tr>
<tr>
<td>Percentage of time caught</td>
<td>5.00%</td>
</tr>
<tr>
<td>Downtime averted</td>
<td>8.76 hr</td>
</tr>
<tr>
<td>Cost savings</td>
<td>$46,720.00</td>
</tr>
<tr>
<td>Percentage of time caught</td>
<td>10.00%</td>
</tr>
<tr>
<td>Downtime averted</td>
<td>17.52 hr</td>
</tr>
<tr>
<td>Cost savings</td>
<td>$93,440.00</td>
</tr>
<tr>
<td>Percentage of time caught</td>
<td>20.00%</td>
</tr>
<tr>
<td>Downtime averted</td>
<td>35.04 hr</td>
</tr>
<tr>
<td>Cost savings</td>
<td>$186,880.00</td>
</tr>
<tr>
<td>Percentage of time caught</td>
<td>30.00%</td>
</tr>
<tr>
<td>Downtime averted</td>
<td>52.56 hr</td>
</tr>
<tr>
<td>Cost savings</td>
<td>$280,320.00</td>
</tr>
<tr>
<td>Percentage of time caught</td>
<td>40.00%</td>
</tr>
<tr>
<td>Downtime averted</td>
<td>70.08 hr</td>
</tr>
<tr>
<td>Cost savings</td>
<td>$373,760.00</td>
</tr>
</tbody>
</table>

It is reasonable to expect to achieve about 20% failure detection with this system. The cost of savings needs to be weighed against what is a tolerable false alarm rate. If the operators are inundated by false alarms, a higher detection rate might not be useful as operators might learn to just ignore the alarm.

The analysis presented in Chapter 7 provided some more insight into the complexity of the industrial environment. This analysis showed the rate of change model is not a good indicator of paper machine breaks. Analysis of operator intervention just prior to a paper machine break also showed insignificant differences between the operators interventions when the machine was going down compared to when it was running in normal operating mode.
The models and tools explored in this research could be implemented successfully in an industrial environment to serve as a much needed virtual advisor to the operators. Such a system could not only advise the operators of the various actions to be taken to keep the process running in a stable fashion, they could also minimize the probability of paper machine downtimes. It could help mill engineers identify sources of variability in the process and allow them to improve the overall process runnability.

8.2 Future Direction

8.2.1 Basic Research

The future direction of this research effort is to apply the tools and methods investigated within this research to the military domain. Some basic research which warrants further investigation is described below.

The QT-KMeans models varied the size of the sphere which characterized the clusters. Another method for adjusting the clusters is through changing the shape of the clusters. This can be accomplished with such tools such as self organizing feature maps. Also, the threshold values on the QT-Models were adjusted manually. An algorithm which could optimize competing objective functions could allow the operator to enter a sensitivity value and the thresholds adjustments could be automatic.

Another area of future work is in model fusion. Model fusion would involve extracting the information from multiple predictive models and using this information to formulate a better prediction.

Unrelated to software tools, general maintenance issues should be addressed. Some sensors may need to be upgraded, equipment may need to be calibrated, and tighter control may be needed to reduce process variability. Another area for potential process improvement would be tighter quality control of the raw material coming into the system.

8.2.2 Applied Research

An additional application of the methods and techniques presented in this research is in space situational awareness.

The Space Surveillance Network currently detects, tracks, and catalogs approximately 22,000 objects. It is estimated that the addition of new sensing capabilities from SST, Space Fence, and SBSS may increase detected objects by an order of magnitude. It is impossible for analysts to manually process data on all new objects. New techniques are required to sort through the growing volumes of data to identify possible objects of interest from hundreds of thousands of detections and judiciously designate these objects for further SSN sensor tasking and assessment. Automated algorithms are needed to help
find the "needles in the haystack" to reduce time analysts spend doing tedious tasks and enable them to focus their attention to the most important tasks.

The methods developed in this research were applied to an industrial data set which took vast amounts of multiple sensor inputs laden with data discrepancies and uncertainty. There was also a time dependency in the data that needed to be considered. This real-world data set shared many similarities to sensor inputs in the space based domain. The novel research in the methods investigated is in further developing a pattern matching technique called the Quality Threshold Model (QTM) and applying it to challenges in the space domain. The model is an event prediction tool that provides adjustable thresholds for various anomalies. It is based on a layered learning approach that 1) uses data mining methods to sort through vast amounts of data, 2) pre-filter and preprocessing to help identify key features which characterize the objects of interest and analyze the quality and temporal aspects of the data, and 3) apply pattern matching and semi-supervised learning tools to assist the end user in space object discrimination so that they may better identifying anomalies of interest.
9 BACK MATTER

9.1 Appendix A - Java-ML Method For Accessing Centroids

// ----< average >----------------------------------------------- //
/**
 * Creates an instance that contains the average values for the attributes.
 * Had to write this because the "average" method in the java-ml library did
 * mid range and not arithmetic mean.
 *
 * @param data
 *    data set to calculate average attribute values for
 * @return Instance representing the average attribute values
 */
public static Instance average(Dataset data) { 
    if (data.size() < 1) { 
        throw new IllegalArgumentException("Dataset has to have at least one Instance in it.");
    } // end if

    int instCnt = data.size();
    Instance avg = new DenseInstance(data.get(0).noAttributes());
    int attribCnt = avg.noAttributes();

    int t = 1;
    for (int i = 0; i < instCnt; i++) {
        Instance inst = data.get(i);
        double oneOverT = 1.0 / t;
        double tMinus1OverT = ((double)t - 1) / t;
        for (int j = 0; j < attribCnt; j++) {
            double val = inst.get(j);
            avg.put(j, (tMinus1OverT * avg.get(j)) + (oneOverT * val));
        } // end for
        t++;
    } // end for
    return avg;
} // end average

// ----< standardDeviation >--------------------------------------- //
/**
 * Actually "bias connected sample standard deviation".
 */
public static Instance standardDeviation(Dataset data, Instance avg) {
    Instance sum = new DenseInstance(new double[avg.noAttributes()]);
    for (Instance i : data) {
        Instance diff = i.minus(avg);
        sum = sum.add(diff.multiply(diff));
    }
    sum = sum.divide(data.size()-1);
    return sum.sqrt();
} // end standardDeviation
Excerpt from MyKMeans.java, the modification to the KMeans.java file in the Java-ML library.

/**
 * This method only calculates the clusters of a data set, it doesn't have
 * the overhead of putting all the data into cluster datasets.
 *
 * @param data 
 */
public void clusterOnly(Dataset data) {
    if (data.size() == 0)
        throw new RuntimeException("The dataset should not be empty");
    if (numberOfClusters == 0)
        throw new RuntimeException("There should be at least one cluster");

    // Place K points into the space represented by the objects that are
    // being clustered. These points represent the initial group of
    // centroids.
    // DatasetTools.
    Instance min = DatasetTools.minAttributes(data);
    Instance max = DatasetTools.maxAttributes(data);
    this.centroids = new Instance[numberOfClusters];
    int instanceLength = data.instance(0).noAttributes();
    for (int j = 0; j < numberOfClusters; j++) {
        double[] randomInstance = new double[instanceLength];
        for (int i = 0; i < instanceLength; i++) {
            double dist = Math.abs(max.value(i) - min.value(i));
            randomInstance[i] = (float) (min.value(i) + rg.nextDouble() *
            dist);
        } // end for
        this.centroids[j] = new DenseInstance(randomInstance);
    } // end for

    int iterationCount = 0;
    boolean centroidsChanged = true;
    boolean randomCentroids = true;
    while (randomCentroids
        || (iterationCount < this.numberOfIterations &&
        centroidsChanged)) {
        // System.out.println("Performing iteration: " + iterationCount);
        iterationCount++;
        // Assign each object to the group that has the closest centroid.
        int[] assignment = new int[data.size()];
        for (int i = 0; i < data.size(); i++) {
            int tmpCluster = 0;
            // double minDistance = dm.measure(centroids[0], data.instance(i));
            double minDistance = dm.measure(data.instance(i), centroids[0]);
            for (int j = 1; j < centroids.length; j++) {
                double dist = dm.measure(data.instance(i), centroids[j]);
                if (dm.compare(dist, minDistance)) {
                    minDistance = dist;
                    tmpCluster = j;
                } // end if
            } // end for
            assignment[i] = tmpCluster;
        } // end for
        // When all objects have been assigned, recalculate the positions of
        // the K centroids and start over.
        // The new position of the centroid is the weighted center of the
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// current cluster.
double[][] sumPosition = new double[this.numberOfClusters][instanceLength];
int[] countPosition = new int[this.numberOfClusters];
for (int i = 0; i < data.size(); i++) {
    Instance in = data.instance(i);
    for (int j = 0; j < instanceLength; j++) {
        sumPosition[assignment[i]][j] += in.value(j);
    }
    countPosition[assignment[i]]++;
}

centroidsChanged = false;
randomCentroids = false;
for (int i = 0; i < this.numberOfClusters; i++) {
    if (countPosition[i] > 0) {
        double[] tmp = new double[instanceLength];
        for (int j = 0; j < instanceLength; j++) {
            tmp[j] = (float) sumPosition[i][j] / countPosition[i];
        }
        Instance newCentroid = new DenseInstance(tmp);
        if (dm.measure(newCentroid, centroids[i]) > 0.0001) {
            centroidsChanged = true;
            centroids[i] = newCentroid;
        } else {
            double[] randomInstance = new double[instanceLength];
            for (int j = 0; j < instanceLength; j++) {
                double dist = Math.abs(max.value(j) - min.value(j));
                randomInstance[j] = (float) (min.value(j) + rg.nextDouble() * dist);
            }
            randomCentroids = true;
            this.centroids[i] = new DenseInstance(randomInstance);
        }
    } else {
        double[] tmp = new double[instanceLength];
        for (int j = 0; j < instanceLength; j++) {
            tmp[j] = (float) sumPosition[i][j] / countPosition[i];
        }
        Instance newCentroid = new DenseInstance(tmp);
        if (dm.measure(newCentroid, centroids[i]) > 0.0001) {
            centroidsChanged = true;
            centroids[i] = newCentroid;
        } else {
            double[] randomInstance = new double[instanceLength];
            for (int j = 0; j < instanceLength; j++) {
                double dist = Math.abs(max.value(j) - min.value(j));
                randomInstance[j] = (float) (min.value(j) + rg.nextDouble() * dist);
            }
            randomCentroids = true;
            this.centroids[i] = new DenseInstance(randomInstance);
        }
    }
}

} // end cluster Only

/**
 */
public Dataset[] cluster(Dataset data) {

    // do the clustering work
    clusterOnly(data);

    Dataset[] output = new Dataset[centroids.length];
    for (int i = 0; i < centroids.length; i++) {
        output[i] = new DefaultDataset();
    }
    for (int i = 0; i < data.size(); i++) {
        int tmpCluster = 0;
        double minDistance = dm.measure(centroids[0], data.instance(i));
        double minDistance = dm.measure(data.instance(i), centroids[0]);
        for (int j = 0; j < centroids.length; j++) {
            double dist = dm.measure(centroids[j], data.instance(i));
            double dist = dm.measure(data.instance(i), centroids[j]);
            if (dm.compare(dist, minDistance)) {
                minDistance = dist;
                tmpCluster = j;
            }
        }
    }
}

} // end class
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    output[tmpCluster].add(data.instance(i));
} // end for
return output;
} // end cluster
9.2 Appendix B - Detecting Rate Of Change Prior To Paper Break Occurrences

Figure 20  Red line shows L2 distance from t-5 to t for each 25 minutes of time.  The blue line shows Paper Machine Breaks.
Figure 21 Red line shows L2 distance from t-5 to t for each 25 minutes of time. The blue line shows Paper Machine Breaks.
9.3 List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>Plant Information System</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>KNN</td>
<td>K-Nearest Neighbor</td>
</tr>
<tr>
<td>PM</td>
<td>Paper Machine</td>
</tr>
<tr>
<td>QT</td>
<td>Quality Threshold</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional, Integral, Derivative</td>
</tr>
<tr>
<td>P&amp;ID</td>
<td>Plant and Instrumentation Diagram</td>
</tr>
</tbody>
</table>
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