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1. Introduction 

Military operations in an urban terrain (MOUT) are very difficult to conduct because of the 
complex terrain features and low reliability of sensory information.  Narrow streets, smoke 
obscuring views, reflected and reverberating sounds, overwhelming burning smells, sudden 
gusting winds, and flying debris create a very confusing environment.  When conducting 
reconnaissance missions or making movement decisions, Soldiers rely primarily on visual 
information.  However, during MOUT, visual cues are frequently obscured or are completely 
lacking.  In such situations, audition becomes the first source of information about the presence 
of an enemy and the direction of incoming weapon fire.  Even if visual cues are available, 
audition plays a critical role in human behavior because it is the only directional tele-receptor 
that operates throughout the full 360-degree range.  However, veterans of urban warfare and 
Soldiers in training report that it is quite difficult to identify the locations of sound sources in an 
urban environment.  For example, during urban fights, Soldiers may hear tanks moving but do 
not know where they actually are at a given moment.  Gunfire sounds reflected multiple times 
from various walls provide no clues about the directions of incoming fire.  This is a serious 
problem for the attacking and defending forces, especially in modern times when MOUT is 
increasingly common.  Defensive forces have the advantage of concealment; the offensive force 
must determine the locations of enemy resources, and this requires entry into unknown buildings 
and territories.  However, the defending forces risk being isolated and imprisoned in the same 
buildings that protect them.  Therefore, both attacking and defending Soldiers must maintain 
situational awareness (SA) at all times. 

Since World War II, many systems and devices have been developed with the intent to provide 
aid to Soldiers conducting urban reconnaissance.  Most of these systems are designed with the 
goal of giving the Soldier knowledge about whether buildings and rooms are occupied before he 
or she enters them.  However, all these systems have a limited range of uses and they are difficult 
to use during movement.  In addition, they augment the cognitive and sensory load, and Soldiers 
report a preference for natural sensory information.  Even with the improved supporting systems, 
there are numerous situations when the Soldiers are forced to rely solely on their own perceptual 
skills. 

This report discusses the effects of the urban environment on one specific element of auditory 
perception:  auditory localization.  Numerous studies demonstrate that the auditory system’s 
ability to localize a sound source is vulnerable to distortion by other factors.  During difficult 
listening conditions created by noise and reverberation, we may still be able to detect or even 
identify a sound source, but we may not be able to determine its location.  Thus, the objective of 
this report is to describe the acoustical characteristics of the urban environment and examine 
their possible detrimental effects on auditory localization.  This analysis is based on an 
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examination of a large body of research describing human localization behavior in various 
laboratory contexts to outline the possible sources of and the severity of error.  However, there is 
an operational gap between laboratory conditions and the very noisy, highly reverberant, and 
constantly changing urban battlefield environment.  Such environments and the human behavior 
in such environments are the ultimate object of interest in this analysis.  Therefore, an integral 
part of this report is also the discussion of potential research questions, technological advances, 
and training paradigms that have been identified through literature analysis and contacts with 
Soldiers.  It is hoped that analysis and the subsequent research efforts will improve 
understanding of human auditory abilities and provide guidelines for improved survivability and 
effectiveness of fighters conducting operations in the urban setting. 
 

2. Sound Localization Basics 

Numerous acoustic cues have been shown to be used for auditory orientation in space.  The 
importance of specific cues depends on the type of environment and the sound sources operating 
in this environment.  Moreover, the listener’s auditory capabilities and listening experience affect 
the degree to which individual cues are used.  A clear understanding of human capabilities and 
the mechanisms by which acoustic signals are altered by an environment is important for 
prediction of the character and the extent of potential localization errors.  Thus, in order to 
understand the capabilities and limitations of auditory spatial orientation in a specific environ-
ment, it is necessary to review the primary auditory cues and the elements of the acoustic 
environment that affect these cues. 

Auditory orientation in space involves estimates of and information about four elements of the 
acoustic environment: 

1. The azimuth at which the specific sound source is situated in the horizontal plane and the 
angular spread of the sound sources of interest in the horizontal plane (horizontal spread or 
panorama) (see figure 1), 

2. The zenith (elevation) at which the specific sound source is situated in the vertical plane 
and the angular spread of the sound sources of interest in the vertical plane (vertical spread) 
(see figure 1), 

3. The distance to the specific sound source or the difference in distance between two sound 
sources situated in the same direction (depth), and  

4. The size and the shape of the acoustic environment in which the observer is situated 
(spaciousness, volume). 

The first three elements are the polar coordinates of the sound source in Cartesian space with 
origin of the space anchored at the listener’s location.  The fourth element is a global measure of 
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the extent of space that affects the listener.  All together, they provide cues regarding a dynamic 
relationship between the space, the sound source, and the listener. 

 
Figure 1.  Visual example of azimuth and elevation. 

A listener’s auditory spatial orientation is based on the differences between sounds entering two 
ears of the listener (binaural cues), reflections of sounds from the listener’s pinnae, head and 
shoulders (monaural cues), the listener’s familiarity with the sound sources and the environment, 
and dynamic behavior of the sound sources and the listener.  The following sections provide 
information about specific acoustic cues that are used to locate sound sources in azimuth, 
elevation, and distance.  Cues about the size of the acoustic space are not directly related to 
localization of sound sources but rather to an understanding of the relationship between the 
environment and the listener when visual cues are not available.  They are discussed later in the 
context of the urban environment.  However, it needs to be stressed that the perceived size of the 
acoustic environment has a direct effect on estimation of the distance from the listener to the 
sound source when the listener is provided with a frame of reference (distance calibration). 

2.1 Azimuth 

Sound source localization in the horizontal plane (azimuth) uses binaural (two ears) and 
monaural (one ear) cues (Blauert, 1999).  There are two binaural cues:  (a) interaural level 
differences (ILD) referred to also as interaural intensity differences (IID), and (b) interaural time 
differences (ITD) or interaural phase difference (IPD).  The terms ILD and IID have the same 
connotation and can be used interchangeably, but there is a slight difference in meaning between 
ITD and IPD.  This difference is described later. 
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Sound arriving at the two ears of the listener from a sound source situated at a specific azimuth is 
more intense in the proximal ear than in the distal ear because of the “baffling effect” of the head 
casting an “acoustic shadow” on the distal ear.  At low frequencies, the dimensions of the human 
head are small in comparison to the wavelength of the sound wave; the difference in sound 
intensity between two ears is small because of sound diffraction around the head.  At high 
frequencies, the intensity differences caused by the dimensions of the human head are sufficient 
to provide clear localization cues.  Higher frequencies and a larger head size cause a larger 
baffling effect and a larger interaural intensity difference (IID or ILD).  When the sound source 
is situated in front of one ear of the listener, the IID reaches its highest value for a specific 
frequency and can be as large as 8 dB at 1 kHz and 30 dB at 10 kHz (Steinberg & Snow, 1934).  
Thus, IID is a powerful binaural localization cue at high frequencies but fails at low frequencies.  
Please note that the complex sound arriving at the proximal ear is not only more intense but is 
also richer in high frequencies (brighter) than the sound arriving at the distal ear.  These spectral 
differences may provide the listener with an additional cue for resolving spatial locations of 
several simultaneous sound sources such as various musical instruments playing together or two 
or more vehicles moving at various directions. 

At low frequencies, sound localization in the horizontal plane depends predominantly on 
temporal binaural cues (ITD and IPD).  Sound arriving at the two ears of the listener from a 
sound source situated at a specific azimuth strikes the proximal ear earlier than the distal ear.  
Assuming that the human head can be approximated by a sphere, the resulting time difference 
can be calculated with the equation 

 ( )( ),sin/ αα +=∆ crt  

in which r is the radius of the sphere (human head) in meters, c is the speed of sound, and α is 
the angle (azimuth) of incoming sound in radians. 

The maximum possible time difference between sounds from the same sound source entering the 
two ears of the listener is about 0.8 ms (r = 0.1 m and c = 340 m/s) and depends on the size of the 
human head and the distance of the sound source from the listener.  This maximum ITD occurs 
when the sound source is situated next to one of the listener’s ears.  Smaller ITDs indicate a less 
lateral sound source location.  The minimum perceived difference in azimuth occurs when the 
sound is arriving from 0 degrees (defined as directly in front of the listener) and is equal to about 
2 to 3 degrees and corresponds to an interaural time delay of 0.020 to 0.030 ms. 

The ITD is used to calculate the difference in arrival time for clicks, onset transients, and non-
periodic sounds.  Thus, ITD cues can be used for low and high frequency sounds that differ in 
their amplitude envelopes (onset transients) if the information about the onset transient is 
available (Leakey, Sayers, & Cherry, 1958; Henning, 1974).  For continuous periodic sounds, the 
time delay of the sound arriving at the farther ear is equivalent to a phase shift between sounds 
arriving at both ears of the listener.  Therefore, in the case of continuous periodic sounds, the 
term IPD is commonly used to describe the difference in times of arrival.  This phase difference 
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(phase shift) uniquely describes the azimuth of the sound source if the time difference between 
both arrivals is less than the duration of a half-cycle of the waveform (180 degrees) in air.  In the 
frequency domain, it means that a unique relation between the phase shift and the direction of 
incoming sound is maintained through low frequencies to approximately 500 to 750 Hz when the 
half-period of the wavelength becomes greater than the time delay between the two ears.  At this 
frequency, a sound source situated at one ear of the listener produces waveforms at the two ears, 
which are out of phase, and the IPD cue becomes ambiguous.  The listener does not know 
whether the phase shift of 180 degrees is a result of the waveform in the right ear being a half-
cycle behind or a half-cycle ahead of the waveform in the left ear.  This means that identical IPD 
cues are generated by the sound source at the right ear and the left ear of the listener.  Small head 
movements may resolve this ambiguity so there is no well-defined frequency limit in 
effectiveness of the IPD cues.  However, it is generally assumed that phase differences provide 
useful localization cues for frequencies of approximately 1.0 to 1.5 kHz.  In this frequency range, 
small head movements are sufficient to differentiate between potential sound source locations on 
the left or the right side of the listener.  Above this frequency, the number of potential sound 
source locations is larger than two and the IPD cue is no longer effective.  The IPD cues are the 
strongest for frequencies between about 500 and 750 Hz and are less effective for higher 
(ambiguity) and lower (small change in phase) frequencies. 

The two mechanisms just described are the foundation of the “duplex theory” of sound 
localization (Rayleigh, 1907).  According to this theory, sound source location in space is 
defined by the IPD mechanism at low frequencies and the IID mechanism at high frequencies.  
Because the frequency ranges in which these two binaural cues operate poorly overlap, 
localization errors in the horizontal plane are the largest for sound sources emitting signals in the 
1000-Hz to 3000-Hz range.  Moreover, people are very sensitive to sounds in this frequency 
range, and any reflections can be very detrimental to spatial orientation.  In addition, Sandel, 
Teas, Feddersen, and Jeffress (1955) reported that the listeners have a natural tendency (bias) to 
underestimate the deviation of the sound source from the median plane for tones in the 1000- to 
5000-Hz range.  All these effects together make middle frequency sounds very difficult to 
localize.  Recall also that simpler (more tonal) signals cause poorer localization accuracy.  Last 
but not least, binaural cues provide reliable information about position on the left-right axis; 
however, they are very ineffective for estimation of sound location in the vertical plane (eleva-
tion) or along the front-back axis.  Human ability to localize sounds along these dimensions is 
based primarily on the monaural cues described in section 3.2. 

One additional binaural mechanism that plays an important role in sound source localization is 
the “precedence effect” (Wallach, Newman, & Rosenzweig, 1949).  The precedence effect, also 
known as “the law of the first wavefront” (Gardner, 1968; Blauert, 1999) or “Haas effect” (Haas, 
1972), is an inhibitory effect that allows one to localize sounds, based on the signal that reaches 
the ear first (the direct signal) and inhibits the effects of reflections and reverberation.  It applies 
to inter-stimulus delays larger than those predicted from the finite dimensions of the human head 
but shorter than ~50 ms.  If the interval between two sounds is very small (less than 0.8 ms), the 
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precedence effect does not operate and the sound image is heard in a spatial position defined by 
the ITD.  However, if the time difference between two brief sounds exceeds 0.8 ms and is shorter 
than 5 ms for single clicks and 30 to 50 ms for complex sounds, both sounds are still heard as a 
single sound.  The location of this fused sound image is determined largely by the location of the 
first sound.  This is true even if the lagging sound is as much as 10 dB higher than the first sound 
(Wallach, et al., 1949).  However, at higher intensities of reflections, the shift in an apparent 
position of the sound source attributable to the presence of an interaural time delay can be 
compensated by the interaural intensity difference inducing the shift in the opposite direction.  If 
the time delay exceeds 30 to 50 ms, both sounds are not fused and are heard separately as a direct 
sound and an echo (see section 4).  The precedence effect operates primarily in the horizontal 
plane, but it can also be observed in the median plane (Rakerd & Hartmann, 1992, 1994). 

The effect of the delayed sound on the spatial position of the fused event depends on the interval 
between the lead and lag.  The lagging sound tends to “pull” the perceived sound location away 
from that of the lead.  It is noteworthy that if the primary sound and the secondary sound differ 
greatly in their spectral (timbral) characteristics, the precedence effect may not occur.  This 
means that the sound reflection from the wall, which is highly dissimilar from the original sound, 
may be heard separately from the original sound even if the time delay is less than 30 to 50 ms 
(Divenyi & Blauert, 1987).  The precedence effect does not completely eliminate the effect of 
the delayed sound even if its level is relatively low.  It makes the delayed sounds part of a single 
fused event and it reduces the effect of directional information carried by the delayed sounds.  
However, the changes in the pattern of reflections can still be detected and they can affect the 
perceived size of the sound source, its loudness, and its timbre (Blauert, 1999). 

2.2 Elevation 

Sound source elevation and sound source position along the front-back axis are determined 
primarily by the monaural cues.  Despite the general success of binaural cues and the “duplex 
theory” in explaining localization of sound sources in space, they still leave an unresolved region 
known as the “cone of confusion,” i.e., a cone extending outward from each ear and centered on 
the lateral axis connecting the two ears of the listener.  All locations on this cone have the same 
binaural differentials (see figure 2) and cannot be resolved by binaural cues1 (Oldfield & Parker, 
1986).  Therefore, other perceptual mechanisms are needed to specify the location of the sound 
source on the cone.  This is the domain of the monaural cues.  Monaural cues are directionally 
dependent spectral changes that occur when sound is reflected from the folds of the pinnae and 
the shoulders of the listener.  Passive filtering of sound caused by the concave surfaces and 
ridges of the pinna is the dominant monaural cue used in sound localization.  The filtering effect 
of shoulders is weaker but it is also important since it operates in slightly different frequency 
range.  The resulting spectral transformation of sound traveling from the sound source to the ear 
                                                 

1This is not strictly true.  The “cone of confusion” model assumes a spherical head. However, auditory 
localization error patterns generally support the belief that this model approximates human behavior well. 
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canal (and reflected from the body and pinnae) is direction dependent.  This directional function 
is called the head-related transfer function and is often referred to as the HRTF2.  The resulting 
spectral changes are largest in the frequency ranges above approximately 4 kHz and can be best 
interpreted in reference to the spectral content of the original sound.  The richer the sound is, the 
more useful the monaural information will be. 

People can localize sound sources in the horizontal plane with one ear but localization error is 
much greater (~30 to 40 degrees) than that resulting from the use of binaural cues (~3 to  
4 degrees).  Lack of clear horizontal information affects listener self-confidence and makes 
monaural cues and related head movements less effective in the judgment of sound source 
elevation or front-back position.  Similarly, elimination of monaural cues affects localization 
effectiveness of binaural cues in the horizontal plane.  Thus, monaural and binaural cues cannot 
be treated as linearly related and they enhance each other. 

 
Figure 2.  Cone of confusion. 

It needs to be stressed that monaural spectral changes occur relative to the original sound source, 
and therefore, their interpretation requires some familiarity with the original sound source.  For 
example, Plenge and Brunschen (1971) reported that short, unfamiliar sounds were consistently 
localized by their subjects at the rear of their actual location (front-back error).  After a short 
familiarization session, the number of such errors greatly decreased.  In addition, small physio-
logical (unintentional) movements of the head aid in sound localization by providing the listener 
with information about the spectral characteristics for different head positions (Noble, 1987).  
However, head movements are only beneficial for sounds of durations greater than approxi-
mately 400 to 500 ms.  If the sound is very short, it disappears before the head movement is 
initialized or before the head makes a sufficient rotation (when the head was already moving).  
Moreover, some sounds have a tendency to be localized low or high, independent of the actual 
position of the sound source.  For example, people have a tendency to localize 8-kHz signals as 
coming directly from above.  Figure 3 presents a graph from Blauert (1999), which shows the 
effect of frequency band on perceived location in the median plane.  The vertical axis gives the 

                                                 
2The monaural filtering effect of each pinna is measured for each ear separately. However, because the HRTF 

consists of these two filters together, binaural cues are present also. 



 

8 

percentage of judgments placing the sound behind, above, or in front of the listener as a function 
of the frequency of the stimulus.  These data support the notion that humans are not normally as 
adept at localizing elevation and front-back position of a sound source as they are at localizing 
the horizontal position of a sound source along the left-right axis.  This makes estimates of 
elevation and front-back position especially susceptible to non-specific factors such as 
expectations, eye position and sound loudness (Davis & Stephens, 1974; Getzmann, 2002; 
Hartmann & Rakerd, 1993; Hofman & Opstal, 1998). 

 

Figure 3.  Effect of frequency band on localization in the  
median plane.zz 
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2.3 Distance 
Auditory distance estimation is primarily affected by sound loudness (intensity), sound spectrum, 
and temporal offset (decay).  All these cues require some knowledge about the original sound 
source and the acoustical characteristics of the environment.  Their effect depends also on the 
expectations of the listener and other sensory information.  Because of the complexity of 
conditions affecting auditory distance judgments, these judgments are quite inaccurate and result 
in about 20% error or more (Moore, 1989).  In addition, many people cannot translate perceived 
distance into numerical judgments, and people differ greatly in the assumed frame of reference 
when judging the distance.  These difficulties create a real problem with the reliability and 
validity of reported data and need to be addressed. 

The most natural auditory distance estimation cue seems to be sound intensity (Mershon & King, 
1975).  According to the inverse square law of sound propagation in open space (see section 4.1.1), 
sound intensity decreases by 6 dB per doubling of the distance from the receiver.  Therefore, a 
comparison of the currently perceived intensity to the expected intensity of the original sound 
source at a specific distance can provide one cue for estimating the distance to the sound source in 
an open environment.  However, this cue requires some familiarity with the specific source of the 
sound or at least with the specific class of sound sources.  In addition, the listener’s movement 
toward or away from the operating source may provide a needed frame of reference (Ashmead, 
LeRoy, & Odom, 1990). 

In rooms and other closed spaces, the decrease of sound intensity may initially follow a 6-dB 
rule but soon becomes less because of room reflections from nearby surfaces (e.g., the floor).  
This decrease continues as long as the energy of the direct sound exceeds that of the reflected 
sounds and a direct sound field becomes a reverberant field.  The distance from a sound source 
where both sound energies are equal is called the critical distance.  Inside the critical distance, 
sound localization is practically not affected by sound reflections from space boundaries because 
of the precedence effect.  The precedence effect, however, may not operate at larger distances 
and higher intensities of reflected sounds.  Therefore, the closer the listener is to the sound 
source and the farther both of them are from the space’s boundaries, the less effect the 
environment has on the localization accuracy. 

Another cue for distance estimation is the changes in sound spectrum caused by the frequency-
dependent absorption of sound energy by the air.  Sounds arriving at the listener from larger 
distances may sound as if they were low-pass filtered when compared to the original sounds.  
Humidity has a similar effect on attenuation of high frequencies.  If one has knowledge of the 
original sound source as well as knowledge of the weather conditions and intervening 
environment (e.g., walls, objects), the spectral changes attributable to air absorption provide 
useful information about the distance to the sound source (Brungart & Scott, 2001; McGregor, 
Horn, & Todd, 1985; Mershon & King, 1975).  However, without the listener’s familiarity with 
the sound source, the changes in sound spectrum provide only relative but not absolute 
information about the distance to the sound source (Little, Mershon, & Cox, 1992). 
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Sounds reflected (reverberated) from the ground, walls, and other objects last longer and decay 
more slowly than the original sound.  The more reverberant the environment and the larger the 
distance between the sound source and the listener, the more extended in time the sound is 
perceived to be by the listener.  Therefore, reverberation constitutes a very effective if not the 
main cue for distance estimation in most environments (both indoors and outdoors).  As distance 
between the sound source and the listener increases, the amount of direct sound energy arriving 
at the listener’s ears decreases and the amount of reverberant (reflected) energy increases 
(Mershon, Ballenger, Little, McMurtry, & Buchanan, 1989; Nielsen, 1993).  However, the 
specific ratio of these two energies depends also on the directivity of the sound source and the 
listener’s hearing, the size of the space, and the position of the sound source relative to the walls 
and the listener (Mershon & King, 1975).  Furthermore, small and highly reflective spaces may 
create the same perceptual effects as larger and more damped spaces.  Thus, reverberation 
information coming from unknown and unseen spaces (such as adjacent rooms or buildings) is 
unlikely to provide usable distance information until the listener becomes familiar with the 
space.  It is also important to recall that the distance judgments are complicated by the difficulty 
most persons have expressing distance in numeric units.  This ability, however, can be developed 
with experience and by specialized training. 

2.4 Auditory Localization Capabilities and Limits 

Sound localization requires the integration of binaural information in the brain stem.  ITD and 
IID information is computed in the lateral superior olive (SO) and then later mapped into the 
inferior colliculi (IC) (Gelfand, 1998).  Because neural output from IC is processed by specific 
(the auditory cortex) and non-specific centers, auditory sensory information is combined with 
visual sensory information and cognitive expectations, all affecting the perceptual orientation of 
a person in space.  Thus, the elements affecting sound localization in space can be divided into 
physical elements (i.e., sound, source, and environment related) and psychological elements such 
as attention and memory. 

Precision of sound source localization depends primarily on the type of sound source, the 
listener’s familiarity with the source, and the type of acoustic environment. It is also affected by 
the sound duration, relative movements of the sound source and listener, and presence of other 
sounds in the space.  A listener’s expectations and other sensory information can also affect his or 
her judgments. 

Three types of precision measures are used in localization studies:  localization accuracy (LA), 
minimum audible angle (MAA), and minimum audible movement angle (MAMA).  Appendices A, 
B, and C provide results from selected studies of LA, MAA, and MAMA measures, respectively.  
Localization accuracy (LA) is defined as an absolute precision in reporting the direction of 
incoming sound.  Average LA error for horizontal localization of a sound source ranged from 1 to 
15 degrees, depending on several factors such as the observation region (Oldfield & Parker, 1984) 
and the frequency content (Butler, 1986) of the signal.  Reported errors frequently did not include 
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the front-back errors.  Elevation errors were slightly higher (4 to 20 degrees) than horizontal errors 
(Oldfield & Parker, 1984; Carlile, Leong, & Hyams, 1997).  Accuracy varies with the method used 
to “point” or estimate the location of the sound source. 

MAA refers to the smallest angular separation of two sound sources that can be discriminated.  
Listeners may be asked to indicate if the second of a pair of sounds comes from the right or the 
left of the first reference sound.  Data from selected studies are given in appendix B.  In general, 
listeners are able to distinguish differences in azimuth as small as 1 degree (Mills, 1958).  The 
MAA increases slightly when the sounds are situated near 90 degrees, and this finding has been 
replicated in a number of studies.  However, the ability to discriminate differences in elevation is 
much worse ranging from 6 to 20 degrees.  Some listeners were unable to localize sounds with 
precision better than 20 degrees (Grantham, Hornsby, & Erpenbeck, 2003).  Some factors that 
affect MAA precision are the frequency content of the stimuli, the time delay between the onsets 
of the presented stimuli, and the amount of stimulus overlap.  It is believed that inter-stimulus 
onset delays of at least 150 to 200 ms are required to discriminate the MAA because such time is 
required for the auditory system to process the frequency content of a signal (the monaural 
information). 

MAMA refers to the minimum movement of a sound across a given axis required to detect a 
sound as moving.  The ability to detect and localize moving sounds is discussed in section 4.3.2.  
Appendix C provides a sample of the data from several selected studies.  Generally, people 
require 4 to 20 degrees of horizontal movement (more for movement in elevation) to detect that 
movement has occurred (Perrott & Musicant, 1977; Chandler & Grantham, 1992). 
 

3. Acoustics of the Urban Environment 

When gathering data about the environment and making decisions about movements, people rely 
predominantly on visual observations and visual memory.  In urban environments, many visual 
cues are missing or obscured and acoustic information becomes an important factor that affects 
SA.  Even when visual information is available, the importance of audition cannot be overstated 
since the ears are the only directional tele-receptor that operate in the full 360-degree sphere.  
People respond to sound by turning their heads toward incoming sound and use both hearing and 
vision for more accurate localization of the potential source of sound.  Therefore, awareness of 
the specific acoustic environment surrounding the Soldier in an urban battlefield is critical for a 
Soldier’s effectiveness and safety. 

The acoustic environment can be defined as a sound field created by all sound sources and other 
physical objects surrounding the listener.  This sound field is a combination of direct sound 
waves radiated by acoustic sources and numerous sound reflections created when the sound 
waves bounce back from objects in the space and the space boundaries.  The acoustic environ-
ment is also affected by a number of other acoustic phenomena.  These include diffusion 
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(scattering), diffraction (bending around the edges), refraction (bending during transmission to 
other media), acoustic shadow, interference (e.g., acoustic beats), standing waves, amplification 
(resonating), and attenuation (damping).  Additionally, the acoustic environment is affected by 
the presence of a background noise and the relative movements of sound sources and the listener 
within the environment.  Background noise is a spatially uniform sound created by external 
sound sources through vibrations of space boundaries and by internal sound sources through 
multiple reflections of sounds from space boundaries and other objects within the space.  Back-
ground noise can also include the higher order reflections from the target sound of interest.  
Therefore, some parts of the background noise may be correlated with the sound of interest and 
others are independent. 

These phenomena affect human ability to identify the exact position of a sound source as well as 
other aspects of auditory awareness such as sound detection and identification.  They can be 
called acoustic signal processing phenomena or sound modifiers because they affect all spacio-
spectro-temporal characteristics of the sounds arriving at the listener. 

The urban environment differs from rural or open environments in that sounds are bounced back 
and forth with relatively small loss in sound energy from a large number of closely spaced 
reflective surfaces.  These include hard walls with and without openings, parallel walls, hard 
ceilings and floors, and numerous stationary and moving objects.  These strong multiple 
reflections together create a high level of correlated background noise and provide false or 
ambiguous sound localization cues that reveal more about the environment topography than 
about the actual position of the sound source within the environment.  Sound reflections as well 
as the other acoustic factors discussed previously are not necessarily unique to the urban 
environment, but they become especially important in the physically complex urban battlefield 
because of their number and strength as well as the lack of visual support in object localization.  
Last but not least, multi-story buildings with windows, balconies, a variety of roofs, and highly 
reflective streets and parking lots create a three-dimensional acoustic environment in which 
sounds must be localized in azimuth as well as in elevation and depth.  

Previous discussion (sections 2.1, 2.2, and 2.3) indicated that human ability to localize a sound 
source is affected by the kind of information that is available in the sound itself and by the 
degree to which this information becomes a part of background noise in the environment.  Recall 
that monaural localization cues require prior knowledge of the sound source and the acoustic 
context in which the source operates.  These cues provide little help to the Soldier who is 
ignorant of the identity of the sound source or has never been in the environment.  As a result, 
the ambiguous localization cues and unfamiliar listening conditions, together with scarcity of 
visual information, make the “visual-capture effect” (see section 3.3.1) a dominant source of 
localization errors in the urban environment. 

All sounds reflected from nearby and distal objects can be divided into three overlapping classes:  
early reflections, late reflections, and echoes.  When the reflected sound wave reaches the ear 
within approximately 50 ms of the direct sound, both sounds are combined perceptually into one 
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prolonged sonic event with the perceived sound source location dictated by the precedence 
effect.  Such reflections are called early reflections.  They increase overall sound intensity 
(loudness) without changing the perceived incoming direction and duration of the signal.  They 
also increase spatiality (perceived size) of the sound source and cause a perceived change in the 
sound spectrum (timbre) referred commonly to as sound coloration.  However, there is an 
intensity limit within which the precedence effect operates.  If the intensity of the reflected sound 
is sufficiently high in comparison to that of the direct sound, it may cause a shift in perceived 
sound source location toward the direction of reflected sound (see section 3.1).  Even at lower 
intensities, reflected sounds can cause a perceived change in the sound spectrum, referred 
commonly to as sound coloration, which may provide false cues regarding the sound source 
location. 

Late reflections are the reflections that arrive 50 ms or more after the direct sound.  In most 
rooms, late reflections are very dense and cannot be differentiated from one another.  They also 
become weaker with time and with the number of walls from which the sound was reflected.  
They extend the decay of the sound and increase the likelihood of overlap with subsequent 
sounds, thereby causing masking and smearing effects. 

The gradual decay of sound in a space (room) is called space (room) reverberation.  Rever-
beration is a product of all sound reflections arriving at a given point in space.  Keep in mind, 
however, that early reflections contribute mainly to perceived loudness of sound, whereas late 
reflections contribute to perceived size of the space and related rate of sound decay.  Therefore, 
for all the practical purposes, sound reverberation can be defined as a sequence of dense and 
spatially diffuse reflections from space boundaries, which cannot be resolved by the human ear 
and are perceived as a gradual decay of the sound in the space.  Reverberation is characterized by 
reverberation time (RT60) that is defined as the time needed for a sound level at a given point in 
space to decrease by 60 dB from the moment of sound source offset.  Reverberation time is 
proportional to the volume of the space, reflectivity of space boundaries, and frequency of the 
sound.  This relationship is most frequently expressed by the Norris-Eyring formula: 
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in which V is the volume of the space (m3) and Si and αi are an average coefficient of absorption 
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3This criterion is met by many of the laboratories at ARL (Scharine, Tran, & Binseel, 2004). 
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Echoes are late reflections that are distinguishable as separate acoustic events from the direct 
signal.  They can be heard when the signal is not masked by other reflections and other 
simultaneous sounds.  In order for an echo to appear, the distance between the paths traveled by 
the direct and reflected sounds needs to exceed 17 meters (assuming that the speed of sound 
equals 340 m/s at 20 °C) (figure 4). 

 

Figure 4.  Echo effect. 

When a sound is repeatedly reflected between two parallel flat surfaces, the resulting product is a 
sequence of echoes called flutter echo.  Flutter echo sound is a sequence of noise pulses.  If the 
surfaces are less than 30 feet apart, individual echoes blend together into a single periodic event 
with fundamental frequency defined by the distance between the walls.  Such flutter echo 
becomes a zing-sounding (buzzing, ringing) flutter tone that is easy to detect but very annoying.  
Flutter sounds only originate when the reflected surfaces are parallel to each other and will not 
appear if the walls are skewed by as little as 5 degrees. 

3.1 Walls and Buildings:  Physical Properties of the Environment 
Reflective surfaces of walls, buildings, and rooms modify the distribution of sound energy in the 
space and alter direction and spectro-temporal properties of sounds arriving at the listener’s ears.  
The properties of these sounds depend on the shape and relative positions of individual surfaces, 
structural support and construction material, and spatial arrangement of these surfaces in 
reference to the position of the sound source in the space.  The closer the sound source to a 
reflective surface, the stronger the reflection.  The farther the sound source is from the reflective 
surface, the more the reflection is delayed, increasing the probability of our hearing an echo.  
The listener’s task is to predict the location of the sound source, based on the sounds arriving at 
the ears and the listener’s knowledge about the sound source and environment.  For example, if 
the listener knows that the terrain behind the building directly in front of him or her is empty and 
grassy, it cannot be a location of a tank moving with a rambling high pitch sound, even if the 
localization cues indicate that direction.  If the sound coming from that direction is heard as a 
rambling high pitch sound, it must be a reflection of a sound coming from another direction and 
the listener’s task is to identify this direction. 

3.1.1 Reflection and Reverberation 
Sound arriving at the listener’s ears is composed of direct and reverberant (reflected) energy.  
These reflections can impede localization in both the horizontal and vertical planes.  Since the 
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reflected sounds can be quite strong and last beyond the end of the direct sound, they can attract 
the listener’s attention toward the direction of the reflection rather than the direction of the 
original sound source.  In an open (free) field, the direct sound energy produced by an omni-
directional sound source decreases gradually with increasing distance at a rate of 6 dB per 
doubling of the distance as described by the inverse square law formula (Howard & Angus, 
1998): 

 ,
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in which Id is the intensity of direct sound at a given point in space (W/m2), Qs is the directivity4 
of the sound source (compared to sphere), r is the distance from the sound source (m), and Ws is 
the acoustic power of the sound source (W).  Please note that Id, Qs, and Ws are frequency 
dependent. 

In closed or semi-closed spaces, the attenuation of direct sound energy can be less than in an 
open field because reflective surfaces are present near the sound source.  This is greatly affected 
by the directivity coefficient and spatial orientation of the sound source.  At large distances, 
sound pressure becomes dominated by reverberated energy and becomes independent of the 
distance to the sound source.  During the sound presentation, reverberant energy in the space is 
directly dependent on the energy of the sound source, the size of space, and acoustic properties 
of space boundaries and can be roughly estimated via the following equation: 
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in which Wr and Ws are reverberant sound power and sound source power, respectively; α is an 
average coefficient of the absorption of space boundaries; S is the total area of the space 
boundaries (m2), and R is the room constant (m2).  The equation assumes an omnidirectional 
sound source, steady state sound, and acoustic symmetry of the space.  For the points in space far 
away from the sound source, the energy of the reflected sounds dominates the sound field and 
creates a spatially diffuse field with sound pressure level changing in space and time according 
to a normal distribution with a standard deviation equal to (Lubman, 1968) 
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4Directivity is a measure of the directional characteristic of a sound source.  It can be quantified as a directivity 

index in decibels or as a dimensionless value of Q.  Sound from a point source would send sound in all directions 
equally, and this would represent a Q value of 1.  Sound radiating in a hemispherical pattern would have a Q value 
of approximately 2 (Beranek, 1960). 
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in which T is the reverberation time in seconds and B is the signal bandwidth in Hz.  The longer 
the reverberation time and the more wide band the signal, the smaller variability of reflected 
sound energy in space (Lubman, 1968). 

The shape and material of reflective surfaces and their geometrical relation to each other affect 
the distribution of sound energy in space and the temporal envelope of the sound signal reaching 
the listener.  In general, the effects of reverberant energy on sound source localization depend on 
whether the energy is from early reflections, from non-directional late reflections creating a noise 
floor correlated with the direct sound (reverberation), from strong directional reflections, or from 
echoes that are perceived as distinct sound events.  Early reflections are fused perceptually with 
the direct sound and have two possible effects on auditory orientation.  If the localization cues 
produced by the early reflection are congruent with those of the direct sound, then the reflected 
energy can be beneficial, increasing signal detectability and localizability (Rakerd & Hartmann, 
1985).  This is true especially if one is primarily interested in horizontal localization because the 
reflected sounds from the ground (floor) and (when indoors) a ceiling contain the same direc-
tional cues as the direct sound and therefore increase the strength of localization cues.  For 
example, Hartmann (1983) found that by lowering ceilings and thus causing the early reflection 
to occur earlier, horizontal localization performance was improved.  However, if the reflected 
energy arrives from directions that are incongruent with the direction of arrival of the direct 
signal, the perceived image of the sound source may become less defined (larger) or even drawn 
toward the direction of the reflected sound (Rakerd & Hartmann, 1985).  These effects are 
especially noticeable in situations when the precedence effect is compromised or fails to operate.  
In the case of elevation, even reflections with congruent horizontal cues can be detrimental to 
accurate vertical sound source localization.  Guski (1990) found that a single reflective surface 
above the head of the listener (a ceiling) disrupted localization in elevation more than if it were 
located below (a floor)5.  This can be explained by the atypical nature of this acoustical 
configuration.  Humans are accustomed to encountering floors without ceilings in the outdoors; 
however, it is rare to encounter a ceiling with no floor. 

Reverberation effects lasting beyond 50 ms after the end of the sound (late reflections) impair 
localization.  Hartmann (1983) asked listeners to perform a localization task in a chamber where 
the wall panels could be adjusted to vary their absorption coefficient and the ceiling could be 
raised or lowered.  He found that the ability to localize broadband (square wave) sounds was 
better for the less reflective room.  Reverberation changes localization cues in several ways 
(Kopčo & Shinn-Cunningham, 2002).  First, by the introduction of variability into the spectral 
information, monaural information is reduced.  Second, by the addition of noise into the signal, 
binaural interaural level differences are reduced.  Finally, reflections may create a second energy 
peak (a false onset cue) that is temporally implausible, adding false ITDs to the real ones.  All 
these effects worsen as source distance increases and the ratio of reverberant to direct energy 
increases. 
                                                 

5An anechoic chamber was used so that the only reflective surface was the ceiling. 
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To examine how sensitive listeners are to the configuration of walls in a room, Kopčo and Shinn-
Cunningham (2002) measured the localization performance of six listeners placed in several 
positions relative to the walls of a small room (5 by 9 meters).  The sound sources were placed at 
three distances (0.15, 0.40, and 1.00 meter) from the listening positions.  Performance was 
affected by reverberation; there was evidence of bias caused by the fusion of early reflections 
with the direct sound when a wall was situated opposite an ear.  Further, localization performance 
was worse at increased distances, which suggested that the reduced direct-to-reverberant energy 
ratio had a negative impact.  Similar data for larger distances were also reported by Henry and 
Letowski (2004).  However, Kopčo and Shinn-Cunningham (2002) also reported that contrary to 
predictions, localization performance was only modestly affected by the listener’s position within 
the room.  This latter finding suggests that listeners are able to adapt somewhat to the acoustical 
properties of a room and discount those features in their estimates.  This was supported by 
measurements of the output of medial superior olive (MSO) neurons which suggest that although 
instantaneous temporal information is obscured by reverberation, cross-correlation over time may 
allow room information and sound information to be segregated (Shinn-Cunningham & 
Kawakyu, 2003). 

If a listener can adapt to a particular acoustic environment, are they aware of these acoustic 
features?  It has been shown that listeners are sensitive to sound reflections that might indicate 
changes in the physical environment such as the movement of a wall (Clifton, Freyman, 
Litovsky, & McCall, 1994).  However, because humans are unlikely to encounter such 
implausible changes in the real world, this information is easily misused.  If a particular 
localization cue is not possible or if it signals improbable circumstances (e.g., the walls are 
moving or changing absorptiveness), then listeners will weigh that information less and rely on 
other information to localize the sound (Rakerd & Hartmann, 1985).  Thus, it appears that the 
auditory system can detect acoustic features sufficiently to ignore improbable cues.  However, it 
is unlikely that the auditory system can interpret this information further to give information 
about the size and or position of walls.  Shinn-Cunningham and Ram (2003) simulated the 
presentation of nine sound sources (white noise presented from nine locations) for four listener 
locations within a “virtual6” room.  The listener’s task was to indicate the perceived position of 
the sound sources within this room.  Listeners were unable to do this accurately.  For those who 
were able to determine their position, the perception of location seemed to be most dependent on 
the difference between the amounts of direct sound energy perceived by the two ears.  Listeners 
identified themselves as being near a wall on the side where direct energy was strongest. 

3.1.2 Sound Path Barriers 

In MOUT environments, sounds may come from behind fences and barriers, around walls, from 
adjacent rooms, or from nearby buildings.  All these structures can occlude the original sound 
source, forcing sound to travel around them.  Sound traveling around barriers has different 
                                                 

6Sounds were recorded with an acoustic manikin and presented to the listener via headphones. 
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spectral characteristics than unimpeded sound; specifically, the longer wavelengths of the low 
frequency components are less vulnerable to acoustic shadow and more likely to travel around the 
obstruction.  Farag, Blauert, and Alim (2003) found that the effects on localization ability could 
be predicted if they assumed that localization was based on the resulting redirected pathway.  
They found that if the sound’s pathway was occluded by a wooden panel, the perceived location 
of the auditory event shifted in a manner consistent with that predicted by the precedence effect.  
In this case, the sound was free to travel around both sides of the panel and the percept was 
shifted toward the side of the panel for which the sound path was shortest.  It is, as of yet, unclear 
whether the listener can perceive that the sound has been diverted or if this perception depends on 
the absorptive properties of the occluder. 

3.1.3 Vibration 

Sounds travel through other media than air.  Pipes, building construction elements, and 
underground infrastructure of an urban area will propagate sound waves faster and farther (with 
less loss of energy) than air.  Such structures emit the sounds through their large surfaces and 
outlets (pipes), behaving as waveguides and distributed sound sources.  These structure-borne 
sounds add to the auditory confusion of the urban terrain because the real source of the sound 
can be far away from the sound-emitting element.  In addition, waves traveling through the 
structures can be repeatedly reflected by two parallel surfaces, creating a phenomenon of 
standing waves, which are a source of mechanical vibrations.  These mechanical vibrations 
become the secondary sources of sound that are not necessarily spatially congruent with the 
location of the forces that created the sounds.  Therefore, it is quite frequently impossible to 
determine the location of the primary source of vibrations in the absence of reliable airborne 
sound localization cues. 

3.2 Battlefield Conditions:  Noise-Induced Chaos 

3.2.1 Noise 

Noise is an important psychological weapon.  The U.S. Army field manual for urban offensive 
operations (U.S. Department of the Army, 2003) states that surprise, concentration, tempo, and 
audacity are especially characteristic of urban maneuvers.  Soldiers report that noise is an 
essential element in offensive urban operations.  It can be used to surprise and startle the 
opposition and to convey speed and authority.  For example, intense sounds (music, noise, 
messages) played from loudspeakers mounted on low-flying helicopters or on moving vehicles 
may annoy and disorient the enemy as well as mask other sounds that we want to make 
undetectable by the enemy.  However, the use of such noise sources in close combat urban 
environment can also mask important auditory localization cues, making the urban battleground 
even more ambiguous and dangerous. 
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Rakerd and Hartmann (1986) note the importance of the temporal cues provided by onset7 
transients for sound source localization.  In their experiments, localization was always worst for 
the conditions where the onsets of the signals were essentially removed by introduction of the 
sound very gradually.  Because the binaural cue of interaural time difference relies on the lag 
between the onset of the sound reaching each ear, an important source of localization 
information is lost when the onsets are removed.  In the battlefield environment, onsets can be 
effectively “removed” by the masking effects of ambient noises and long sound decays (the 
effect of a preceding sound). 

In order to localize a single target sound in noisy background, the signal-to-noise-ratio (SNR) or 
sensation level (SL)8 of the target sound must be high enough not only for the sound to be heard 
but also to be interpretable.  Appendix D presents data from four studies, two that investigated 
the SNR and two that investigated the SL needed for accurate localization in the horizontal 
plane.  An SNR of at least -7 to -4 dB was needed to achieve 50% accuracy (to within  
±15 degrees) for listeners with normal hearing.  The SL needed to be at least 9 dB in order for 
listeners with normal hearing to achieve similar performance. 

3.2.2 Multiple Sound Sources:  Acoustic Distracters 

Most localization research has focused on the ability to localize a single sound source, either in 
quiet or in noise.  However, in a natural environment, there are usually multiple sound sources, 
any one of which may require attention.  If two sounds occur simultaneously, it may be difficult 
to attend to one sound sufficiently to localize it.  In general, the closer in space two sound 
sources are, the greater the difficulty of localizing either of them properly (Smith-Abouchacra, 
1993; Zurek, Reyman, & Balakrishnan, 2004). Smith-Abouchacra (1993) presented listeners in 
an anechoic room with a target and a distracter at various target-to-distracter intensity level 
ratios.  The relative angular separation between target and distracter was varied from 0 to  
315 degrees, and eight horizontal positions encompassing the entire perimeter were used.  The 
presence of a distracter had several detrimental effects on localization.  First, detection of the 
target decreased with its horizontal distance from the distracter.  Second, presence of a direc-
tional noise (one situated at a single location) caused listeners’ localization percepts to be biased 
either toward or away from the distracter.  The direction of the bias depended on the positions of 
the target and distracter.  Perceptions of targets situated frontally and in the same hemisphere as 
the distracter tended to be shifted toward the distracter if the distracter was more laterally 
located.  Otherwise, they were shifted in the opposite direction.  Localization estimates of targets 
in the rear hemisphere were susceptible to front-reverse errors and tended to be shifted away 
from the distracter. 

                                                 
7The onset is the beginning portion of a sound:  the “attack”. 
8Sensation level refers to the number of decibels by which a sound exceeds a person’s hearing threshold.  
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Braasch and Hartung (2002) conducted a similar experiment where targets were presented from 
each of 13 positions in the frontal hemisphere coincidental with a distracter in one of three 
locations (0, 30, or 90 degrees azimuth).  Here, the target-to-distracter sound level ratios ranged 
from 0 to –15 dB and testing was done in both anechoic and reverberant conditions.  Similar to 
Smith-Abouchacra, they found that detection was difficult when the target and distracter were 
positioned close together.  When the target was presented at the same sound level as the dis-
tracter, listeners exhibited a bias to localize the target in the direction away from the distracter.  
Furthermore, when the target was at lower sound intensity levels, spatial resolution decreased, 
that is, localization judgments were clustered into three primary locations:  left, center, and right.  
Reverberation exacerbated these difficulties. 

The fact that reverberation masks the spatial cues that aid the listener in isolating individual 
sounds means that detection and identification of target sounds are also impaired.  The reflections 
of sounds produced by the distracting sound sources increased the masking effect of distracters 
and raised the detection threshold of a target sound even further (Zurek et al., 2004).  Accurate 
sound source localization in such environments is additionally complicated by the presence of 
front-back confusions that result from not only false physical cues but also the listener’s potential 
lack of familiarity with the specific sound source. 

If sounds occur in proximity to and earlier in time than the target, they can disrupt localization 
even if the distracter serves to draw attention to the same spatial region in which the target is to 
occur.  Kopčo and Shinn-Cunningham (2002) presented target sounds with an auditory cue that 
signaled the particular region in which the target sound was to occur.  For cue-target delays as long 
as 300 ms, the cue interfered with localization of the target, biasing localization toward the cue. 

3.3 Other Factors 

3.3.1 The Effect of Vision on Auditory Localization 

In urban terrain, events happen around corners and behind walls where visual information is 
neither available nor relevant.  Given degraded visual information, sound provides an important 
source of additional information.  However, as shown previously, auditory localization 
information is often ambiguous or difficult to interpret.  This raises an important question: how 
do vision and audition interact when both types of information are available? 

A number of studies have measured the effect of an auditory stimulus on perceived intensity, the 
discrimination threshold, or the detection threshold of a visual stimulus (Gilbert, 1941).  Many 
found facilitative effects of sound on visual orientation (Chason & Mockovak, 1970; Chason & 
Berry, 1971; Hartmann, 1933; Kravkov, 1934, 1939a, & 1948; Symons, 1963).  Similar effects 
have been found for color (Allen & Schwartz, 1940; Costa & Bertoldi, 1936; Jakovlev, 1940; 
Kravkov, 1936 & 1939b).  However, a number of other studies found negative effects, no effects, 
or large individual differences (Burnham, 1942; Ince, 1968; Kravkov, 1939a; Loveless, Brebner, 
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& Hamilton, 1970; Warner & Heimstra, 1971, 1972).  These effects depend on a number of 
factors such as the frequency content of either the sound (Maruyama, 1959) or the visual object 
(Costa & Bertoldi, 1936; Jakovlev, 1940; Kravkov, 1939a), the temporal relationship of the 
multimodal information (Kravkov, 1934), the degree of adaptation to the noise (Burnham, 1942), 
the task characteristics, and the individual characteristics of the person being tested (Ince, 1968).  
The value of this literature is in pointing out that in some circumstances, sound can affect visual 
sensations and that visual information, if barely available, may become clearer because 
directional congruent sound is present.  However, in an urban environment, the Soldier seldom 
encounters such congruent situations and in most cases has to confront acoustic reflections, 
visual reflection (windows, metal walls, etc.), or both that provide contradictory cues. 

It is more useful then, to consider the complex environment where some form of scene analysis, 
either visual or auditory, is needed to interpret events in the scene.  Normally, because of their 
transient nature, sounds alert the person to the presence and approximate location of the sound 
source, but vision supplements and refines this information.  The information relied upon when 
vision and audition are incomplete or misinterpreted depends on the information most likely to 
be correct (Wada, Kitagawa, & Noguchi, 2003). 

Vision is superior to audition for acuity of spatial information (Perrott, Costantino, & Ball, 
1993).  As a result, visual location information is weighted more heavily than auditory 
localization cues.  One example of this is known as the “ventriloquism effect” (Thomas, 1941).  
As the name implies, this phenomenon is commonly associated with the perception that the 
ventriloquist’s “dummy” is producing the voice rather than the ventriloquist.  A more general 
term is “visual capture,” which occurs when a visual object causes an auditory stimulus to be 
mislocalized to its location (Bertelson & Radeau, 1981; Driver, 1996; Jack & Thurlow, 1973; 
Kitajima & Yamashita, 1999; Mateeff, Hohnsbein, & Noack, 1985; Shimojo, Miyauchi, & 
Hikosaka, 1997; Spence & Driver, 2000). 

It seems that we are quite willing to trust visual location information over auditory cues.  For 
example, it rarely concerns people who attend movies that the loudspeakers are placed on the 
walls to the side and the rear of the audience.  Visual capture is made more probable if the visual 
and auditory events are proximal in location (Bermant & Welch, 1976) or synchronous (Radeau 
& Bertelson, 1987).  The more compelling the visual and auditory objects are, the more likely 
they are to be fused or grouped together as a single event (Warren, Welch, & McCarthy, 1981; 
Radeau & Bertelson, 1977).  Cognitive expectations also affect the strength of the capture, 
meaning that sounds will be localized in part according to where the sound source is expected to 
be (Weerts & Thurlow, 1971).  The potential result is that a convenient but innocuous visual 
object is presumed to be the source of an alarming sound, or an innocuous sound is judged to be 
threatening because it comes from a visual object that is deemed to be dangerous. 

On the other hand, audition is superior to vision for the detection of temporal changes.  A 
number of studies demonstrate that a visual flicker paired with an auditory flutter will appear to 
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synchronize together (Wada et al., 2003; Welch & Warren, 1980).  For example, a single flash 
accompanied by two auditory beeps will be perceived as two flashes (Shams, Kamitani, 
Thompson, & Shimojo, 2002).  In general, the temporal onset of visual objects is drawn toward 
auditory signals that occur in the same temporal and spatial region (Aschersleben & Bertelson, 
2003; Bertelson & Aschersleben, 2003). 

The ability to monitor a visual scene is limited by the inability to monitor the entire scene for 
changes.  This insensitivity to temporal changes is part of a larger visual phenomenon known as 
“change blindness”.  For example, viewers are sometimes even unable to detect changes that are 
in the center of focus.  Levin and Simons (1997, 2000) presented observers with videos 
containing a number of scene changes.  With each scene change, an object was exchanged, 
added, or removed.  Even though such a change would truly be remarkable if it really happened, 
it often went unnoticed.  This effect is not an artifact of using video; it was replicated in a real-
world interaction where a live conversation partner was switched during a small interruption 
(Levin, Simons, Angelone, & Chabris, 2002). 

Auditory information allows one to perceive more events simultaneously, thus allowing for more 
parallel processing of information.  Unlike vision, one can detect auditory events that are outside 
one’s central focus.  The importance of expanded parallel processing, even when visual 
information is not ambiguous, can be found in the following statement made by a doctoral 
student, Jason Corey (1998). 

While (I was) creating and editing a sound track for an animated film, it became 
apparent that sounds occurring synchronously in time with visual events on the 
screen had an effect on how I perceived the visuals.  For one particular scene, 
there happened to be a great deal of activity happening on the screen.  Without a 
sound track, there were many events that were not perceived until a sound effect 
was synchronized with the particular visual events.  
It seems that by having sound accompany a visual, many more details of the 
visual are perceived... 

This anecdote and the previous research findings underscore the complexity of the scene analysis 
tasks required in urban terrain.  Because the tasks that are vulnerable to visual or auditory 
capture depend on whether the information needed is temporal or spatial, further analysis of the 
informational needs of Soldiers in urban terrain is needed.  When vulnerabilities are discovered, 
tools and strategies can be developed as aids to avoid misalignment of degraded cues. 

3.3.2 Moving Sound and Moving Listener 

Movement can both aid and hinder auditory localization.  The effects of movement depend on 
whether it is the sound source or the listener that is moving and whether the localization activity 
is concurrent with the movement.  A moving object emitting a sound may cease to move but 
continue to sound, or it may continue to move but cease to sound or it may sound briefly and 
then cease both movement and sounding.  A moving listener may be moving during the sound 
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event or moving after the event has ended.  Furthermore, a listener may move only his or her 
head, change orientation, or move his or her entire body.  Any one of these factors will affect the 
precision of auditory localization, and any combination of dynamic events is probable in an 
urban environment. 

Although sound sources may travel along an infinite number of pathways, the moving sound 
studied in many laboratory experiments rotates around the listener.  Usually, this is accomplished 
by a loudspeaker mounted on a rotating boom.  Occasionally, apparent movement is created by 
multiple loudspeakers positioned in an arc.  Many of these experiments are based on the MAMA 
paradigm described in section 3.4.  (See appendix C for some examples of data from MAMA 
studies.)  The consequence of this is that the localization cues used to detect motion and in this 
case, angular velocity and acceleration, are used to estimate horizontal and vertical position9.  It 
is probable that information derived from movement in depth is equally limited as that used to 
estimate depth. 

Humans process moving sounds differently than stationary ones (Clarke, Adriani, & Bellmann, 
1998; Griffiths, Bench, & Frackowiak, 1994; Griffiths et al., 1996; Hall & Moore, 2003).  This 
sensitivity provides an adaptive advantage, allowing us to detect changes in the environment that 
signal potential danger and opportunities (Neuhoff, 2001).  However, we are not as precise at 
localizing a sound while in motion.  For example, Perrott and Musicant (1977), using a MAMA 
paradigm, found that listener estimates of the starting location of the angular sweep were 
consistently shifted in the direction of movement.  Estimates of the end points were also mis-
localized, but errors depended on the duration of the signal, which suggests that listeners might 
not be able to detect velocity.  Other studies show that listener estimates of velocity are 
proportional to the actual velocity and that listeners can discriminate acceleration and 
deceleration (Perrott, Buck, Waugh, & Strybel, 1979; Perrott, Costantino, & Cisneros, 1993; 
Waugh, Strybel, & Perrott, 1979).  Unfortunately, listeners seem to be unable to use the velocity, 
the duration, or the localization information to estimate the location of the beginning and end 
points of the sound source with the same degree of accuracy as achieved when the sound is 
stationary (Grantham, 1986). 

It might seem incongruent that we are sensitive to but not accurate in localizing moving sounds.  
However, consider how one might interact with a moving sound.  Unless the movement is 
directly toward the listener, interception requires some form of tracking.  As long as the sound is 
moving, the ongoing location is changing and precise localization is probably irrelevant.  If 
movement stops and sound continues, the listener has been alerted and can now locate the 
stationary signal.  The difficulty arises when the sound has stopped and movement either ceases 
or continues.  Unless the listener has also been able to locate the target and see it, he or she must 

                                                 
9This statement is made in spite of the fact that there is an ongoing debate about whether the perceptual 

mechanisms used for auditory motion perception are the same as those used for stationary perception.  It is justified 
by evidence that suggests that the perception of the location of a moving sound at time t is not significantly different 
than one based the estimation of the end points and proportion of the total duration (Grantham, 1986).  
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rely on memory of where the sound appeared to be when it ended.  Memory of the last location 
of a sound is subject to auditory representational momentum, a bias in which memory for the last 
location of a sound is shifted in the direction of movement (Getzmann, Lewald, & Guski, 2004; 
Hubbard, 1995; Nagai, Kazai, & Yagi, 2002). 

Humans are fairly adept at detecting movement and the direction of movement (Perrott et al., 
1993; Strybel, Manligas, & Perrott, 1992).  Perceived velocity is proportional to actual velocity 
(Perrott et al., 1979), and tracking is improved if visual information is available (Somers, Das, 
Dell’Osso, & Leigh, 2000; Stream, Whitson, & Honrubia, 1980).  Movements of the head while 
the body is otherwise stationary can reinforce binaural cues (Wightman & Kistler, 1999), making 
auditory localization more accurate, especially if the sound is continuous and the sound source is 
stationary (Fisher & Freedman, 1968; Handzel & Krishnaprasad, 2002).  Similarly, tilting of the 
head creates binaural differences that strengthen the weaker monaural cues (Noble, 1987; Perrett 
& Noble, 1997).  However, this presumes that the sound source is not moving and that the 
listener is not changing body position or spatial location relative to the rest of the environment. 

It is assumed that Soldiers are moving at least some part of their heads or bodies nearly all the 
time.  However, relatively little research has been conducted to date about the human ability to 
localize a sound while the whole body orientation or spatial location is being changed.  Although 
not necessarily attributable to the movement, there seems to be a small but significant effect of 
posture on localization accuracy.  Lewald, Dörrscheidt, and Ehrenstein (2000) found that 
listeners consistently under-rotated when orienting toward a sound or a visual target, which 
suggests that proprioceptive calibration of head position is subject to error.  Visual feedback 
reduced these errors significantly, but even left-right position relative to the median plane of the 
head is shifted when the head is rotated on the torso.  Lackner (1973) found similar localization 
errors that were consistent with erroneous proprioception.  These findings imply that a small 
amount of localization error is introduced by the normal variability of body positions that would 
be expected in non-laboratory conditions.  It is likely that localization that occurs while body 
positions are being changed would contain errors attributable to the sound source’s changing 
position relative to the ears and to mis-estimation of the frame of reference.  Obviously, this does 
not apply to sounds that last during the whole process of movement.  In such case, the changes in 
body position (as with the changes in head orientation) may actually aid in the location of the 
true position of the sound source. 

Movement that occurs after the sound event stops also introduces frame-of-reference errors into 
the localization estimates.  If the remembered position of the head or body during presentation of 
the sound source relative to head position is incorrect, this error will affect the current estimate 
of the sound’s location (Kopinska & Harris, 2003). 

Research on auditory localization by a listener moving during or after the sound has not been 
tested directly but has been tested indirectly.  In research on whether we are able to determine 
“time-to-direct-contact” information (acoustic tau) from distance cues, Ashmead, Davis, and 
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Northington (1995) found that if listeners began walking toward a brief sound while it was still 
sounding, they were more accurate than if they waited until the sound ceased.  Studies of blind 
navigation suggest that blind walkers can use the change in the accumulation of sound reflections 
from a wall to detect the wall’s presence (Rosenblum, Gordon, & Jarquin, 2000) or to maintain a 
constant distance from a wall when the walkers are walking parallel to it (Ashmead, LeRoy, & 
Odom, 1990; Ashmead & Wall, 1999; Ashmead et al., 1998). 

Research on spatial navigation has used the ability to “learn” an environment through the use of 
auditory targets to investigate whether spatial coding is best for sensory-based spatial modalities 
(vision and audition) or with verbal labels (Klatsky, Lippa, Loomis, & Golledge, 2002, 2003).  A 
listener presented with multiple targets will perform better on a pointing task when cues are in a 
spatial (visual or auditory) modality than when only verbal descriptions of angle and distance are 
provided.  However, if a person is asked to move to a new way point after training and then point 
to the targets, the estimates of remembered locations are more accurate if the original target was 
presented visually than for the auditory or the verbal target cues.  The observed limitations in 
following verbal descriptions can be related to general human difficulties in translating percep-
tual sensations into numbers and vice versa and may be alleviated to a degree by a specialized 
training. 

3.3.3 Localizability of Target Sound Sources 

A sound can only be localized if it contains sufficient localization cues.  Strong onset 
information is the best source of the binaural cues necessary for horizontal localization of 
unfamiliar sounds (Rakerd & Hartmann, 1985, 1986).  However, in part because binaural cues 
are ambiguous, monaural cues are also important.  Therefore, the richer the spectral content, the 
more easily localized the sound.  Hartmann found that it was difficult to localize tonal stimuli in 
the presences of reverberation or noise (Hartmann, 1983, 1989).  This is partly because not 
enough spectral information remained after the binaural information was lost10.  In addition, 
Tran, Letowski, and Abouchacra (2000) reported that localizability11 of target sounds depends on 
the high frequency content of the target and is improved when the target is stationary rather when 
it oscillates slightly around its central position.  Another finding of this study was that measured 
accuracy of locating the target in space correlated very well with the listeners’ impression of 
target localizability. 

                                                 
10Hartmann and Rakerd posited that improved localization of complex signals was attributable to the fact that a 

broadband signal consists of a series of impulses that provide additional temporal information beyond that available 
from the onset transient (precedence).  They only tested horizontal localization across a small arc for which binaural 
cues were probably most important.  It is likely that complex spectral content aids by providing more monaural and 
binaural cues. 

11Localizability is defined here as the presence of information within the sound reaching the listener’s ears, 
which allows a human listener to identify the spatial location of the sound’s source.  Localization ability refers to a 
listener’s ability to use this information.  Although localization ability often depends on the localizability of a sound, 
it can also be affected by cognitive factors and individual ability. 
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Monaural cues require the presence of broadband spectral content.  However, the spectral 
content can be absent from the sound or be uninterpretable by the human ear if the sound is too 
short.  Duration of the sound is important because the ear is not capable of integrating the 
spectral information of extremely short sounds (< 100 ms) (Vliegen & Optstal, 2004).  There-
fore, localization in elevation of very brief sounds is poor (Hartmann & Rakerd, 1993; Hofman 
& Opstal, 1998; MacPherson, 2000).  Longer sounds (> 500 ms) are easier to localize because 
they allow listeners more time to move their heads in relation to the sound and gather more 
information about the position of the sound source to determine its location (Fisher & Freedman, 
1968). 

Recent publications by Abouchacra and Letowski (2001) and Abouchacra, Emanuel, Blood, and 
Letowski (1998) show no effect of sound intensity on localization accuracy in the horizontal 
plane as long as the signal is clearly audible and not accompanied by sound reflections.  How-
ever, the intensity of the sound seems to affect localization accuracy in the vertical plane (Davis 
& Stephens, 1974; Hartmann & Rakerd, 1993; MacPherson, 2000).  The effect is especially 
strong for short sounds.  This may be attributable to nonlinear compression by the cochlea or to 
spreading of activation of hair cells on the cochlea (loss of information about spectral differences 
because of saturation of the neural response).  This explains why one of the most difficult sounds 
to localize is sniper fire.  The firing sound is very short, loud, and elevated.  Other sounds, such 
as the disturbance of air along the bullet’s path and the impact of the bullet on a surface, can 
disrupt or bias this information. 

Recall that monaural cues are the result of direction-dependent changes in the sound spectrum.  
Therefore, the listener needs to be familiar with a sound in order to be able to localize a sound in 
elevation or distance (Philbeck & Mershon, 2002).  Determination of the elevation of and 
distance to unfamiliar sounds is more difficult than judgment of the horizontal position of the 
sound source because the monaural cues are the only cues available.  However, familiarity with 
the sound source (auditory memory) is also important for sound localization in the horizontal 
plane, especially for resolving front-back confusions.  People usually do not have difficulty 
turning their heads in a proper direction when called by a familiar voice but seem to be less 
precise when called by a stranger.  Familiarity with various sound sources and the environment 
itself also provides the listener with more information about which sounds to attend to in an 
environment.  This may not improve localization accuracy specifically, but it will reduce the 
cognitive load by allowing one to ignore irrelevant information and in effect, accelerate the 
localization process.  For example, when a person spends a night in a new home, numerous 
sounds may be abnormally alerting.  After a few nights in the same space, however, the person 
will become more accustomed to the sounds, and only sounds that are out of place will be 
noticed.  A Soldier or squad of Soldiers conducting reconnaissance in an urban area is not likely 
to be familiar with the normal sounds or the acoustics of the environment.  This will reduce SA 
in the best of circumstances.  During the course of operations, the emotional and cognitive load 
will reduce the interpretability of cues even further.  Therefore, some aural training in common 
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regional sounds may be very beneficial for the better use of monaural cues.  Such specialized 
training may be built on the basis of an auditory skill development program FAME (familiari-
zation, acquisition, monitoring, and evaluation), which is undergoing development at the Human 
Research and Engineering Directorate of the U.S. Army Research Laboratory.  It is also feasible, 
although much more difficult, to develop a training program in which reflective characteristics of 
an actual space are implemented in auditory virtual reality scenarios. 
 

4. Research Questions 

The objective of this document was to list potential sources of sound localization problems in an 
urban environment in order to identify areas where further research would be useful.  This section 
outlines seven potential areas for future research.  This list is not meant to be all inclusive, nor is 
it possible or feasible to conduct simultaneous research in all these areas.  However, these areas 
identify key issues and are intended to clarify the frame for future studies in this area. 

4.1 Localizability of Typical Battle Sounds 

Considerable research has been conducted to identify cues that are used to localize pure tones, 
complex tones, and noise bursts.  Investigation of the frequency ranges used to determine 
elevation and reinforce binaural information has highlighted the importance of high frequency 
information.  Very loud short sounds are difficult to localize in elevation, and these sounds are 
likely to be present in the urban context. 

However, for several reasons, it is unclear how this information translates to the urban 
battlefield.  One primary factor is that there is no uniform typical battlefield context.  Moreover, 
even if there were, it would not be an ideal place for basic research because of its continuous 
variability and mortal danger.  It would not be clear what sounds were present at any given 
moment and which sound information presents problems.  Yet, to make basic research military 
relevant, some effort is needed to identify main sources and types of sounds present in specific 
battlefield environments as well as to identify the sounds that are ambiguous and difficult to 
interpret and localize. 

Once these sounds are identified and isolated, further research can clarify the information present 
in the sound source, the disruptions present in the environment, the methods to make such 
sounds more apparent to the listener, and the extent to which humans are capable of localizing 
these sounds in given contexts. 

4.2 Effect of Reverberation on Localization 

Reverberation has been shown to confound the localization perception.  However, reverberation 
in an environment is one of the physical characteristics of that environment.  This means that 
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reverberation contains information about specific acoustic properties of the space and the main 
sources of reflected sounds.  To what degree this information is available to and interpretable by 
the listener has yet to be determined.  Can, for example, a listener discriminate between types of 
reverberation (e.g., glass, wood, brick)?  Can the listener, while moving in a smoke-filled room 
determine whether he or she is moving toward or away from the entrance to a cave, a room, or 
another semi-open space? 

4.3 Effect of Echoes and Flutter Echoes on Localization 
Rakerd and Hartmann (1985) and Guski (1990) have studied the effect of a single reflective 
surface on localization ability.  A systematic study of the effects of two or more reflective 
surfaces on auditory localization has yet to be completed.  In the natural environment, the floor is 
almost always present as a reflective surface.  When we pair this with a single wall, the effect of 
two surfaces can be studied.  There are two three-wall configurations:  the corridor (the street) 
and the corner, which are of great interest to MOUT tactics.  Note that a listener can be 
positioned inside and outside the hallway (street) or the corner.  Three walls and a floor form 
four reflective surfaces; four walls and a floor form five surfaces, and the ceiling forms a sixth 
surface.  All these configurations affect in their specific way human perception of acoustic 
environment.  In addition, the pattern of reflections varies with the listener’s position within the 
room, and thus, localization performance should be measured at several locations within each of 
these configurations.  Various coefficients of reflectivity of wall materials also need to be 
studied.  Can, for example, a listener discriminate between sources of reflected sounds?  Given a 
choice between several visible or non-visible surfaces, can the listener identify which surface is 
the source of the reflected energy?  Is the visual appearance of the wall affecting auditory 
judgment (e.g., steel wall disguised as wood)? 

Another typical acoustical circumstance is that sounds may not reach the ear via a direct pathway 
because of occlusions.  While the localization information is expected to be disrupted by these 
obstacles, it is not clear whether humans are able to discriminate reflected sounds from direct 
sounds.  In other words, can a listener recognize that the sound source location information is 
inaccurate? 

4.4 Localizing Multiple Sounds 

The battlefield is likely to contain multiple sounds, more than one of which is likely to be 
relevant.  Most research to date has concentrated on how well a person is able to localize a single 
sound source in the presence of directional or non-directional noise.  Measuring the ability of 
people to attend to multiple sounds may highlight limits attributable to attentional resources, 
memory, and ability to respond accurately.  However, if some of the existing paradigms such as 
dual tasks and post-trial cueing were used, this type of question could be investigated and 
provide useful information. 
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4.5 Moving Sound and Moving Listeners 

The listener and the sound source can both move.  The listener may only move the head in the 
left-right dimension or he or she may tilt the head in a number of directions.  The listener may be 
walking and therefore changing the whole body’s position relative to the sound.  Time becomes a 
factor because motion indicates change in position over time.  The sound also changes with time.  
The sound may or may not be present when sound source localization is attempted.  Thus, 
memory may become a factor for the sound or for the spatial environment and one’s position in it. 

Some of these facets have been examined in previous research.  Although it is clear that 
movement of the head allows for some resolution of ambiguous information, head movements 
are only beneficial with sounds of longer durations.  It is also clear that precise localization of a 
moving sound source is more difficult than that of a stationary source.  What has not been tested 
is whether intentional whole body movement of a listener can aid in sound localization.  If so, in 
which direction relative to the sound source should movement occur?  If there is an advantage 
for the listener to move, does this advantage remain if both the listener and the sound source are 
moving?  It would be beneficial to determine auditory localization accuracy during a variety of 
movement trajectories for the sound and the listener. 

4.6 The Interaction of Auditory Localization With Vision 

The interaction of visual and auditory information is very dependent on the kinds of information 
available and the information requirements of the task to be performed.  It is quite likely that in 
an environment with limited visual information, auditory cues will become more important.  
However, given the limited resolution of auditory spatial information, a Soldier may rely on 
whatever visual information is available, even if such information does not correspond to the 
sound source.  This can have serious consequences if a benign object is judged to be a threat or 
vice versa. 

Observation of training exercises might suggest specific circumstances for investigation.  
Relevant questions to consider include what visual factors cause auditory localization cues to be 
ignored?  Does this mis-attribution or “visual capture” occur as a function of cognitive load or 
emotional stress? 

Perhaps an even more important question is whether there are circumstances in which auditory 
cues can capture vision and increase SA.  Observation may identify sounds that signal situations 
requiring attention and strategies that increase SA. 

4.7 Auditory Training 

As presented here, the analysis of sound localization cues and the ways in which the urban terrain 
makes these cues ambiguous point toward familiarization with sound sources and the operational 
environment as the most important ways to improve MOUT effectiveness.  This familiarization 
can be obtained through various forms of training in real and virtual environments.  It is advan-
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tageous to Soldier survivability and effectiveness to be familiar with a specific sound source when 
the source is situated in various noisy and distracting environments, at various distances from the 
listener, or outside and inside a building.  For example, a sound source in front of a wall or behind 
the wall sounds very different.  It is also important for Soldiers to be auditorially sensitive to the 
differences in gun shot sounds, vehicle signatures, and other sounds likely to be encountered in a 
MOUT environment.  Similarly, early recognition of the sound of footsteps on a specific surface 
may aid in the “friend or foe” decision and in Soldiers taking appropriate action.  All these 
abilities are subject to training.  Even limited focus training in one or two aspects of auditory 
orientation in MOUT seems to warrant research experimentation. 
 

5. Conclusions 

Given the high cognitive load of the war fighter and the need to adapt to a changing environment, 
auditory training may increase SA by resolving ambiguous information and by highlighting 
flawed information.  It is not likely that one will be able to sufficiently adapt to a new acoustic 
environment without occupying it for some time.  However, one might be able to use “rules of 
thumb” for identifying sound source locations and may be aware of potential misleading cues.  
Knowing how to strategically position one’s head may minimize errors.  Strategic walking may 
increase available information. 

Further, by identifying the sources and limitations of localization ability in reverberant contexts, a 
Soldier might be able to minimize information available to enemy forces by using a strategically 
placed sound source to hide or mask his own noises.  An important issue seems to be the Soldier’s 
ability to determine the urban-related specifics of a sound.  Is it a direct or reflected sound?  Is 
this sound coming from outside or from inside a building?  Is this sound reflected from a glass 
and metal surface, a wooden surface, or the asphalt surface of a street? 

Unfortunately, the currently available information is not sufficient to prescribe or test all these 
strategies.  It is therefore important that a complete database of human auditory localization 
capabilities be developed.  By identifying human capabilities and limits, it may be possible to 
identify key sound sources and develop gadgets to aid in the localization of such sounds.  An 
example of such an aid is the helmet-mounted microphone to help Soldiers identify the direction 
of incoming sound (e.g., sniper detection).  The need for other devices such as stethoscopes or 
adaptive listening aids may become apparent with further research. 
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Appendix A.  Localization Accuracy 

(Oldfield & Parker, 1984) 

 

  
Horizontal 

Error 
Vertical 
Error     

Horizontal 
Error 

Vertical 
Error  

0 4.0 6.0  40 12.0 9.5 
10 5.0 6.5  30 11.5 9.5 
20 5.0 7.0  20 9.5 9.5 
30 5.0 7.0  10 8.0 9.0 
40 5.0 6.0  0 9.0 7.5 
50 6.5 6.5  -10 8.0 8.5 
60 6.0 6.5  -20 9.5 8.5 
70 7.0 6.0  -30 8.0 8.0 
80 6.5 7.0  

V
er

tic
al

 p
os

iti
on

 (°
) 

-40 9.0 9.0 
90 9.0 6.0      

100 8.5 6.0      
110 13.0 7.0      
120 14.0 7.0      
130 14.0 9.5      
140 18.0 10.0      
150 19.0 10.5      
160 18.0 13.5      
170 10.5 15.0      

H
or

iz
on

ta
l p

os
iti

on
 (°

) 

180 9.0 10.5      
 
The graph on the left gives the average absolute horizontal and vertical error for each indicated 
horizontal position (collapsed over elevation).  The graph on the right gives the average absolute 
horizontal and vertical error for each indicated vertical position collapsed across all the 
horizontal positions. 
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(Butler, 1986) 
 

  Average Absolute Error (º) 
  Monaural Binaural (with/without reversals) 
  Horizontal Region 

   
Front-Rear  Middle        

(52.5-127.5°) Total Front-Rear  Middle        
(52.5-127.5°) Total 

2 kHz 51 35 44 42/10 29/16 36 

4 kHz 46 17 31 23/9 22/13 22 

6 kHz 44 17 30 9/8 17/12 13 

B
an

dw
id

th
* 

8 kHz 36 15 26 10/9 13/11 12 

*noise centered at 8 kHz 
 
This graph gives monaural and binaural average absolute localization error as a function of 
frequency bandwidth. 

 
(Makous & Middlebrooks, 1990) 
 

Average Absolute Error (Horizontal°/Vertical°) 
 Horizontal Position 

 0° 20° 40° 60° 80° 100° 120° 140° 160° 
45° 3.5/10.2 6.0/8.4 8.7/7.8      16.3/11.4 
25° 2.4/6.0 5.0/5.4 7.4/7.0 8.1/6.8   8.1/5.9 15.9/11.3 14.5/19.1 
5° 2.2/4.1 3.8/4.6 6.1/3.9 9.7/4.2 5.2/3.2 6.2/6.5 10.3/7.3 12.0/7.3 15.6/9.2 
-5° 1.5/3.5 3.7/4.1 5.5/3.4 9.4/4.0 5.5/4.6 7.4/7.2 10.4/7.8 13.0/8.0 12.7/6.9 

-25° 2.5/6.5 5.2/8.0 5.2/5.9 7.1/5.4   9.6/7.4 10.7/7.9 12.8/7.9 

V
er

tic
al

 P
os

iti
on

 

-45° 3.6/7.5 6.5/7.6      9.4/10.5 11.6/15.7 
 
This table gives the average absolute error for a number of horizontal and vertical positions.  
These values do not include error attributable to front-back confusions (6% of trials).  The 
average horizontal standard deviation was 3.62 degrees and the average vertical standard 
deviation was 3.17 degrees. 

 
(Carlile, Leong, & Hyams, 1997) 
 
Subjects were trained to localize by pointing their noses at the sound source.  Average 
localization errors were on the order of 3 degrees in azimuth and 4 degrees in elevation.  These 
numbers do not include error attributable to front-back confusions (3.2% of cases).  They found 
no up-down confusions and the majority of front-back errors were between 60 and 120 degrees’ 
azimuth. 
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Appendix B.  Minimum Audible Angle (MAA) 

(Mills, 1958) 
 Reference Azimuth 

 MAA 0° 30° 60° 75° 
250 1.0 1.5 3.5 6.5 
500 1.0 1.5 3.5 7.5 
750 1.0 1.5 3.5 8.0 

1000 1.0 1.5 3.5 8.5 
1250 1.5 3.0 5.0 n/a 
1500 3.0 5.0 n/a* n/a 
1750 3.1 6.0 n/a n/a 
2000 3.0 6.5 n/a n/a 
3000 2.0 6.5 5.0 6.5 
4000 2.0 5.0 10.5 6.5 
6000 2.0 5.0 n/a n/a 
8000 4.0 12.5 n/a n/a 

Fr
eq

ue
nc

ie
s (

H
z)

 

10000 2.5 3.8 n/a n/a 
*Unable to measure MAA 

 
This table gives the MAA for the indicated pure tone signals at each of several reference azimuth 
positions.  Listeners were asked to judge whether the second sound came from left or right of 
reference sound. 

 
(Perrott & Pacheco, 1989) 

  MAA 
0 4.3 
1 4.7 
5 4.3 

10 3.6 
20 3.5 
30 2.9 
40 3.4 
50 2.4 
75 2.2 

100 1.5 
150 0.9 

In
te

rs
tim

ul
us

 D
el

ay
 (m

s)
 

200 1.2 
 
The MAA was measured as a function of inter-stimulus delay.  The azimuthal reference position 
was 0 degrees.  An inter-stimulus delay of 0 ms indicates that the two signals were simultaneous.  
Data show that 100 to 150 ms need to resolve spatial information.  Very short delays fuse 
together as a single moving perception. 



 

44 

(Saberi & Perrott, 1990) 
  MAA 

0° 0.97 
10° 0.78 
20° 0.9 
30° 0.9 
40° 0.9 
50° 1.06 
60° 1.06 
70° 1.24 
80° 1.8 Sp

ea
ke

r 
A

rr
ay

 A
ng

le
 

90° 3.65 
 
The MAA was measured for sounds varying in both azimuth and elevation.  The experimental 
setup included 30 loudspeakers on boom that were rotated in 10-degree increments.  The speaker 
array angle indicates the angle of the tilt of the boom.  The azimuthal reference point was 
0 degrees. 

 
(Grantham, Hornsby, & Erpenbeck, 2003) 

  Stimulus Bandwidth 
 MAA wideband highpass lowpass 

Horizontal 1.6 1.6 1.5 

Diagonal 2.8 4.1 3.4 
Speaker 
Array 
Angle 

Vertical* 6.5 11.6 19.0 

*Only 6 of 20 were able to do the vertical task. 
 
The task in this experiment differed from the one used in Saberi and Perrott in that stimulus 
items were recorded by a KEMAR manikin placed in three positions relative to the loudspeaker 
array.  These KEMAR recordings were then presented to the listener, and Saberi and Perrott 
made estimates from these recordings.  The azimuthal reference point was 0 degrees. 
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Appendix C.  Minimum Audible Movement Angle (MAMA) 

(Perrott & Musicant, 1977) 
Velocity 

(º/s) MAMA (degrees) Threshold 
duration (ms) 

90 8.3 92.2 
180 12.9 71.7 
360 21.2 58.9 

 
Listeners were asked to localize the onset and offset of a 500-Hz sine wave with different 
durations.  The sound was moved to the right or the left, always beginning at 0 degrees’ azimuth.  
The perceived onsets were shifted in direction of movement.  The perceived offsets also tended 
to be shifted, but the size of the shift depended on the duration of the signal.  Therefore, the 
average signal duration required to accurately direct direction of movement is also provided as a 
function of velocity. 

 
(Perrott & Tucker, 1988) 

  Velocity (º/s) 
 MAMA 8-16 32-64 128 

500 3.7 6.0 7.4 
730 2.6 3.8 7.0 
950 3.1 4.2 6.0 

1170 5.0 5.5 7.2 
1500 6.5 7.6 8.5 
1800 6.1 8.6 11.0 
2250 5.7 7.5 8.4 
3000 6.6 8.5 9.3 

Fr
eq

ue
nc

y 
(H

z)
 

3700 5.2 6.6 8.7 
 
This table gives the MAMA measured as a function of velocity and frequency.  Because the 
difference in the MAMA for 8 and 16 (º/s) or 32 and 64 (º/s) were not significantly different, 
average values are given here.  
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(Chandler & Grantham, 1992) 
  Velocity (deg/s)   

 
MAMA 0 

(MAA) 10 20 45 90 180  

Minimum 
integration 
time (ms) 

  @ 0º azimuth   
500 2.8 5.9 6.7 9 11.7 15.9  292 

1000 2.4 8.2 10.4 10.3 13.0 18.9  294 
3000 8.4 11.7 17.1 15.6 19.4 25.1  335 
5000 5.0 9.5 12.7 15.8 18.1 20.9  295 

1/3 octave* 2.3 8.6 10.2 11.7 17.2 22.9  420 
1 octave* 2.3 6.7 7.8 11.3 14.2 19.0  352 
wideband 1.2 5.2 5.7 8.2 12.0 17.3  362 

 @ 60º azimuth   
3000 Hz 11.3 12.7 23.0 19.2 34.3 52.1  1082 

1/3 octave* 8.7 12.6 20.0 32.5 41.9 65.0  1455 
1 octave* 11.0 13.5 19.7 24.5 32.5 43.1  812 

Fr
eq

ue
nc

y 
(H

z)
 

wideband 1.5 8.3 11.0 16.6 20.3 28.4  551 

 (centered at 3 kHz)        
 
This experiment measured the MAMA of listeners from two reference azimuth positions (0 and 
60 degrees) for pure tones and several bandwidths.  The task differed in that the signal was 
moving to the right or was stationary and the task was to indicate if the sound had ended in the 
“same” or “different” location. 

 
(Strybel, Manligas, & Perrott, 1992) 
 
 
 
 
 
 
 
 
 
 
 
 

 
This table gives the MAMA as measured from azimuthal reference points from -80 to  
80 degrees. 
 

  
MAMA 

(degrees) 
-80 3.4 
-40 2.2 
-20 1.8 
-10 1.3 

0 1.1 
10 1.7 
20 1.3 
40 1.8 H

or
iz

on
ta

l P
os

iti
on

 

80 3.1 
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(Grantham, Hornsby, & Erpenbeck, 2003) 
 

  MAMA (degrees) 
  wideband highpass lowpass 

horizontal 4.2 5.4 4.5 
diagonal 7.3 11.4 7.2 

Array 
Orientation* 

vertical 15.3 22.6 … 
*Orientation with respect to the KEMAR head 

 
The task in this experiment differed from other experiments in that stimulus items were recorded 
by a KEMAR manikin placed in three positions relative to the loudspeaker array.  These 
KEMAR recordings were then presented to the listener and Grantham et al. made estimates from 
these recordings.  The azimuthal reference point was 0 degrees. 

…No MAMA could be obtained in this condition. 
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Appendix D.  Signal-to-Noise Ratio Needed for Localization 

Percent correct localization of a target in the presence of non-directional noise as a function of 
SNR. 

 
(Abouchacra, Emanuel, Blood, & Letowski, 1998) 

 Signal to Noise Ratio 

 
Type of 
Noise Angle -18 -15 -12 -9 -6 -3 0 3 6 9 12 

Quie
t 

45 9 20 36 43 59 67 66 75 76 88 88 97 
90 46 57 69 70 82 82 89 89 89 96 96 100 

135 15 34 37 45 45 45 45 60 58 64 77 85 

Target 
Sound 

"Northwest"   
(60 dB) 

diffuse 
white 
noise 

180 2 12 36 76 96 96 96 96 96 96 96 100 
 
For 50% correct or better in all directions (errors within ± 22.5 degrees) requires an SNR of 
-9 dB. 
 
(Letowski, Mermagen, & Abouchacra, 2004)  

  Angle -18 -15 -12 -9 -6 -3 0      
Quiet 

(30 dB) overall 4 14 24 39 58 66 68           
Pink 

(70 dB) overall 0 3 5 22 41 56 71           

Target 
Sound        

bolt-click 
Jungle 
(70 dB) overall 6 8 13 33 53 66 75           

 
For 50% correct or better (errors within ± 15 degrees) requires an SNR of at least -4 to -7 dB. 
 
Percent correct localization of a target in the presence of noise as a function of sensation level. 
 
(Smith-Abouchacra, 1993) 

 Target Sensation level  
Direction of 
Background 

Noise* Angle 0 6 12 18 
0 25 37 90 90 

45 25 25 55 60 
90 28 53 80 88 

135 8 15 26 34 

Target Sound 
"Northwest" 

Nondirectional 
(65 dB A-wtd) 

180 15 29 50 57 
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(Abouchacra & Letowski, 2001) 
  Angle 0 6 12 18 

Nondirectional overall 25 39 90 90 
0° overall 38 50 94 96 

45° overall 25 33 96 99 
90° overall 29 50 86 98 

135° overall 22 27 74 92 

Target Sound 
"Northwest" 

180° overall 21 36 71 91 
*For both studies, the background noise was speech shaped and presented at 65 dB A-wtd. 

 

In both studies, a 9 dB SL was required for 50% correct or better (errors within ± 15 degrees). 
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