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Cyber attacks are launched as a series of computer actions designed to compromise the security (e.g., availability, integrity, and confidentiality) of a computer and network system. In this report, we first illustrate a process control approach to system modeling for information assurance. A model-based design of attack detection techniques is then presented to demonstrate how a process model of a networked computer system can be applied to cyber attack detection. Then using audit data capturing activities on computer and network systems, we develop and present learning and inference algorithms of probabilistic networks with undirected links. This technique is used to represent the symmetric relations of audit event types during normal activities, to build a long-term profile of normal activities, and to perform anomaly detection. The resultant probabilistic network is then trained with audit data from both normal activities and computer attack activities. The test results demonstrate very promising performance in detecting cyber attacks.
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A cyber attack is launched through a series of computer actions to compromise the security (e.g., availability, integrity, and confidentiality) of a computer and network system. Attacks on information systems have presented serious threats to the reliable operation of information systems. The detection of those attacks plays an important role in assuring the reliability of information systems. In this report, we first illustrate a process control approach to system modeling for information assurance. A model-based design of attack detection techniques is presented to demonstrate how a process model of a computer and network system supports cyber attack detection. Then in order to use the audit data to capture activities on a computer and network system and detect cyber attacks, we develop and present the learning and inference algorithms of probabilistic networks with undirected links in this report. The technique of probabilistic networks with undirected links is used to represent the symmetric relations of audit event types during normal activities, build a long-term profile of normal activities, and perform anomaly detection for cyber attack detection. The probabilistic networks, trained with the audit data of normal activities, demonstrate a very promising performance in detecting attack activities during the testing with the audit data of both normal activities and attack activities.
1. Introduction

A cyber attack is an attack on a computer and network system, consisting of computer actions (e.g., remote or local connection, computer file access, program execution, etc.) to compromise the secure operation of the computer and network system. As we increasingly rely on information infrastructures to support critical operations in defense, banking, telecommunication, transportation, electric power and many other systems, cyber attacks have become a significant threat to our society with potentially severe consequences [1-2].

A computer and network system must be protected to assure security goals such as availability, confidentiality and integrity, through prevention, detection, isolation, assessment, reaction, and vulnerability testing. Attack prevention can be enforced through firewalls and guards, boundary control with security policies, authentication, and encryption. Attack detection identifies cyber attacks being leaked through the fence of prevention and acting on a computer and network system. Attack isolation reveals the source and path (course of actions or core events) of a cyber attack leading to observed attack symptoms, as well as affected entities (e.g., users, files, programs, hosts, and/or domains). Attack assessment determines the degree and nature of damage to affected entities with respect to security risk. Attack reaction takes control actions to get an attacker out of a computer and network system, maintains the system operation even in a degraded mode, and eventually recovers the system back to a normal state. Vulnerability testing looks for points (e.g., a weak password) of a computer and network system that make the system vulnerable to cyber attacks.
Information assurance activities present much resemblance to process control activities that are usually carried out to assure the safe operation of many engineering systems, such as energy generation systems in nuclear power plants. Process control activities include:

- System planning, to design, specify and implement laws and rules governing the safe system operation;
- System control, to assure the safe operation of the system through diagnostic control and routine maintenance:
- Diagnostic control, to monitor on-line system operation data for the presence of fault symptoms, trace the source and path of faults, assess the impact of faults, and take control actions to recover the system back to a normal state;
- Routine maintenance, to collect and use the historic data of system component reliability to set up an inspection and maintenance schedule, and perform scheduled inspection and maintenance.

When placing information assurance in the context of process control, attack prevention is analogous to system planning. Attack detection, isolation, assessment and reaction are parts of diagnostic control. Vulnerability testing is similar to routine maintenance.

An advantage of applying process control to information assurance is to gain a system-centered paradigm that assists in modeling a computer and network system and designing a model-based information assurance system. Existing techniques for information assurance fall short of system modeling, even though system modeling is imperative to understand how cyber attacks work in a computer and network system. An
understanding of system operation and attack mechanisms is the foundation of designing and integrating information assurance activities.

In chapter 2 of this report, we illustrate a process control approach to system modeling for information assurance, which leads to a Cyber Attack Control System (CACS). A model-based design of attack detection techniques is presented to demonstrate how a process model of a computer and network system supports cyber attack detection.

As stated above, a cyber attack is launched through a series of computer actions to compromise the security (e.g., availability, integrity, and confidentiality) of a computer and network system. For example, a denial-of-service attack attempts to flood the communication link to a host machine with large volumes of data packets and thus make services from the host machine unavailable. A remote-to-user attack attempts to gain unauthorized access to a user account on a host machine and then to damage the integrity and confidentiality of data on the host machine through the compromised user account. A regular user on a host machine launches a user-to-root attack to gain the privileges of a root user and then to compromise the availability, integrity and confidentiality of the host machine. The detection of those attacks plays an important role in assuring the reliability of information systems. Attack detection signals cyber attacks acting on information systems.

Existing attack detection techniques fall in two major categories: anomaly detection and signature recognition [3-6]. For a subject (e.g., user, file, and privileged program) of interest, anomaly detection techniques establish a profile of the subject’s normal behavior (norm profile), compare the observed behavior of the subject with its
norm profile, and signal attacks when the subject’s observed behavior deviates significantly from its norm profile. Signature recognition techniques recognize the signatures of known attacks, match the subject’s observed behavior with those known signatures, and signal attacks when there is a match. Signature recognition techniques cannot detect novel attacks whose signatures are unknown [7-16]. This study focuses on anomaly detection techniques for detection attacks on information systems.

Anomaly detection techniques consider the deviations of a subject’s observed behavior from its norm profile as symptoms of attacks. If novel attacks generate behavior different from the norm profile, novel attacks can be detected through anomaly detection techniques. Several anomaly detection techniques exist using statistical-based, sequences-based, logic-based, and rules-based norm profiles [17-30]. In SRI International’s IDES/NIDES systems, a statistical-based profiling technique is used to represent the expected normal behavior of a subject and variance due to noises [20-23]. The statistical-based profiling technique overcomes the problems with the sequences-based, logic-based and rules-based profiling technique in representing noises and variances. However, SRI’s statistical-based profiling technique is not robust to the assumption of normally distributed data. If data are not close to a normal distribution, the technique cannot produce reasonable results.

In chapter 3 of this report, we present a probabilistic network technique that we develop to capture and represent the profile of the normal behavior. Probabilistic inference is used for detecting anomalies. Since no specific forms of statistical distributions and distribution-based statistical inferences are used in the profile
representation and anomaly detection, our technique overcomes the problem with the normality assumption.

This paper presents the probabilistic network technique for cyber attack detection and the process control approach to cyber attack detection in chapter 2 and in chapter 3 respectively.
2. Process Control Approach to Cyber Attack Detection

In this chapter, we present a model-based design of attack detection techniques to demonstrate how a process model of a computer and network system supports cyber attack detection.

2.1. A Process Control Approach to System Modeling

For large-scale, complex engineering systems, system models are built through levels of abstraction to divide and conquer the system complexity by capturing different aspects of systems at different levels. Four levels of abstraction have been found important to process control of many engineering systems, including nuclear power plants and manufacturing systems [1-2]. The four levels are: objective, conceptual, functional and physical.

At the objective level, the goals of a system are stated. The goals of the system are transformed into the time-based operational behavior (e.g., states and state transitions) of the system at the conceptual level. Each operation at the conceptual level is supported by a group of tasks at the functional level. Those tasks take place in a functional architecture of the system that describes functional components of the system and their relationships. A functional architecture can be implemented in different physical forms. Functional tasks are implemented at the physical level through physical actions that occur in the physical anatomy of the system.

Hence, the conceptual level deals with temporal relationships (relationships between behaviors at different times) in the system, whereas the functional level and the physical level concern spatial relationships (relationships between components at
different locations) in the system. As we move from the objective level to the physical level, we shift from a general, abstract understanding of the system to a specific, concrete understanding of the system. The system models at different levels are linked in that activities and entities at one level are aggregated into activities and entities at a higher level, and are decomposed into activities and entities at a lower level. The system models at all levels form a complete process model of the system.

The process model is two-dimensional in that it defines the system at multiple levels of abstraction (objective, conceptual, functional and physical) and at multiple scales of scope (components, subsystems and system). The dimension of scale may consist of more than three scales, if necessary. For example, subsystems can be further divided into subsystems of subsystems, and so on.

We develop a multi-level, multi-scale process model of a computer and network system to capture the security-related system behavior [31]. What entities and activities of a computer and network system are included in the process model depends on their relevance to system security. Figure 2-1 illustrates the process model of a security-aware computer and network system.

We first examine the process model in the dimension of the abstraction levels. The objective level states security goals of an entity (component, subsystem or system) such as confidentiality, integrity, and availability. The conceptual level describes security-critical states and state transitions of an entity. The state-transition model focuses on the temporal structure of the entity behavior. The functional level models the spatial structure of a functional entity (e.g., user, file, program, process, host, and enclave) which exists in the software domain. The spatial structure of a functional entity describes
functional elements of the entity and functional relationships (e.g., message passing and function calls) among those elements. The physical level describes the spatial structure of a physical entity (e.g., cables, CPU, memory board, hard disk, printer, and other physical devices) that exists in the hardware domain. Hence, the conceptual level deals with temporal relationships among states of an entity, whereas the functional and physical levels deal with spatial relationships of elements in the entity.

![Figure 2-1. A process model of a security-aware computer and network system.](image)

Entities and activities at different levels are associated. For example, the hard disk is a physical entity in the hardware domain. If a file resides on the hard disk, there is an association between the hard disk and the file. A physical activity (e.g., a "read" action)
on the hard disk supports a functional activity (e.g., an UNIX “vi” command) on the file. A damage to the hard disk at the physical level changes an attribute of the file at the functional level and the state of the file from accessible to inaccessible at the conceptual level, which further leads to the unavailability of the file at the objective level (see the four cells at the components scale from the physical level to the objective level in Figure 2-1).

Hence, physical entities are associated with functional entities. Attributes of a physical entity are reflected in attributes of associated functional entities. Values of attributes of a functional entity at a given time constitute the state of the functional entity at that time. States and state transitions of the functional entity are modeled at the conceptual level. States or state transitions of the entity are further evaluated into a security posture with respect to security goals.

The physical level is important to detect close-in attacks through hardware subversion. However, most cyber attacks are launched through functional entities in the software domain. Hence, we focus on cyber attacks through functional entities. When building the process model of a computer and network system in our study, we start directly from the functional level.

We now examine the process model in the dimension of scales. At the components scale, entities are individual components of a computer and network system, such as software components (e.g., files, users, programs, and processes). At the subsystem scale, entities are subsystems (e.g., host machines) of the computer and network system. At the system scale, there is a single entity – the computer and network system as a whole (e.g., an enclave administrated independently by an organization).
In the process model there are two types of entities: component-wide entities and system-wide entities including subsystems and the system. Using the object-oriented methodology to represent the process model, an entity is represented by an object with attributes and methods (see Figure 2-2). Without the physical level, attributes of an entity contains mainly:

- entity ID,
- the spatial structure of the entity at the functional level,
- the temporal structure (states and state transitions) of the entity at the conceptual level,
- a security posture (a secure state, a state violating availability, a state violating confidentiality, a state violating integrity, and so on) of the entity at the objective level,
- an activity history (a history of method requests),
- IW (Indications & Warning) values including a composite IW and IWs from individual attack detection techniques, and
- the current state class.

A component-wide entity and a system-wide entity differ only in the spatial structure. The spatial structure of a component-wide entity describes properties of the entity (see the password file in Figure 2-2). The spatial structure of a system-wide entity includes a list of elements and their relationships.

For each entity, we keep a history of activities that have occurred to the entity. For example, the history of activities for a file keeps the time when a method is
requested, which user requests the method, which method is requested, and what outcome of the method is (see Figure 2-2).

When a method of the entity is requested, this event is analyzed by various attack detection techniques (discussed later) to produce IW values indicating the likelihood of an attack associated with the event. An IW value of 1 denotes the 100% likelihood, whereas an IW value of 0 denotes the 0% likelihood. A composite IW value is generated by combining IW values from individual attack detection techniques.

The state class is an aggregate representation of the entity state. For example, despite slightly different attribute values, two similar states of the entity may fall into the same state class. In Figure 2-1, as we move from a group of components to a subsystem at the functional level, we shift our attention from properties of individual components to relationships of those components in the subsystem. As we move from the functional level of a component to the conceptual level of the component, we shift our attention from properties of the component at a given time to state transitions of the component over time. For the subsystem at the functional level or the component at the conceptual level, we are interested in spatial relationships of components in the subsystem or temporal relationships of states for the component. The subsystem may contain a large number of components, and the component may have a large number of states over time, which all prevent us from passing all detailed state information of a component for analysis of spatial or temporal relationships. Instead, we pass only the aggregate information of a component to a larger scale or a higher level. In our study, the composite IW value and the current state class together present the aggregate information of a component to be passed on to a larger scale and a higher level. In the process model,
information transmission between different scales and different levels involves only aggregate information.

Methods of an entity represent activities that occur to the entity (see Figure 2-2).

Attributes of an entity are changed by methods of the entity.

![Figure 2-2. Activities in the process model during a password guessing attack.](image-url)
The process model of a computer and network system is like a security-related mirror reflecting activities that actually occur in the computer and network system, including both normal and malicious activities. Figure 2-2 shows activities in a UNIX-based host machine when an attack is launched to gain the access to this host by guessing a user’s password repeatedly until success. The numbers in Figure 2-2 indicate the sequence of activities.

The process model provides a structured, systematic view of activities in a computer and network system. Activities in the computer and network system are captured by sensors which are computer programs monitoring activities of interest to the process model. The process model is constantly updated to reflect activities occurring in the computer and network system. The design of sensors can be based on what attribute information needs to be collected and what methods need to be monitored for each entity in the process model. Information at different scales and different levels of the process model is analyzed by attack detection techniques to provide layered detection mechanisms. Attack isolation and assessment rely on spatial and temporal relationships in the process model. Security policies can be specified for entities in the process model at different scales and different levels. Therefore, the process model provides a systematic framework for design of information assurance.

2.2. Automated System Modeling

To assist in system modeling, we develop the following automated system modeling techniques:

- Object-oriented technique for automated creation of class instances,
- Sensing, probing and testing techniques,
- Discrimination and classification techniques for state information aggregation, and
- Statistical techniques to learn spatial and temporal structures in the process model, to provide all the information in the process model.

A repository of object classes must be built manually, one class for each kind of entities in the process model (e.g., the file class for all files). Whenever an entity is created (or removed) in a computer and network system with a distinct value of the entity ID, an instance of the corresponding object class is automatically created (or removed).

In the process model, event-driven, object-oriented sensors are placed to monitor method requests to each component at the functional level. A method request to a component results in changes in properties of the component (changes in the spatial structure of the component). From spatial structures of all components in the process model, all other information in the process model is automatically derived.

To obtain the current state class for each entity, state information (values of attributes along with the current event) is classified automatically using a decision tree which is constructed using discrimination and classification techniques (e.g., ID3 for decision tree, and CART - Classification and Regression Trees). We use the current event and current values of attributes as the classification attributes in a decision tree, and use the composite IW value as the target attribute in the decision tree. The decision tree groups similar states into a state class by their IW values.

The spatial structure of a system-wide entity or the temporal structure of each entity in the process model are generated by a set of statistical-based attack detection techniques (discussed later). Those techniques establish a spatial link between two
elements or a temporal link between two states using the occurrence frequency of such a link.

The security posture of each entity in the process model is mainly obtained from test results. Our CACS uses probes and tests are used in addition to sensors. A sensor monitors external events (method requests) to an entity. A probe goes inside the entity to obtain values of its attributes. A test initiates actions on the entity (e.g., login as a guest on a host) to reveal the security posture of the entity. Information from sensors is used to generate an initial hypothesis on a possible attack. The hypothesis can be further verified using information from probes and tests. Information from probes and tests is also important to attack isolation and assessment.

2.3. Model-based Attack Detection
Existing attack detection techniques fall into two major categories: anomaly detection and attack signature recognition. Signature recognition techniques store signatures of known attacks, match the subject’s observed behavior with those known signatures, and signal an attack when there is a match. Attack signatures have been characterized as strings, event sequences, activity graphs, etc. Petri Nets and rules in expert systems have been used to represent attack signature and perform signature recognition.

Signature recognition techniques cannot detect novel attacks whose signatures are unknown. To overcome this limitation, anomaly detection should be used as a complement to detect novel attacks. Moreover, the repository of attack signatures must be continuously updated to remain useful in changing system configurations, protocols, architectures and environments. It is difficult to update a large repository of attack
signatures manually. We develop data mining techniques for the automated learning and update of attack signatures from data of the past attack experience.

For a subject of interest, anomaly detection techniques establish a profile of the subject’s normal behavior, compare the observed behavior of the subject with its normal profile, and signal attacks when the subject’s observed behavior deviates significantly from its normal profile. Several profiling techniques have been developed based on statistical characteristics [32], predicates in formal logic [33], production rules, and strings [34]. The statistical-based technique, as known from IDES/NIDES and EMERALD [32], has not yet been effective to deal with many correlated attacks involving multiple entities of a computer and network system over time (e.g., multiple sessions). When specifying the expected behavior or security policies, production rules are more practical than predicates, because formal logic is difficult for most security managers to understand and use. Based on the analogy to the human immune system, the string-based profiling technique [34] models the system normal behavior as a set of binary strings [34]. Problems remain as to the robustness of this technique to noises and its expression power.

None of the above profiling techniques address system modeling to a full scale and a full level. Without the full-level, full-scale modeling of a computer and network system, questions would always remain as to whether we were missing any system objects and any aspects of system behavior that might be used in attacks. Our work addresses this problem by providing a conceptual framework for system modeling as well as automated system modeling techniques.
Figure 2-3 and Table 2-1 show two sets of model-based attack detection techniques that are developed in our Cyber Attack Control System (CACS).

Techniques in SET A are applied to individual components at the functional level of the process model. Either Petri nets or rules in expert systems can be used to implement the signature recognition technique. Both Petri nets and rules in expert systems can also be used for the specification technique to specify security policies and detect any violations. Statistical process control (SPC) techniques, such as Shewhart charts for univariate stationary processes, EWMA (Exponentially Weighted Moving Average) for univariate dynamic processes, and Hotelling’s $T^2$ for multivariate processes, have been successfully used in manufacturing industries to detect faults of manufacturing systems by building statistical profiles of system performance. We develop the object-oriented application of SPC techniques as statistical-based anomaly detection techniques for attack detection. Using the Activity History attribute of the password file in Figure 2-2, for instance, EWMA can be applied to measures such as the total number of all method requests per unit time, and the total number of a particular outcome per unit time. Hotelling’s $T^2$ can be applied to measures such as the relative distribution of method requests among different users per unit time, and the relative distribution of different methods per unit time.

The specification of policies and attack signatures is similar across all scales and all levels. In SET B policies and attack signatures involve multiple components, subsystems, or states, whereas in SET A, policies and attack signatures involve single or multiple properties of a single component at the functional level.
SET B differs from SET A only in statistical-based anomaly detection techniques. Statistical-based anomaly detection in SET B must correlate aggregate information from multiple components, subsystems or states, and model probabilistic relationships for spatial or temporal structures rather than dealing with individual properties of components as in SET A. The Bayesian network technique [35] and Hidden Markov Models (HMM) technique are added in SET B to fill in the gap left by existing attack
detection techniques on the detection of coordinated attacks at larger scales and higher levels. These two techniques learn probabilistic relationships from information of normal activities in a computer and network system, and use learned structural profiles to determine the likelihood of incoming activities to be normal. Bayesian networks and HMMs trained with attack data are unlikely to distinguish between incoming normal activities and incoming attack activities. Due to the heterogeneous nature of attacks, both incoming normal and attack activities would be considered different from attacks used in training.

2.4. Conclusion
The process control approach to cyber attack detection is promising for several reasons. First, it provides a conceptual framework to model a computer and network system in which both normal and attack activities occur. As normal and attack activities are systematically organized, understood and captured in the process model of a computer and network system, information assurance techniques can be designed effectively to cover attacks at various levels and scales of the system for layered, complimentary defense mechanisms.

As the system is modeled from a process control perspective, well-established techniques in process control such as SPC can be applied to overcome problems with existing techniques. Using engineering process control (EPC, such as feedback control) techniques, various information assurance functions (planning, detection, isolation, assessment and reaction) can be tightly interwoven into a feedback control loop for enhanced responsiveness. Research is required to adapt system modeling, SPC and EPC
techniques for traditional engineering systems into the problem context of information assurance.
3. Probabilistic network Technique For cyber Attack Detection

3.1. Problem Definition

In this section we describe our attack detection problem, including the data source, problem representation, training data, and testing data.

3.1.1. Data Source

A computer and network system within an organization typically includes a number of host machines (e.g., machines running a UNIX operation system and machines running the Windows NT operating system) and communication links connecting those host machines. Currently two sources of data have been widely used to capture activities in a computer and network system for attack detection: network traffic data and audit trail data (audit data). Network traffic data contain data packets traveling over communication links between host machines to capture activities over communication networks. Audit data capture activities occurring on a host machine. In this study, we use audit data from a UNIX-based host machine (specifically a Sun SPARC 10 workstation with the Solaris operating system), and focus on attacks on a host machine that leave trails in audit data. The Solaris operating system from the Sun Microsystems Inc. has a security extension, called the Basic Security Module (BSM). The BSM extension supports the monitoring of activities on a host by recording security-relevant events. Activities on a host machine are captured through a continuous stream of audit events.
3.1.2. Training and Testing Data

In this study, we use a sample of the audit data recording both normal activities and attack activities on host machines with Solaris 2.5. Normal activities and attack activities are simulated to produce these audit data. Normal activities are simulated according to normal activities observed in a real-world computer and network system [5]. A number of attacks are also simulated, including password guessing, use of symbolic links to gain the root privilege, attempts to gain an unauthorized remote access, etc. In the sample, the audit data of normal activities consist of 3019 audit events, and the audit data of attack activities consists of 1223 audit events. We use the first part of the audit data for normal activities as our training data set, and use the remaining audit data for normal activities and attack activities as our testing data set. The training data set consists of 1613 audit events for normal activities. The testing data set consists of 1406 audit events for normal activities and 1223 audit events for attack activities.

3.1.3. Knowledge Representation

An BSM audit record for each event contains a variety of information, including the event type, user ID, group ID, process ID, session ID, the system object accessed, and so on. Studies [28-30] show that types of events in information systems can be used to effectively detect many attacks. Hence, in this study we extract and use the event type from the record of each audit event. There are 284 different types of BSM audit events from Solaris 2.5 that is used to collect the audit data.

For attack detection, we want to build a long-term profile of normal activities, and to compare the activities in the recent past to the long-term norm profile for detecting a significant difference. We define activities in the recent past by opening up an
observation window of size $N$ on the continuous steam of audit events to view the last $N$ audit events from the current time $t$:

$$E_{t-N+1}, \ldots, E_t,$$

where $E$ stands for event.

At the next time $t+1$, the observation window contains $E_{t+2}, \ldots, E_{t+1}$. In this study, we let $N$ equal to 100, because attack activities produce in average about 100 audit events in the data sample.

We define 284 variables ($X_1, \ldots, X_{284}$) to represent 284 event types, respectively. We investigate two ways to measure the activities in the recent past and obtain values of the 284 variables from the last $N$ audit events. One way, called the count measurement, is to count the number of a certain event type appearing in the observation window. For example, if there are 10 audit events among the $N$ number of audit events in the observation window fall into the 1st event type, then $X_1$ has the value of 10. If the 3rd event type does not show in the observation window at all, then $X_3$ has the value of 0. Another way, called the existence measurement, is to use 1 and 0 to represent the existence and non-existence of a certain event type in the observation window. For the same example, since the 1st event type shows up in the observation window (10 times), then $X_1$ has the value of 1. Since the 3rd event type does not appear in the observation window at all, then $X_3$ has the value of 0. Hence, for each observation window we can obtain a vector $X$ including the values of $(X_1, \ldots, X_{284})$.

### 3.1.4. Attack Detection Problem

Before training the norm profile, the stream of the 1613 audit events in the training data set is viewed through a moving window, which in turn creates 1514 (1613-99) window
slices of audit events for the window size of 100 audit events. There is no window slice created for each of the first 99 audit events, because the current audit event and previous audit events are not sufficient to make up a complete window slice. For each window slice of audit events, a vector of \((X_1, \ldots, X_{284})\) is obtained. Hence, from the training data of the 1613 audit events, we obtain 1514 vectors that we use for training a probabilistic network as the norm profile.

For the testing, 1223 audit events for attack activities and 1406 audit events for normal activities are viewed through a moving window, creating totally 2431 window slices (1124 window slices for attack activities and 1307 window slices for normal activities, numbered from No.1-1124 and No. 1125-2431). Each of the first 99 audit events for either attack activities or normal activities does not create a window slice, because the event and previous events together are not sufficient to form a complete window slice of 100 audit events.

For each window slice, a vector of \((X_1, \ldots, X_{284})\) is obtained and evaluated against the norm profile to yield the probability that the normal profile supports this vector. The larger the probability is, the more support the vector receives from the normal profile, and the more likely the vector is a part of normal activities. The smaller the probability is, the less likely the vector is normal, and the more likely it is a part of attack activities.

### 3.2. Learning and Inference of Probabilistic Networks

The probabilistic network technique is developed based on the theory of Bayesian networks. In this section, we briefly review the theory of Bayesian networks. Then we describe the probabilistic network technique.
3.2.1. Bayesian Networks

Bayesian networks are also called Bayesian belief networks, because they are used to represent and infer the beliefs in a set of variables through probabilistic representation and reasoning [36-44]. In a Bayesian network, a set of variables make up the nodes of the Bayesian network, and a set of directed links connect pairs of nodes. A directed link from node X to node Y represents a dependency of Y on X, such as a direct influence of X on Y, a causal relationship of X and Y (X causing Y), a temporal relationship of X and Y (X preceding Y), and so on. X is called a parent of Y. Each variable has a number of states. For example, variable X may represent a particular event and has two states denoting the occurrence or non-occurrence of this event. Each node has a conditional probabilistic table that describes the probabilistic distribution of states for the corresponding variable given the states of its parent nodes. If there is no directed link to the node, the conditional probabilistic table becomes simply a probabilistic table of states for the corresponding variable. A Bayesian network is represented through a directed acyclic graph. No directed cycles are allowed in a Bayesian network.

The information in a Bayesian network provides a joint probability distribution of all the variables $X_1, \ldots, X_n$ in the Bayesian network. If we label these variables in an order that is consistent with their directed links in the Bayesian network,

$$P(X_1, \ldots, X_n) = P(X_n \mid X_{n-1}, \ldots, X_1) \times P(X_{n-1}, \ldots, X_1)$$

$$= \prod_{i=1}^{n} P(X_i \mid X_{i-1}, \ldots, X_1)$$

$$= \prod_{i=1}^{n} P(X_i \mid \text{parents}(X_i))$$

(1)
Hence, the conditional probability tables in a Bayesian network provide a decomposed representation of the joint probability table for all the variables in the Bayesian network. From this joint probability table, we can derive the probability of any state involving any combination of the variables. Since many pairs of variables are conditionally independent (no directed links between them in a Bayesian network), the joint probability table is simplified into the conditional probability tables in a Bayesian network.

In many real-world problems, we are not interested in the direction of dependence but the strength of dependence. For example, in this study we are interested in how likely various audit events correlate (co-occur) in a moving window during normal activities (for a norm profile) or attack activities (for an attack profile). We may consider the causal or temporal relationship of audit events as the direction of dependence between audit events. However, since one audit event may cause or precede another audit event in some activities or vice versa in other activities, a directed cycle between these two audit events exists, which is not allowed in a Bayesian network. Therefore, in this study we consider the strength of dependence without the direction, where the dependence between audit events is characterized by the co-occurrence of audit events. We also need to develop the learning and inference algorithms for a probabilistic network with undirected links.

3.2.2. Probabilistic Networks with Undirected Links

To build a probabilistic network with undirected links, we go back to the joint probability table of the variables where no direction is implied. Then we simply the joint probability table into a probabilistic network with undirected links. An undirected link is placed between a pair of variables if they have a strong dependency. A joint probability table is...
created for a group of variables which are fully dependent on each other. For example, if variables A, B, C and D are fully linked to form a fully connected graph, a joint probability table is created for the relation of variables A, B, C and D. Hence, the joint probability table of all the variables are simplified into a probabilistic network with undirected links, or in other terms, a set of smaller joint probability tables for all the nodes and relations.

3.2.3. Learning of Joint Probability Tables

The joint probability table for a node involving a single variable X is estimated from the training data as follows [40].

\[ P(X = i) = \frac{N_{X = i}}{N} \]  

(2)

where

- \( N \) is the total number of observations in the training data,
- \( N_{X = i} \) is the number of observations with X in state \( i \), and
- \( P \) denotes the probability that X is in state \( i \).

The joint probability table for a relation involving more than one variable such as \( X_1, \ldots, X_k \) is estimated from the training data as follows [40].

\[ P(X_1 = i_1, \ldots, X_k = i_k) = \frac{N_{X_1 = i_1, \ldots, X_k = i_k}}{N} \]  

(3)

where

- \( N \) is the total number of observations in training data,
- \( N_{X = i} \) is the number of observations with \( X_1 \) in state \( i_1, \ldots, X_k \) in state \( i_k \), and
- \( P \) denotes the probability that \( X_1 \) is in state \( i_1, \ldots, X_k \) is in state \( i_k \).
3.2.4. Learning of the Structure of a Probabilistic Network

The structure of a probabilistic network consists of nodes and undirected links between nodes. Given a set of variables and a number of their observations in the training data, nodes in a probabilistic network are constructed by creating one node for each variable. Undirected links between variable nodes are constructed by learning the dependence between variables from the training data.

The structure is learned through two phases. Phase I is to learn an initial structure of the probabilistic network. Phase II uses an iterative procedure of search and scoring to find the optimal structure of the probabilistic network.

To construct the initial structure of the probabilistic network in Phase I, we use the chi-square test of independence to determine the strength of dependence $Q$ between a pair of variables $X_i$ and $X_j$ as follows.

\[
X^2 = \sum_{k=1}^{K} \sum_{l=1}^{L} \frac{(N_{kl} = k, l - N * P_{kl})^2}{N * P_{kl}}
\]

\[P_{kl} = P_{k} * P_{l}\]  

\[P_{k} = P(X_i = k) = \frac{N_{k}}{N}\]  

\[P_{l} = P(X_j = l) = \frac{N_{l}}{N}\]

\[Q = \left[2^2 \Gamma\left(\frac{d}{2}\right)\right]^{-1} \int_{t=1}^{d} t^{\frac{d}{2} - 1} e^{-t} dt\]

\[\Gamma(x) = \int_{0}^{x} t^{x-1} e^{-t} dt\]

where
$X^2$ denotes the chi-square statistic,

$N$ is the total number of observations,

$N_{X_i=k, X_j=l}$ is the number of observations with $X_i$ in state $k$ and $X_j$ in state $l$,

$N_{X_i=k}$ is the number of observations with $X_i$ in state $k$,

$N_{X_j=l}$ is the number of observations with $X_j$ in state $l$, and

$d$ denotes the degree of freedom which is equal to $(m-1)*(n-1)$, $m$ is the number of states that $X_i$ has, and $n$ is the number of states that $X_j$ has.

The larger the $X^2$ value is, the larger difference exists between the observed frequency and the expected frequency of $X_i$ in state $k$ and $X_j$ in state $l$ (expected under the hypothesis of $X_i$ and $X_j$ are independent). The larger the $X^2$ value is, the smaller the $Q$ value is, the less likely $X_i$ and $X_j$ are independent, and the stronger dependence exists between $X_i$ and $X_j$.

After computing the strength of dependence between every pair of the variables, we rank the pairs of variables by the ascending order of $Q$ values. The pair of the variables that is ranked first has the strongest strength of dependence. We establish the links between the first $B$ pairs of the variables, with a constraint that a maximum of $D$ links can be established from a variable. The parameters $B$ and $D$ are introduced to control the complexity of the initial structure of the probabilistic network, so that links are established for only strongly dependent pairs of variables, while limiting the number of links from each variable. For example, considering the following rank of variable pairs with $Q$ values.

1. $(X_1, X_2)$ with $Q = 0.10$
2. $(X_2, X_3)$ with $Q = 0.15$
3. (X2, X4) with $Q = 0.20$

4. (X3, X4) with $Q = 0.25$

5. (X2, X5) with $Q = 0.30$

6. (X5, X1) with $Q = 0.35$

7. (X5, X4) with $Q = 0.40$.

If $B$ is set to 5 and $D$ is set to 3, the initial structure of the probabilistic network looks like the graph in Figure 3-1. There is no link between the pair of (X2, X5), because at the maximum three links are allowed for variable X2. There is no link between the pair of (X5, X4), because the total number of links is limited up to 5.

After obtaining the initial structure of the probabilistic network, we search and find all fully connected graphs that exist in the initial structure of the probabilistic network, from the largest fully connected graphs to the smallest fully connected graphs which include only two nodes. For each fully connected graph, we establish a relation node. For example, in Figure 3-1 the largest fully connected graph has three nodes, X_2, X_3, and X_4. A relation node $R_{234}$ is established. Next, we find two fully connected graphs, each of which has only two nodes, and establish two relation nodes, $R_{12}$ and $R_{15}$. Then we obtain a joint probability table for each variable node using formula (2) and a joint probability table for each relation node using formula (3). With the structure (nodes and links) and the joint probability tables, the initial probabilistic network is completed.

Phase II is based on the minimum description length principle to search for the optimal structure of the probabilistic network that best supports the training data [40]. The initial probabilistic network is evaluated to produce the following score [40].
Figure 3-1. An example of the initial structure of a probabilistic network and relations among variable nodes.

\[ \text{Score} = A \times DL(TD | PN) + C \times DL(PN) \]  

(10)

where

TD stands for the training data,

PN stands for the probabilistic network,

DL(TD | PN) denotes the description length of the training data, given the probabilistic network, which measures the support (fitness) of the probabilistic network to the training data (the better the support, the smaller the description length).
DL(PN) represents the description length of the probabilistic network which measures the complexity of the probabilistic network,

A is a weighting factor on the measure of how well the probabilistic network supports the training data, and

C is a weighting factor on the complexity measure of the probabilistic network.

In general, the more complex the probabilistic network is, the better support (fitness) the probabilistic network can provide to the training data (including noises in the training data). The probabilistic network should closely fit the training data, while preventing the overfitting of the probabilistic network to the training data. We use a following measure of support as the description length of the training data given the probabilistic network.

\[
DL(TD \mid PN) = \sum_{O_i \in TD} -\log_{10}(P(O_i \mid PN))
\] (11)

where \(O_i\) is an observation in the training data, and \(P(O_i \mid PN)\) is the probability that \(O_i\) is supported by the probabilistic network. \(P(O_i \mid PN)\) is determined by the equations in the next section. The smaller the \(DL(TD \mid PN)\) value is, the better support the probabilistic network provides to the training data.

The overfitting problem is often controlled using the Minimum Description Length (MDL) principle [40] to minimize the complexity of a model. The complexity of a probabilistic network depends on three factors: the number of variable nodes, the number of relation nodes, and the size of the joint probability table at each node. If we count the number of cells in each joint probability table, the sum of the counts over all the joint probability tables accounts for all the three factors. Hence, we let the sum of the counts be the description length (DL) of the probabilistic network.
In general, a more complex probabilistic network leads to a better support of the probabilistic network to the training data. Our goal is to look for a probabilistic network that minimizes the weighted sum of $\text{DL}(\text{DN} \mid \text{PN})$ and $\text{DL} (\text{PN})$ in formula (10), subject to the inherently inverse relationship between $\text{DL}(\text{DN} \mid \text{PN})$ and $\text{DL} (\text{PN})$.

We conduct a heuristic search for an alternative probabilistic network with a smaller score (a better probabilistic network) than the initial probabilistic network. The only way to change the initial probabilistic network is to change its links, since the number of variable nodes in the probabilistic network is fixed and the joint probability tables are determined from the training data. In the heuristic search, we explore the one-link change for all possible pairs of variable nodes in the initial probabilistic network. If there is a link between a pair of variable nodes, a one-link change for the pair of variable nodes is to remove the link. If there is no link between the pair of variable nodes, a one-link change is to add a link between the pair of variable nodes. For a probabilistic network with $n$ nodes, there are $n*(n-1)/2$ possible pairs and thus the same number of possible one-link change. Each one-link change leads to a new structure of the probabilistic network. For each new structure, we compute the joint probability tables and the evaluation score in formula (10). We then compare the evaluation scores for the $n*(n-1)/2$ probabilistic networks, and select one with the smallest evaluation score. Then the next round of search and scoring continues with the selected probabilistic network, until the evaluation score no longer improves (reaching a global or local minimum).
3.2.5. Inference Algorithm

The support of the probabilistic network to an observation $O_i$ in the training data in formula (11), $P(O_i \mid PN)$, is determined as follows. The observation $O_i$ is a vector of $(X_1, \ldots, X_n)$.

$$P(X_1, \ldots, X_n) = P(X_1) \cdot P(X_2 \mid X_1) \cdot \ldots \cdot P(X_n \mid X_{n-1}, \ldots, X_1)$$

(12)

The conditional probability $P(X_k \mid X_{k-1}, \ldots, X_1)$ represents the updated joint probability table of $X_k$ based on new evidences on $X_{k-1}, \ldots, X_1$, where $k = 2, \ldots, n$. Each $P(X_k \mid X_{k-1}, \ldots, X_1)$ term in formula (13) is determined through probability update and propagation as shown below.

If $X_i$ and $X_j$ are linked through relation $R$, $P(X_j \mid X_i)$ is determined by the following formulas which are similar to those for probability updating in a Bayesian network [24].

$$P^{(m)}(R) = \text{normalize} \left[ P^{(m-1)}(R) \frac{P^{(0)}(X_i)}{P^{(0)}(X_i)} \right]$$

$$P^{(n)}(X_j) = \text{normalize} \left[ P^{(n-1)}(X_j) \frac{\text{marginalize}\left[P^{(m)}(R)\right]}{P^{(0)}(X_j)} \right]$$

(13)  (14)

where

$R$ denotes a relation,

$X_j$ and $X_i$ are variable nodes involved in relation $R$,

$P^{(m)}(R)$ denotes the updated joint probability table of relation $R$ based on the new evidence on $X_i$,

$P^{(m-1)}(R)$ denotes the updated joint probability table of relation $R$ based on another new evidence which is also involved in $R$,

$P^{(0)}(R)$ is the prior state distribution of $R$ before any update,
$P(n)(X_j)$ denotes the updated joint probability table of $X_j$ based on the updated joint probability table $P(m)(R)$ if there is any update of $R$, or based on the prior joint probability table $P(0)(R)$ if there is no update of $R$,

$P(n^{-1})(X_j)$ denotes the updated joint probability table of $X_j$ based on another relation which also involves $X_j$, and

$P(0)(X_j)$ is the prior state distribution of $X_j$ before any update.

Formula (13) is used to update the joint probability table of relation $R$ from a new evidence on $X_i$. Formula (14) is used to update the joint probability table of $X_j$ from the updated joint probability table of relation $R$.

Figure 3-2 shows a probability network consisting of four variable nodes ($X_1$, $X_2$, $X_3$, and $X_4$) and two relation nodes ($R_{12}$ and $R_{234}$). The initial joint probability tables are given in part (a) of Figure 3-2. Part (b) of Figure 3-2 shows the computations for the probability update and propagation. Given a new evidence on $X_i$, the updated joint probability table of $X_2$ is determined by first updating the joint probability table of relation $R_{12}$ using formula (13).

$$P(X_1 = y, X_2 = y) = 0.2 \times \frac{1}{0.36} = 0.56$$

$$P(X_1 = y, X_2 = n) = 0.16 \times \frac{1}{0.36} = 0.44$$

$$P(X_1 = n, X_2 = y) = 0 \times \frac{0}{0.64} = 0$$

$$P(X_1 = n, X_2 = n) = 0.64 \times \frac{0}{0.64} = 0$$

Since the sum of the above four values is 1, the normalization is not needed. We then update the joint probability table of $X_2$ by marginalizing $X_1$ out of the updated joint probability table of relation $R_{12}$ as follows.
P(X_2) = \{y=0.2, n=0.8\} 

P(X_4) = \{y=0.1, n=0.9\} 

<table>
<thead>
<tr>
<th>X_2 \times X_1</th>
<th>X_2 = y</th>
<th>X_2 = n</th>
</tr>
</thead>
<tbody>
<tr>
<td>X_1 = y</td>
<td>0.2</td>
<td>0.16</td>
</tr>
<tr>
<td>X_1 = n</td>
<td>0</td>
<td>0.64</td>
</tr>
</tbody>
</table>

P(X_1) = \{y=0.36, n=0.64\} 
P*(X_1) = \{y=1, n=0\} 

*: indicates an evidence. 

P*(X_2) = \{y=0.56, n=0.44\} 
P*(X_4) = \{y=0.16, n=0.84\} 

\[ P(X_2 = y) = 0.56 + 0 = 0.56 \]
\[ P(X_2 = n) = 0.44 + 0 = 0.44 \]

For another example, P(X_4 | X_3, X_1) requires the updated joint probability table of X_4 given the new evidences on X_1 and X_3. To determine P(X_4 | X_3, X_1), we update the joint probability table of R_{234} using the updated evidence on X_2. The updated joint probability table of R_{234} is as follows:

\[
\begin{array}{c|ccc}
X_2 & X_4 & X_3 & P*(R_{234}) \\
\hline
y & y & y & 0.02 \\
n & y & y & 0.07 \\
y & n & y & 0.18 \\
n & n & y & 0 \\
y & y & n & 0.01 \\
n & y & n & 0 \\
y & n & n & 0 \\
n & n & n & 0.72 \\
\end{array}
\]

\[ P*(R_{234}) \]

\[ \rightarrow \text{indicates the direction of probability update and propagation.} \]

(a)

(b)

Figure 3-2. Probability update and propagation in a probabilistic network.
table of \( R_{234} \) is again updated using the new evidence on \( X_3 \). By marginalizing \( X_2 \) and \( X_3 \) out of the twice-updated joint probability table of \( R_{234} \), we obtain the updated joint probability table of \( X_4 \) as shown in part (b) of Figure 3-2.

3.3. Probabilistic Networks For Cyber Attack Detection

As discussed in section 3.1, we obtain two sets of \((X_1, \ldots, X_{284})\) vectors from the training data set: one set for the count measurement, and another set for the existence measurement. The learning and inference algorithms of the probabilistic network apply to variables with a finite number of discrete values as states. In the set of the \((X_1, \ldots, X_{284})\) vectors with the existence measurement, each variable has two states: existence (with the value of 1) and non-existence (with the value of 0). In the set of the \((X_1, \ldots, X_{284})\) vectors with the count measurement, each variable takes a count number. Although a count is not exactly a continuous value, it is a discrete value with possibly no upper limit. For our attack detection problem, the upper limit of a count is equal to the size of the moving window. That is, the largest count for a certain type of audit event is equal to the total number of audit events in the moving window, when all audit events in the moving window are the same type. If we take each possible value of the count as one state of a variable, the variable may end up with possibly too many states. Since many of such states are just slightly different and do not always appear, it would be a waste of computer resources if we take each possible count as one state. Such a waste of computer resources is not desirable, especially when we deal with a large-scale problem.

Therefore, we want to transform each set of \((X_1, \ldots, X_{284})\) vectors with the count measurement so that variables take a reasonable number of discrete states. A variety of methods exist to discretize continuous values [40-44]. Those methods generally fall in
two categories. One category of the methods determine a set of dividing points to yield
the discrete segments of a continuous variable by evaluating whether this set of dividing
points lead to a better fitted model to the training data. Another category of the methods
determine a set of dividing points using a fixed formula, leading to either a linear
segmentation or non-linear segmentation. In this study, we use the following non-linear
segmentation formula to simplify the computation in learning:

\[
\text{State} = 1 + \log_2 \text{Count} \quad \text{if Count} > 0
\]
\[
= 0 \quad \text{if Count} = 0
\]  

The two kinds of measurements (count and existence) produce two different sets
of \((X_1, \ldots, X_{284})\) vectors to train two different probabilistic networks, respectively. Each
probabilistic network had 284 variable nodes. The parameter \(B\) for the maximum number
of links in a probabilistic network was arbitrarily set to 70. The parameter \(D\) for the
maximum number of links from a variable node was arbitrarily set to 3. The weighting
factor for the entropy of the training data in a probabilistic network was arbitrarily set to
9. The weighting factor for the description length of a probabilistic network was
arbitrarily set to 1.

The testing data contain the audit data for both attack activities and normal
activities. When a vector of \((X_1, \ldots, X_{284})\) from a window slice of the testing data is
presented to a probabilistic network trained with the audit data of normal activities (the
norm-based probabilistic network), the probability that this vector is supported by the
norm-based probabilistic network is determined by formula (12). The larger the
probability is, the more likely activities in the window slice are normal.
It is possible that a vector of \((X_1, \ldots, X_{284})\) from the testing data presents a state of a variable and/or a state of a relation among several variables which are not encountered during the training and are thus not covered by the joint probability tables of the trained probabilistic network. While using formula (12) to infer the support probability of the trained probabilistic network to this vector of \((X_1, \ldots, X_{284})\), we assign a state, which is not available in the trained probabilistic network, a probability of 0.00001 which is close to zero and is much smaller than any existing probabilities in the joint probability tables of the trained probabilistic network.

We do not assign the probability of zero to such states, because the probability of zero would make the final result from formula (12) become zero. This would make it impossible to distinguish normal activities with noises from attack activities, since noises in normal activities may introduce new states. The amount of new states from noises in normal activities is expected much less than the amount of new states from attack activities. By assigning a small probability rather than zero to the new states, the smaller effect of noises in normal activities on the final result of formula (12) becomes distinguishable from the larger effect of attack activities on the final result of formula (12).

### 3.4. Results And Discussions

During the testing, we compute the probabilities that the two trained probabilistic networks support the testing data. Table 3-1 summarizes the statistics of the testing results. For each probability network, we compute the minimum, maximum, average and standard deviation of the probabilities that are produced for each kind of the testing data.
(the testing data of normal activities – normal data, and the testing data of attack activities – attack data).

Table 3-1. The statistics of the testing results.

<table>
<thead>
<tr>
<th>Training</th>
<th>Measurement</th>
<th>Testing</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Average</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal data</td>
<td>Existence</td>
<td>Normal data</td>
<td>4.89E-05</td>
<td>2.64E-01</td>
<td>1.29E-01</td>
<td>1.08E-01</td>
</tr>
<tr>
<td>Normal data</td>
<td>Existence</td>
<td>Attack data</td>
<td>3.46E-113</td>
<td>1.48E-21</td>
<td>7.90E-24</td>
<td>1.08E-22</td>
</tr>
<tr>
<td>Normal data</td>
<td>Count</td>
<td>Normal data</td>
<td>6.04E-18</td>
<td>1.26E-02</td>
<td>1.96E-03</td>
<td>2.24E-03</td>
</tr>
<tr>
<td>Normal data</td>
<td>Count</td>
<td>Attack data</td>
<td>4.28E-127</td>
<td>1.09E-29</td>
<td>8.74E-32</td>
<td>8.44E-31</td>
</tr>
<tr>
<td>Attack data</td>
<td>Existence</td>
<td>Normal data</td>
<td>9.51E-47</td>
<td>3.00E-33</td>
<td>5.28E-34</td>
<td>1.14E-33</td>
</tr>
<tr>
<td>Attack data</td>
<td>Existence</td>
<td>Attack data</td>
<td>4.84E-82</td>
<td>4.78E-05</td>
<td>1.01E-07</td>
<td>2.02E-06</td>
</tr>
<tr>
<td>Attack data</td>
<td>Count</td>
<td>Normal data</td>
<td>8.14E-46</td>
<td>7.13E-26</td>
<td>2.83E-28</td>
<td>4.03E-27</td>
</tr>
<tr>
<td>Attack data</td>
<td>Count</td>
<td>Attack data</td>
<td>1.56E-82</td>
<td>6.60E-08</td>
<td>4.80E-10</td>
<td>4.72E-09</td>
</tr>
</tbody>
</table>

The two norm-based probabilistic networks, which are trained with the normal data (audit data of normal activities) for two kinds of measurements respectively, produce much larger probability values for the normal data than the attack data during the testing. As shown in formula 2, the probabilities for event numbers 1125-2431 (the normal data) are much larger than the probabilities for event numbers 1-1124 (the attack data). A larger probability means more support of the norm-based probabilistic networks to the data. For the existence measurement, there exists a huge gap between the minimum probability for the normal testing data (4.89E-05) and the maximum probability for the attack testing data (1.48E-21). For the count measurement, there also exists a huge gap between the minimum probability for the normal testing data (6.04E-18) and the maximum probability for the attack testing data (1.09E-29).

These results indicate that for both kinds of measurement we are able to clearly distinguish the normal activities from the attack activities during the testing, using any probability value in the gaps as the decision threshold. If the probability of the testing data from a moving window is greater than the decision threshold, the activities in the
moving window are classified as normal. Otherwise, the activities in the moving window are classified as attack.

In overall, the probability for the count measurement on the testing data within a moving window is smaller than the probability for the existence measurement on the same testing data for two reasons. First, we use the small probability value of 0.00001 for a new state that appeared in the testing but did not show in the training, when we use formula (12) to calculate the final probability of a vector from the moving window. Second, the count measurement create more of such new states.

In summary, the norm-based probabilistic networks demonstrate the promising performance in detecting attack activities during the testing, regardless of which measurement method is used. The results from this study encourage the further investigation of the probabilistic network technique and its application to attack detection.

Note that the results of this study are obtained using an arbitrary set of parameters for the probabilistic networks, such as parameter B for the maximum number of links in a probabilistic network, parameter D for the maximum number of links from a variable node, the weighting factor for the entropy of the training data in a probabilistic network, and the weighting factor for the description length of a probabilistic network. In general, the larger parameters B and D are, the better a probabilistic network can fit the training data. However, a better fit does not necessarily lead to a better testing performance due to the over-fitting problem. Just as many training parameters in an artificial neural network must be determined empirically for a particular application [40], these parameters for a probabilistic network can be determined empirically using some training and testing data.
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