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ISOTONIC PROCEDURES FOR SELECTING POPULATIONS BETTER THAN A STANDARD: TWO-PARAMETER EXPONENTIAL DISTRIBUTIONS

by

Shanti S. Gupta and Lii-Yuh Leu
Purdue University

1. Introduction

The problem of selecting populations better than a standard under an ordering prior has been considered by Gupta and Yang (1981) for the normal means problem and by Gupta and Huang (1982) for the binomial parameters problem. In this paper we consider the case of two-parameter exponential populations for which an interest lies in comparing location parameters (guarantee times).

In Section 2, notations and definitions used in this paper are introduced. Isotonic selection procedures are considered in Section 3, according to the control parameter and the common scale parameter which may be known or unknown. In Section 4, some other procedures for this problem are also considered. Comparisons of these procedures based on the expected number of bad populations in the selected subset is investigated. Tables of associated constants for the proposed procedures are given in Table I through Table IV.

2. Notations and Definitions

Let \( E(\mu, \theta) \) denote the two-parameter exponential distribution with probability density function

\[
f(x; \mu, \theta) = \begin{cases} 
\theta^{-1} \exp(-\theta^{-1}(x-\mu)), & \text{if } x > \mu \\
0, & \text{if } x \leq \mu
\end{cases}
\]
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where \( -\infty < \mu < \infty \) and \( \theta > 0 \). The parameter \( \mu \) is called the guarantee time and \( \theta \) is the scale parameter which in this case is the standard deviation.

Suppose that \( \pi_0, \pi_1, \ldots, \pi_k \) are \((k+1)\) independent populations. It is assumed that the observations from \( \pi_i \) follow a \( E(\mu_i, \theta) \) distribution, \( i = 0,1,\ldots,k \). The guarantee time is the parameter of interest. It is assumed that \( \mu_1 \leq \mu_2 \leq \cdots \leq \mu_k \); however, the true values of these \( \mu_i \)'s are not known. We consider \( \pi_0 \) as a control (or standard). We say that population \( \pi_i \) is "good" if \( \mu_i \geq \mu_0 \). Our goal is to select a subset of these \( k \) populations so that all "good" populations are included in the selected subset.

Let \( \Omega = \{ \mu = (\mu_0, \mu_1, \ldots, \mu_k) | -\infty < \mu_1 \leq \mu_2 \leq \cdots \leq \mu_k < \infty, -\infty < \mu_0 < \infty \} \) be the parameter space. Let us denote the sets \( a_i = \{ i, i+1, \ldots, k \} \), \( 1 \leq i \leq k \) and \( a_0 = \varnothing \) (the empty set). If action \( a_i \) is taken, it means the subset \( \{ \pi_i, \pi_{i+1}, \ldots, \pi_k \} \) of the \( k \) populations is selected. Since by our assumption \( \mu_i \)'s are ordered according to an ascending ordering prior, it is, therefore, appropriate to restrict our attention to the action space \( A = \{ a_0, a_1, \ldots, a_k \} \).

Let \( X_{ij}, j = 1,2,\ldots,n \) be a random sample from population \( \pi_i, i = 0,1,\ldots,k \). The sample space is denoted by \( \mathcal{X} = \{ \mathbf{x} = (x_{01}, \ldots, x_{0n}, x_{11}, \ldots, x_{1n}, \ldots, x_{kn}) \mid \mu_1 < x_{1j} < \infty, j = 1,2,\ldots,n, i=0,1,\ldots,k \} \).

**Definition 2.1.** A selection procedure \( \delta \) is isotonic if it selects \( \pi_i \) with parameter \( \mu_i \) and if \( \mu_i < \mu_j \), then it also selects \( \pi_j \). We will restrict our attention to isotonic selection procedure \( \delta \) which satisfy the \( P^* \)-condition:

\[
\inf_{\mu \in \Omega} P_{\delta}(CS|\delta) \geq P^*,
\]

where \( P^* \) is a pre-assigned value, and a correct selection (CS) means the selection of any subset which contains all good populations.
Definition 2.2. A poset $(S, \preceq)$ denotes a non-empty set $S$ with a binary partial order $\preceq$ defined on it.

Definition 2.3. A real-valued function $f$ defined on a poset $(S, \preceq)$ is called isotonic if $f$ preserves the order on $S$, i.e. $x \preceq y$, implies $f(x) \leq f(y)$.

Definition 2.4. Let $g$ be a real-valued function and let $W$ be a positive-valued function, both defined on a poset $(S, \preceq)$. An isotonic function $g^*$ on $S$ is called an isotonic regression of $g$ with weight $W$ if $\sum_{x \in S} [g(x) - g^*(x)]^2 W(x)$ attains its minimum values over set of all isotonic functions on $S$.

It is well-known (see Barlow, Bartholomew, Bremner and Brunk (1972)) that there exists one and only one isotonic regression of a given $g$ with a given weight $W$ defined on $S$.

Let $Y_i = \min_{1 \leq j \leq n} X_{ij}$, where $X_{ij} \sim E(\mu_i, \theta)$, $j = 1, 2, \ldots, n$, $i = 0, 1, \ldots, k$.

Let $S = \{\mu_1, \ldots, \mu_k | \mu_1 \leq \ldots \leq \mu_k\}$. Consider the functions $g(\mu_i) = Y_i$ and $W(\mu_i) = \frac{n}{\theta} = w_i$, $i = 1, \ldots, k$. Then by the maximin formula, the isotonic regression of $g$ with weight $W$ is $g^*$, where

$$g^*(\mu_i) = \max_{1 \leq s \leq i} \min_{s \leq t \leq k} \frac{Y_s + \ldots + Y_t}{t - s + 1}.$$

The isotonic estimator of $\mu_i$ is denoted by $\hat{\mu}_{i:k}$, $i = 1, 2, \ldots, k$, where

$$\hat{\mu}_{i:k} = \max_{1 \leq s \leq i} \hat{\mu}_{s:k}$$

and

$$\hat{\mu}_{s:k} = \min(Y_s, \frac{Y_s + Y_{s+1}}{2}, \ldots, \frac{Y_s + \ldots + Y_k}{k-s+1}).$$

It is known that the isotonic estimators $\hat{\mu}_{i:k}$, $i = 1, \ldots, k$ are also the maximum likelihood estimators of $\mu_i$, $i = 1, 2, \ldots, k$, for the two-parameter exponential distributions.
3. Isotonic Selection Procedures

3.1. \( \mu_0 \) and \( \theta \) are known

Let us define

\[
\Omega_i = \{ \mu \in \Omega | \mu_{k-1} < \mu_0 \leq \mu_{k-1+1} \}, \quad i = 1, 2, \ldots, k-1,
\]

\[
\Omega_k = \{ \mu \in \Omega | \mu_0 \leq \mu_1 \},
\]

and

\[
\Omega_0 = \{ \mu \in \Omega | \mu_k < \mu_0 \}.
\]

Then \( \Omega_i \) are disjoint and \( \Omega = \bigcup_{i=0}^{k} \Omega_i \). Furthermore,

\[
\inf_{\mu \in \Omega} P(CS|\delta) = \min_{1 \leq i \leq k} \inf_{\mu \in \Omega_i} P(CS|\delta), \quad \text{for any } \delta,
\]

and

\[
\inf_{\mu \in \Omega} P(CS|\delta) \geq P^* \iff \inf_{\mu \in \Omega_i} P(CS|\delta) \geq P^*, \quad i = 1, 2, \ldots, k.
\]

If \( \mu_0 \) is known, no samples are drawn from \( \pi_0 \) and \( X = (X_{11}, \ldots, X_{1n}, \ldots, X_{k1}, \ldots, X_{kn}) \). We propose a selection procedure \( \delta_1^{(1)} \) as follows:

\[
(3.1) \quad \delta_1^{(1)}(x) = a(x), \quad \text{where } a(x) = \min \{ \hat{\mu}_i : k \geq \mu_0 + d_i^{(1)} \frac{\theta}{n} \},
\]

where \( \hat{\mu}_i \) is defined by (2.2) and \( d_i^{(1)} \), \( i = 1, 2, \ldots, k \) are determined to satisfy the \( P^* \)-condition.

Lemma 3.1. For any \( \mu \in \Omega_i \), \( 1 \leq i \leq k \), \( P_{\mu}(CS|\delta_1^{(1)}) \) is increasing in \( \mu_j \), \( 1 \leq j \leq k \).

Proof. If \( \mu \in \Omega_i \) then

\[
P_{\mu}(CS|\delta_1^{(1)}) = \min_{\mu} \{ \bigcup_{j=1}^{k-1} \bigcup \{ \hat{\mu}_j : k \geq \mu_0 + d_j^{(1)} \frac{\theta}{n} \} \}
\]

\[
= P_{\mu} \{ \bigcup_{j=1}^{k-1} \bigcup \{ \hat{\mu}_j : k \geq \mu_0 + d_j^{(1)} \frac{\theta}{n} \} \}
\]

\[
= E_{\mu} (I_A(x)).
\]
where \( A = \bigcup_{j=1}^{k-1+1} \bigcup_{j=1}^{r} (x_{r:k} \geq \nu_0 + d_{1:k}^{(1)} \frac{a}{n}) \).

Since \( I_A(x) \) is increasing in \((x_{j1}, \ldots, x_{jn})\), \(1 \leq j \leq k\), and the distribution of \( X_{ij} \) has stochastically increasing property, hence \( E_y(I_A(x)) \) is increasing in \( \nu_j, 1 \leq j \leq k \). This completes the proof of the lemma.

It follows from Lemma 3.1 that \( \inf \frac{P_y(\text{CS}_{i1})}{\nu \in \Omega_1} = P_y^*(\text{CS}_{i1}) \), where

\[
\nu^* = (\nu_0, \ldots, \nu_0, \ldots, \nu_0) \text{, and }
\]

\[
\inf \frac{P_y(\text{CS}_{i1})}{\nu \in \Omega_1} = \nu^* \cdot \frac{1}{r} (\sum_{j=1}^{r} X_{j})
\]

\[
= \frac{1}{r} (\sum_{j=1}^{r} X_{j})
\]

where \( Z_1, \ldots, Z_k \) are i.i.d. \( E(0,1) \).

Now \( \hat{Z}_{k-1+1:k} \) has the same distribution as \( \hat{Z}_{1:1} \). If we let

\[
V_1 = \hat{Z}_{1:1} = \min \left\{ \frac{1}{r} \sum_{j=1}^{r} Z_j \right\};
\]

then we have

\[
\inf \frac{P_y(\text{CS}_{i1})}{\nu \in \Omega_1} = P(V_1 \geq d_{1:k}^{(1)}), \quad i = 1, 2, \ldots, k
\]

and the following theorem follows.

**Theorem 3.2.** For given \( P^*(0 < P^* < 1) \), if \( d_{k-1+1:k}^{(1)} \) is the solution to the equation \( P(V_1 \geq x) = P^* \), where \( V_1 \) is defined by (3.2). Then \( \delta_{1}^{(1)} \) defined by (3.1) satisfies the \( P^* \)-condition.

**Remarks:**

1. If \( x \leq 0 \), then \( P(V_1 \geq x) = 1 \), hence we restrict our attention to \( d_{1:k}^{(1)} > 0, 1 = 1, 2, \ldots, k \).
(2) It is clear that \( d_{i:i}^{(1)} = d_{1:i}^{(1)} \) for all \( 1 \leq i \leq k \). Furthermore, 

\[ V_i \geq V_{i+1} \implies d_{i:i}^{(1)} \text{ is decreasing in } i. \]

In order to find the \( d_{i:k}^{(1)} \)'s we need to find the joint distribution of \( Z_1, Z_1+Z_2, \ldots, Z_1+\ldots+Z_i, 1 \leq i \leq k \). Theorem 3.3 gives an explicit form to find \( d_{i:k}^{(1)} \)'s.

Theorem 3.3. For \( x > 0 \), 

\[ P(V_1 > x) = e^{-ix} \sum_{j=1}^{i} b_j x^{j-1}, \ 1 \leq i \leq k, \]

where 

\[ b_j = i^{(j-2)} (i-j+1)/(j-1)! \]  

Proof. Consider the transformation \( U_1 = Z_1, U_2 = Z_1+Z_2, \ldots, U_i = Z_1+\ldots+Z_i, -u_i \)

then \( U_1, \ldots, U_i \) have joint pdf 

\[ e^{-u_1} \frac{u_1^{i-1}}{(i-1)!} - \frac{u_1^{i-2}}{(i-2)!} xdu_1 \]

Hence 

\[ P\{V_1 > x\} = \int e^{-ix} \sum_{j=1}^{i} b_j x^{j-1} \]

where \( b_j \) is defined by (3.4).

From Theorem 3.3, for \( 1 \leq i \leq k \), \( d_{k-1:i}^{(1)} \) is the solution to the equation

\[ e^{-ix} \sum_{j=1}^{i} b_j x^{j-1} = P^*, \]

where \( b_j \) is defined by (3.4).

The values of \( d_{1:i}^{(1)}(= d_{k-i+1:k}^{(1)}) \), for \( k = 1(1)20 \), and \( P^* = 0.800(0.025) \) 0.975 and 0.990 are tabulated in Table I.

3.2. \( \mu_0 \) known, \( \sigma \) unknown

If the common value of \( \sigma \) is unknown, let \( \hat{\sigma} = \sum_{i=1}^{k} \sum_{j=1}^{n} (X_{ij}-Y_{i})/v \), where \( v = k(n-1) \). Then \( 2v\hat{\sigma}/\sigma \) is distributed as chi-square with \( 2v \) degrees of
and is independent of $Y_1, \ldots, Y_k$ (see Epstein and Sobel (1954)). We propose a selection procedure $d_1^{(2)}$ by

\[(y) \quad d_1^{(2)}(y) = \epsilon(y), \quad \text{where} \quad \epsilon(y) = \min(1, k : k \geq \eta_0 + d_1^{(2)} \frac{2\nu}{n}).\]

Analogous to the proof of Theorem 3.2, we have the following result.

**Theorem 3.4.** For given $P^\ast(0 < P^\ast < 1)$, if $d_1^{(2)}$ is the solution to the equation $P(Y_1 > \frac{2\nu}{n} \cdot x) = P^\ast$, where $Y_1$ is defined by (3.2) and $2\nu/n \sim x^2_{2v}$ are independent, then $d_1^{(2)}$ defined by (3.6) satisfies the $P^\ast$-condition.

**Theorem 3.5.** For $x > 0$, $P(Y_1 > \frac{2\nu}{n} \cdot x) = \sum_{j=1}^{1} b_j (2x)^{j-1} \frac{r(vj-1)}{r(v)(1+4x)^{vj-1}}$, where $b_j$ is defined by (3.4).

**Proof.** The proof is straightforward.

**EXAMPLES:**

1. \(d_1^{(2)} \) depend on $v = k(n-1)$ and $d_1^{(2)}_{k-1+1:1} \neq d_1^{(2)}$.

2. $d_1^{(2)}$ is the solution to the equation

\[(0.7) \quad \sum_{j=1}^{1} b_j (2x)^{j-1} \frac{r(vj-1)}{r(v)(1+4x)^{vj-1}} = P^\ast, \quad x > 0, \quad \text{where} \quad b_j \text{ is defined by (2.4)}.

The values of $d_1^{(2)}$ for $P^\ast = 0.990(0.025)0.975$ and 0.990, with values from Table II, are tabulated in Table II.

**2.3.** \(y_0\) unknown, \(x_0\) known

In the case where $y_0$ is unknown, we take additional observations $X_{0j}$,

\[j = 1, 2, \ldots, n \text{ from } \nu_j \text{ and denote } y \text{ by } (x_{01}, \ldots, x_{0n}, y_1, \ldots, y_n).\]

Define $d_1^{(2)}$ of (2.2) by $d_1^{(2)} = (d_1^{(2)}_{k-1+1:1})_{n+1}$, be defined as in (2.2). We propose a
selection procedure $\delta_i^{(3)}$ by

$$(3.8) \quad \delta_i^{(3)}(x) = a_\varepsilon(x), \quad \text{where} \quad a_\varepsilon(x) = \min(i \mid x \geq \gamma_0 - d_i^{(3)} \frac{\theta}{n}).$$

**Theorem 3.6.** For given $P^* (0 < P^* < 1)$, if $d_{k-i+1:k}$ is the solution to the equation

$$(3.9) \quad \frac{1}{\sum_{j=1}^{i} b_je^{-x} \int_{-x}^{\infty} z^{j-1}e^{-(i+1)z}dz} = P^*, \quad x \leq 0,$$

or the equation

$$(3.10) \quad 1 - e^{-x} (1 - \sum_{j=1}^{i} \frac{r(j)}{(i+1)^j}) = P^*, \quad x > 0,$$

where $1 \leq i \leq k$ and $b_j$ is defined by (3.4). Then $\delta_i^{(3)}$ defined by (3.8) satisfies the $P^*$-condition.

**Proof.** If $y \in Q_1, P_y(CS|\delta_i^{(3)})$ is increasing in $\nu_j, 1 \leq j \leq k$ and is decreasing in $\nu_0$. Hence

$$\inf_{y \in \Omega_1} P_y(CS|\delta_i^{(3)}) = \inf_{y \in \Omega_1} P_y^*(CS|\delta_i^{(3)}),$$

where $y^* = (\nu_0, \ldots, \nu_0, \ldots, \nu_0, \ldots, \nu_0)$, with $i$ terms

and is independent of $\nu_0$. Therefore

$$\inf_{y \in \Omega_1} P_y(CS|\delta_i^{(3)}) = P(V_i \geq Z_0 - d_{k-i+1:k}^{(3)}$$

$$= \begin{cases} \frac{1}{\sum_{j=1}^{i} b_je^{-x} \int_{-x}^{\infty} z^{j-1}e^{-(i+1)z}dz}, & \text{if } d_{k-i+1:k}^{(3)} < 0 \\ 1 - e^{-(i+1)z} (1 - \sum_{j=1}^{i} \frac{r(j)}{(i+1)^j}), & \text{if } d_{k-i+1:k}^{(3)} > 0 \end{cases}.$$
Remarks:

(1) If \( d_{k-i+1:k}^{(3)} \leq 0 \), then \( P(V_i \geq Z_0 - d_{k-i+1:k}^{(3)}) \leq P(V_i \geq Z_0) \leq P(V_i \geq Z_0) = 1/2 \).

Hence, for \( P^* > 1/2 \), there is no solution in the case when \( d_{k-i+1:k}^{(3)} \leq 0 \). We should restrict attention to \( d_{k-i+1:k}^{(3)} > 0 \) and use the equation (3.10) or

\[
 d_{k-i+1:k}^{(3)} = -\ln((1-P^*)/(1 - \sum_{j=1}^{i} b_j r(j)/(i+1)^j)).
\]

The values of \( d_{i:k}^{(3)} \), for \( k = 1(1)20 \), and \( P^* = 0.800(0.025)0.975 \) and 0.990 are tabulated in Table III.

(2) \( d_{k-i+1:k}^{(3)} = d_{1:1}^{(3)} \) is increasing in \( i, 1 \leq i \leq k \).

(3) If \( P^* > 1/2 \), then \( 0 < (1-P^*)/(1 - \sum_{j=1}^{i} b_j r(j)/(i+1)^j) < 1 \) and hence

\[
 d_{k-i+1:k}^{(3)} > 0.
\]

(4) \[
 \int_{x}^{\infty} e^{-(i+1)z} dz = \frac{r(j)}{(i+1)^j} \sum_{i=0}^{j-1} \frac{((i+1)x)^i}{i!} e^{-(i+1)x}, \quad x > 0.
\]

If \( d_{k-i+1:k}^{(3)} \leq 0 \), then \( -d_{k-i+1:k}^{(3)} \) is the solution to the equation

\[
 (\sum_{i=0}^{j} b_j r(j)/(i+1)^j) \sum_{i=0}^{j-1} \frac{((i+1)x)^i}{i!} e^{-(i+1)x} = P^*, \quad x > 0.
\]

3.4. \( \mu \) unknown, \( \theta \) unknown

We define a selection procedure \( \delta_1^{(4)} \) by

\[
 \delta_1^{(4)}(\chi) = a_\epsilon(\chi), \text{ where } \epsilon(\chi) = \min(i|\hat{x}_i:k \geq Y_0 - d_{i:k}^{(4)} \frac{2v_1 \hat{\delta}_1}{n}),
\]

where \( v_1 = (k+1)(n-1) \), \( \hat{\delta}_1 = \frac{k}{i=0} \sum_{j=1}^{n} (X_{ij} - Y_i)/v_1 \).

Theorem 3.7. For given \( P^*(0 < P^* < 1) \), if \( d_{k-i+1:k}^{(4)} \) is the solution to the equation
or the equation

\[(3.14) \quad 1 - \left(1 - \sum_{j=1}^{i} b_j \frac{r(j)}{(i+1)} \right)(1+2x)^{-v_1} = p^*, \quad x > 0,\]

where \(b_j\) is defined by (3.4). Then \(\delta^1\) defined by (3.12) satisfies the \(p^*\)-condition.

Proof. \(\inf_{\mu \in \Omega_4} P(C | \delta^1) = P(V_i \geq Z_0 - d_{k-1+1:k}^{(4)} - \frac{2\sqrt{\frac{1}{n}}}{2})\)

\[= \begin{cases} \sum_{j=0}^{i} b_j \frac{r(j)}{(i+1)} \sum_{x=0}^{j-1} (1+2x)^{-v_1} & \text{if } d_{k-1+1:k}^{(4)} \leq 0 \\ 1 - \left(1 - \sum_{j=1}^{i} b_j \frac{r(j)}{(i+1)} \right)(1+2d_{k-1+1:k}^{(4)})(1+2x)^{-v_1} & \text{if } d_{k-1+1:k}^{(4)} > 0. \end{cases}\]

Remark: If \(d_{k-1+1:k}^{(4)} \leq 0\), then \(\inf_{\mu \in \Omega_4} P(C | \delta^1) \leq 1/2\). Hence, if \(p^* > 1/2\), \(d_{k-1+1:k}^{(4)}\) is the solution to the equation (3.14) or

\[d_{k-1+1:k}^{(4)} = \{(1-p^*)/(1-\sum_{j=1}^{i} b_j \frac{r(j)}{(i+1)} \})^{-1/2}\]

The values of \(d_{k-1+1:k}^{(4)}\) for \(k = 2, 1, \ldots, 6\), \(p^* = 0.900(0.025)0.975\) and \(0.990\), with common sample size \(n = 5(5)20\) are tabulated in Table IV.

4. Some Other Proposed Selection Procedures

4.1. \(\mu_0\) and \(\theta\) known

(1) In Section 3.1, if we take \(d = d_1^{(1)}\) and define a selection procedure \(\delta_2^{(1)}\) by

\[(4.1) \quad \delta_2^{(1)}: \text{Select } \pi_i \text{ iff } \hat{\lambda}_{i:k} \geq \mu_0 + d_{k-1+1:k}^{(4)} \frac{\theta}{n}, \quad i = 1, 2, \ldots, k.\]
Since \( d'_{(1)} = \min_{1 \leq i \leq k} d_{(i)} \), it is easy to see that \( \inf_{\mu \in \Omega} P(\text{CS} | \delta'_{(1)}(\mu)) \geq P^* \).

Furthermore, \( \hat{x}_{i:k} \geq \hat{x}_{j:k} \) for \( i > j \) implies \( \delta'_{(1)}(\mu) \) is an isotonic selection procedure.

(2) Let \( \hat{x}_{j} = \max(Y_1, \ldots, Y_j), 1 \leq j \leq k \) and define a selection procedure \( \delta_{(1)}^{(3)} \) by

\[
\delta_{(1)}^{(3)}(X) = \epsilon(X), \text{ where } \epsilon(X) = \min\{i | \hat{x}_i \geq \nu_0 + d_i \frac{\theta}{n}\}.
\]

Then, for any \( i, 1 \leq i \leq k \)

\[
\inf_{\mu \in \Omega} P(\text{CS} | \delta_{(1)}^{(3)}(\mu)) = P(Z_{k-i+1} \geq d_{k-i+1}) = e^{-d_{k-i+1}}.
\]

If \( d_{k-i+1} = -\ln P^* \) for all \( i \), then \( \delta_{(1)}^{(3)}(\mu) \) satisfies the \( P^* \)-condition.

Remark: \( \delta_{(1)}^{(3)}(\mu) \) is equivalent to:

\( \delta_{(1)}^{(3)}(\mu) \): Select \( \pi_i \) iff \( \hat{x}_i \geq \nu_0 - \ln P^* \frac{\theta}{n}, \quad i = 1, 2, \ldots, k. \)

(3) Gupta and Sobel (1958) proposed a selection procedure without assuming any ordering prior. If we define a similar selection procedure \( \delta_{(1)}^{(4)}(\mu) \) by

\[
\delta_{(1)}^{(4)}(X) = Y_i, \text{ where } Y_i = \nu_0 + d \frac{\theta}{n}, \quad i = 1, 2, \ldots, k.
\]

then

\[
\inf_{\mu \in \Omega} P(\text{CS} | \delta_{(1)}^{(4)}(\mu)) = e^{-d}, \quad \text{if } d > 0.
\]

Hence

\[
\inf_{\mu \in \Omega} P(\text{CS} | \delta_{(1)}^{(4)}(\mu)) = e^{-kd} \text{ and } d = -\frac{1}{k} \ln P^*.
\]

Note that the selection procedure \( \delta_{(1)}^{(4)}(\mu) \) is not isotonic.

4.2. \( \nu_0 \) known, \( \theta \) unknown

(1) Similar to Section 3.2, we can define a selection procedure \( \delta_{(2)}^{(2)}(\mu) \) by
(4.4) \( \delta_2^{(2)} \): Select \( \pi_i \) iff \( \hat{X}_{1:k} \geq u_0 + d \frac{2v\hat{\theta}}{n}, \) \( i = 1,2,\ldots,k, \)
where \( d = d_1^{(2)}. \)

(2) We define a selection procedure \( \delta_3^{(2)} \) by

(4.5) \( \delta_3^{(2)} \): Select \( \pi_i \) iff \( \hat{X}_i \geq u_0 + d \frac{2v\hat{\theta}}{n}, \) \( i = 1,2,\ldots,k, \)
where \( d = \frac{((p^*)^{-1/v}-1)/2.}{} \)

(3) We define a selection procedure \( \delta_4^{(2)} \) by

(4.6) \( \delta_4^{(2)} \): Select \( \pi_i \) iff \( Y_i \geq u_0 + d \frac{2v\theta}{n}, \) \( i = 1,2,\ldots,k, \)
where \( d = \frac{((p^*)^{-1/v}-1)/2k.}{} \)

Then \( \delta_i^{(2)}, i = 2,3,4 \) satisfy the \( p^* \)-condition.

4.3. \( u_0 \) unknown, \( \theta \) known

(1) If we define \( \delta_2^{(3)} \) by

(4.7) \( \delta_2^{(3)} \): Select \( \pi_i \) iff \( \hat{X}_{1:k} \geq Y_0 - d \frac{\theta}{n^*}, \) \( i = 1,2,\ldots,k, \)
where \( d = d_1^{(3)}. \)

(2) If we define \( \delta_3^{(3)} \) by

(4.8) \( \delta_3^{(3)} \): Select \( \pi_i \) iff \( \hat{X}_i \geq Y_0 - d \frac{\theta}{n^*}, \) \( i = 1,2,\ldots,k, \)
where

\[
\begin{align*}
    d &= \begin{cases} \
        \frac{\ln 2p^*}{2}, & \text{if } p^* \leq 1/2 \\
        -\ln 2(1-p^*), & \text{if } p^* > 1/2.
    \end{cases}
\end{align*}
\]

(3) If we define \( \delta_4^{(3)} \) by

(4.9) \( \delta_4^{(3)} \): Select \( \pi_i \) iff \( Y_i \geq Y_0 - d \frac{\theta}{n^*}, \) \( i = 1,2,\ldots,k, \)
where
\[ d = \begin{cases} \frac{1}{k} \ln (k+1)P^* , & \text{if } P^* \leq \frac{1}{k+1} \\ -\frac{1}{k} \ln \frac{k+1}{k} (1-P^*) , & \text{if } P^* > \frac{1}{k+1}. \end{cases} \]

Then \( \delta^{(3)}_i \), \( i = 2,3,4 \) satisfy the \( P^* \)-condition.

### 4.4. \( \nu_0 \) unknown, \( \theta \) unknown

1. We define \( \delta^{(4)}_2 \) by

\[ (4.10) \quad \delta^{(4)}_2 \text{ Select } \pi_i \text{ iff } \hat{X}_{i:k} \geq Y_0 - \frac{2v_1\hat{\delta}_1}{n}, \quad i = 1,2,\ldots,k, \]

where \( d = d^{(4)}_{1:k} \).

2. We define \( \delta^{(4)}_3 \) by

\[ (4.11) \quad \delta^{(4)}_3 \text{ Select } \pi_i \text{ iff } X_i \geq Y_0 - d_{1:k}, \quad i = 1,2,\ldots,k, \]

where

\[ d = \begin{cases} (1-(2P^*))^{-1/v_1}/2 , & \text{if } P^* \leq \frac{1}{2} \\ \left\{ (2(1-P^*))^{-1/v_1}-1 \right\}/2 , & \text{if } P^* > \frac{1}{2}. \end{cases} \]

3. We define \( \delta^{(4)}_4 \) by

\[ (4.12) \quad \delta^{(4)}_4 \text{ Select } \pi_i \text{ iff } Y_i \geq Y_0 - d_{1:k}, \quad i = 1,2,\ldots,k, \]

where

\[ d = \begin{cases} (1-((k+1)P^*))^{-1/v_1}/2k , & \text{if } P^* \leq \frac{1}{k+1} \\ \left\{ (\frac{k+1}{k})(1-P^*) \right\}^{-1/v_1}-1}/2 \right\}/2 , & \text{if } P^* > \frac{1}{k+1}. \end{cases} \]

Then \( \delta^{(4)}_i \), \( i = 2,3,4 \) satisfy the \( P^* \)-condition.
5. **Expected Number (Size) of Bad Populations in the Selected Subset**

In this section, we assume that $\nu_0$ and $\theta$ are known. Let $E(S'| \delta)$ denote the expected number of bad populations in the selected subset when the selection procedure $\delta$ is used. For the procedure satisfying the $P^*$-condition, usually we want the procedure with small expected number of bad populations in the selected subset. For procedure $\delta_1^{(1)}$ we have the following theorem:

**Theorem 5.1.** For any $J, 0 \leq J \leq k$, $\sup_{u \in \Omega_{k-j}} E(S'| \delta_1^{(1)})$

\[
= \sum_{r=1}^{J} P \left\{ \bigcup_{h=1}^{r} \{ Z_{h:j} \geq d_{h:k}^{(1)} \} \right\},
\]

where $Z_{h:j}$ is defined as in (2.3) and $Z_1, \ldots, Z_k$ are i.i.d. $E(0,1)$.

**Proof.** For any $J, 0 \leq J \leq k$, if $u \in \Omega_{k-j}$, we have

\[
E(S'| \delta_1^{(1)}) = \sum_{r=1}^{J} P \left\{ \bigcup_{h=1}^{r} \{ X_{h:k} \geq \nu_0 + d_{h:k}^{(1)} \} \right\}.
\]

Using the property similar to Lemma 3.1, we have

\[
\sup_{u \in \Omega_{k-j}} E(S'| \delta_1^{(1)}) = \sum_{r=1}^{J} P \left\{ \bigcup_{h=1}^{r} \{ Z_{h:j} \geq d_{h:k}^{(1)} \} \right\},
\]

where $u^{**} = (\nu_0, \nu_0, \ldots, \nu_0, \nu_0, \ldots, \nu_0)$. $j$ terms

For procedure $\delta_2^{(1)}$, it is easy to show that

\[
\sup_{u \in \Omega_{k-j}} E(S'| \delta_2^{(1)}) = \sum_{r=1}^{J} P \left\{ \bigcup_{h=1}^{r} \{ Z_{h:j} \geq d_{h:k}^{(1)} \} \right\}
\]

and
\[
\sup_{\Omega_{k-j}} E(S'_i|\delta^{(1)}_j) \leq \sup_{\Omega_{k-j}} E(S'_i|\delta^{(1)}_2), \text{ for } 0 \leq j \leq k.
\]
Hence \( \delta^{(1)}_1 \) is uniformly better than \( \delta^{(1)}_2 \). Furthermore,
\[
\sup_{\Omega} E(S'_i|\delta^{(1)}_2) = \sup_{\Omega_0} E(S'_i|\delta^{(1)}_2), \text{ since}
\]
\[
\frac{1}{r+1} \sum_{r=1}^{j+1} \sum_{h=1}^{J+1} P(U \{Z_h:j+1 \geq d\}) \geq \frac{1}{r+2} \sum_{h=2}^{J+1} P(U \{Z_h:j+1 \geq d\})
\]
\[
= \frac{1}{r} \sum_{h=1}^{J+1} P(U \{Z_h:j \geq d\}).
\]

For procedure \( \delta^{(1)}_3 \), we have the following theorem:

**Theorem 5.2.** For any \( j, 0 \leq j \leq k \),\( \sup_{\Omega_{k-j}} E(S'_i|\delta^{(1)}_3) = J-q(1-q^j)/p^* \) and \( \sup_{\Omega} E(S'_i|\delta^{(1)}_3) = k-q(1-q^k)/p^* \), where \( q = 1-p^* \).

**Proof.** \( \sup_{\Omega_{k-j}} E(S'_i|\delta^{(1)}_3) = \sup_{\Omega_{k-j}} \sum_{j=1}^{J} P(\max_{1 \leq s \leq r} Y_s \geq y_{0+d}^J/n) \)
\[
= \frac{1}{r} \sum_{r=1}^{J} P(\max_{1 \leq s \leq r} Z_s < d) = J-q(1-q^J)/p^*,
\]
and \( \sup_{\Omega_{k-j}} E(S'_i|\delta^{(1)}_3) \) is increasing in \( J \).

In order to compare the procedures \( \delta^{(1)}_1 \) and \( \delta^{(1)}_3 \), we need the following lemma:

**Lemma 5.3.** For \( i = 1, \ldots, k \), let \( A_i = (\hat{Z}_{i:k} \geq d^{(1)}_{i:k}) \), then
\[
P(\bigcup_{i=1}^{J} A_i \cap A_{j+1}) > P(\bigcup_{i=1}^{J} A_i)p^* \text{ for all } J, 1 \leq J \leq k-1, k \geq 2.
\]
Proof. If \( z_{j+1:k} \geq d_{j+1:k}^{(1)} \) and \( z_{i:j} \geq d_{i:k}^{(1)} \) for some \( i, 1 \leq i \leq j \), then
\[
\frac{z_{1} + \ldots + z_{k}}{k-j+1} = \frac{(j-1)(z_{1} + \ldots + z_{j})/(j-j) + (z-j)(z_{j+1} + \ldots + z_{k})/(z-j)}{j-1+1} \geq \frac{(j-1+d_{i:k}^{(1)}) + (z-j)d_{i:k}^{(1)}}{j-1+1} = d_{i:k}^{(1)} \text{ for } j+1 \leq z \leq k.
\]

Hence
\[
P(\bigcup_{i=1}^{j} A_{i} \cap A_{j+1}) = P(\bigcup_{i=1}^{j} z_{i:j} \geq d_{i:k}^{(1)} \cap A_{j+1})
\]
\[
= P(\bigcup_{i=1}^{j} z_{i:j} \geq d_{i:k}^{(1)}) P(A_{j+1})
\]
\[
> P(\bigcup_{i=1}^{j} A_{i}) P^{*}.
\]

Theorem 5.4. For all \( k \geq 2 \), \( \sup_{\mu \in \Omega_0} E(S' | \delta_1^{(1)}) \leq \sup_{\mu \in \Omega_0} E(S' | \delta_3^{(1)}) \).

Proof. By Lemma 5.3 and the induction principle, we have
\[
P(\bigcup_{i=1}^{j} A_{i}) \leq 1-(1-P^{*})^{j} \text{ for all } j, 1 \leq j \leq k.
\]
Hence
\[
\sup_{\mu \in \Omega_0} E(S' | \delta_1^{(1)}) = \sum_{r=1}^{k} \sum_{h=1}^{r} P(\bigcup_{i=1}^{h} z_{i:h} \geq d_{i:h}^{(1)})
\]
\[
\leq \sum_{r=1}^{k} (1-(1-P^{*})^{r}) = \sup_{\mu \in \Omega_0} E(S' | \delta_3^{(1)}).
\]

Remark: Theorem 5.4 tells us that procedure \( \delta_1^{(1)} \) is better than \( \delta_3^{(1)} \) in the sense that in \( \Omega_0 \) it tends to select smaller number of bad populations, however, procedure \( \delta_1 \) is not uniformly better than \( \delta_3^{(1)} \).
In order to compare the procedures $\delta_3^{(1)}$ and $\delta_4^{(1)}$, we need the following lemma.

**Lemma 5.5.** $k(1-(p^*)^{1/k}) < -\ln p^*$, $0 < p^* < 1$.

**Proof.** Let $f(k) = k(1-(p^*)^{1/k})$, then

$$f'(k) = 1-(p^*)^{1/k} + \frac{1}{k} \frac{\ln p^*}{(p^*)^{1/k}}.$$ 

$f'(k) > 0$ iff $-\frac{1}{k} \ln p^* > \ln(1 - \frac{\ln p^*}{k})$.

The result follows since $-\frac{1}{k} \ln p^* > 0$ and $\lim_{k \to \infty} k(1-(p^*)^{1/k}) = -\ln p^*$.

**Theorem 5.6.** If $k \geq 2$ and $p^* > 1/2$, then $\sup_{\mu \in \mathbb{P}} E(S|\delta_3^{(1)}) < \sup_{\mu \in \mathbb{P}} E(S|\delta_4^{(1)})$.

**Proof.** It is easy to show that $\sup_{\mu \in \mathbb{P}} E(S|\delta_4^{(1)}) = j(p^*)^{1/k}$ and hence $\sup_{\mu \in \mathbb{P}} E(S|\delta_4^{(1)}) = k(p^*)^{1/k}$.

$$\sup_{\mu \in \mathbb{P}} E(S|\delta_4^{(1)}) < \sup_{\mu \in \mathbb{P}} E(S|\delta_4^{(1)}) \text{ iff }$$

$$k(1-(p^*)^{1/k}) < (1-p^*)(1-(1-p^*)^k)/p^*.$$ 

If $p^* > 1/2$, then $-\ln p^* < (1-p^*)(2-p^*)$. By Lemma 5.5, we have

$$k(1-(p^*)^{1/k}) < -\ln p^*.$$ 

$$\sup_{\mu \in \mathbb{P}} E(S|\delta_3^{(1)}) < \sup_{\mu \in \mathbb{P}} E(S|\delta_4^{(1)})$$ 

since

$$(1-p^*)(2-p^*) = (1-p^*)(1-(1-p^*)^k)/p^*$$ 

$<(1-p^*)(1-(1-p^*)^k)/p^*.$$ 

**Remark:** Theorem 5.6 tells us that procedure $\delta_3^{(1)}$ is uniformly better than procedure $\delta_4^{(1)}$. 

Table 1

Table of $d_{1:k}^{(1)}$ values associated with procedure $d_{1}^{(1)}$.

<table>
<thead>
<tr>
<th>$d_{1:k}^{(1)}$</th>
<th>0.990</th>
<th>0.975</th>
<th>0.950</th>
<th>0.925</th>
<th>0.900</th>
<th>0.875</th>
<th>0.850</th>
<th>0.825</th>
<th>0.800</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0100</td>
<td>0.0253</td>
<td>0.0512</td>
<td>0.0779</td>
<td>0.1053</td>
<td>0.1335</td>
<td>0.1625</td>
<td>0.1923</td>
<td>0.2231</td>
</tr>
<tr>
<td>2</td>
<td>0.0250</td>
<td>0.0500</td>
<td>0.0752</td>
<td>0.1006</td>
<td>0.1261</td>
<td>0.1520</td>
<td>0.1781</td>
<td>0.2046</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0250</td>
<td>0.0500</td>
<td>0.0752</td>
<td>0.1000</td>
<td>0.1252</td>
<td>0.1504</td>
<td>0.1757</td>
<td>0.2012</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0250</td>
<td>0.0500</td>
<td>0.0752</td>
<td>0.1000</td>
<td>0.1252</td>
<td>0.1504</td>
<td>0.1752</td>
<td>0.2004</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.0250</td>
<td>0.0500</td>
<td>0.0752</td>
<td>0.1000</td>
<td>0.1252</td>
<td>0.1504</td>
<td>0.1750</td>
<td>0.2001</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0249</td>
</tr>
<tr>
<td>7-20*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The "-" in Table I means that the value is the same as the preceding one in the same column.

* For $k = 7(1)20$, values of $d_{1:k}^{(1)}$ are the same for any given $P^*$ in the above table.
Table II

Table of $d_{i:k}^{(2)}$ values associated with procedure $d_{i}^{(2)}$.

<table>
<thead>
<tr>
<th></th>
<th>$n = 5$</th>
<th></th>
<th>$n = 10$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.990</td>
<td>0.975</td>
<td>0.950</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.0006</td>
<td>0.0015</td>
<td>0.0031</td>
<td>0.0047</td>
</tr>
<tr>
<td>2</td>
<td>0.0004</td>
<td>0.0010</td>
<td>0.0020</td>
<td>0.0031</td>
</tr>
<tr>
<td></td>
<td>0.0003</td>
<td>0.0007</td>
<td>0.0015</td>
<td>0.0023</td>
</tr>
<tr>
<td>1</td>
<td>0.0003</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.0002</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.0006</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.0012</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0.0018</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>0.0025</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0.0006</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.0012</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.0018</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.0025</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0.0031</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>0.0006</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The "-" in Table II means that the value is the same as the preceding one in the same column.
Table II (continued)

Table of \(d_{(2)}^{(2)}\) values associated with procedure \(e_{(2)}^{(2)}\).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(p^*)</th>
<th>(n = 15)</th>
<th>(n = 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.990</td>
<td>0.975</td>
<td>0.950</td>
<td>0.925</td>
</tr>
<tr>
<td>2</td>
<td>.0001</td>
<td>.0004</td>
<td>.0008</td>
</tr>
<tr>
<td>3</td>
<td>.0001</td>
<td>.0002</td>
<td>.0005</td>
</tr>
<tr>
<td>4</td>
<td>.0001</td>
<td>.0003</td>
<td>.0006</td>
</tr>
<tr>
<td>5</td>
<td>.0000</td>
<td>.0001</td>
<td>.0003</td>
</tr>
<tr>
<td>6</td>
<td>.0000</td>
<td>.0001</td>
<td>.0002</td>
</tr>
</tbody>
</table>

The "-" in Table II means that the value is the same as the preceding one in the same column.
Table III

Table of $d^{(3)}$ values associated with procedure $\delta^{(3)}_t$.

<table>
<thead>
<tr>
<th>$d^{(3)}_{1:k}$</th>
<th>$p^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>0.990</td>
</tr>
<tr>
<td>1</td>
<td>3.9121</td>
</tr>
<tr>
<td>2</td>
<td>4.0574</td>
</tr>
<tr>
<td>3</td>
<td>4.0783</td>
</tr>
<tr>
<td>4</td>
<td>4.0913</td>
</tr>
<tr>
<td>5</td>
<td>4.0913</td>
</tr>
<tr>
<td>6</td>
<td>4.1001</td>
</tr>
<tr>
<td>7</td>
<td>4.1065</td>
</tr>
<tr>
<td>8</td>
<td>4.1113</td>
</tr>
<tr>
<td>9</td>
<td>4.1151</td>
</tr>
<tr>
<td>10</td>
<td>4.1182</td>
</tr>
<tr>
<td>11</td>
<td>4.1207</td>
</tr>
<tr>
<td>12</td>
<td>4.1228</td>
</tr>
<tr>
<td>13</td>
<td>4.1246</td>
</tr>
<tr>
<td>14</td>
<td>4.1262</td>
</tr>
<tr>
<td>15</td>
<td>4.1275</td>
</tr>
<tr>
<td>16</td>
<td>4.1287</td>
</tr>
<tr>
<td>17</td>
<td>4.1297</td>
</tr>
<tr>
<td>18</td>
<td>4.1306</td>
</tr>
<tr>
<td>19</td>
<td>4.1314</td>
</tr>
<tr>
<td>20</td>
<td>4.1322</td>
</tr>
</tbody>
</table>
### Table IV

Table of $a_{i;k}^{(4)}$ values associated with procedure $e_{i}^{(4)}$.

<table>
<thead>
<tr>
<th>$p^*$</th>
<th>$n = 5$</th>
<th>$n = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.990</td>
<td>0.975</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.1989</td>
<td>0.1475</td>
</tr>
<tr>
<td></td>
<td>0.1926</td>
<td>0.1418</td>
</tr>
<tr>
<td></td>
<td>0.1444</td>
<td>0.1086</td>
</tr>
<tr>
<td></td>
<td>0.1428</td>
<td>0.1070</td>
</tr>
<tr>
<td></td>
<td>0.1386</td>
<td>0.1030</td>
</tr>
<tr>
<td></td>
<td>0.1131</td>
<td>0.0857</td>
</tr>
<tr>
<td></td>
<td>0.1125</td>
<td>0.0861</td>
</tr>
<tr>
<td></td>
<td>0.1113</td>
<td>0.0839</td>
</tr>
<tr>
<td></td>
<td>0.1081</td>
<td>0.0808</td>
</tr>
<tr>
<td></td>
<td>0.0930</td>
<td>0.0708</td>
</tr>
<tr>
<td></td>
<td>0.0927</td>
<td>0.0705</td>
</tr>
<tr>
<td></td>
<td>0.0921</td>
<td>0.0700</td>
</tr>
<tr>
<td></td>
<td>0.0912</td>
<td>0.0690</td>
</tr>
<tr>
<td></td>
<td>0.0886</td>
<td>0.0665</td>
</tr>
<tr>
<td></td>
<td>0.0786</td>
<td>0.0603</td>
</tr>
<tr>
<td></td>
<td>0.0787</td>
<td>0.0601</td>
</tr>
<tr>
<td></td>
<td>0.0784</td>
<td>0.0598</td>
</tr>
<tr>
<td></td>
<td>0.0780</td>
<td>0.0594</td>
</tr>
<tr>
<td></td>
<td>0.0772</td>
<td>0.0586</td>
</tr>
<tr>
<td></td>
<td>0.0780</td>
<td>0.0565</td>
</tr>
</tbody>
</table>
Table IV (continued)

Table of $d^{(4)}_{1:k}$ values associated with procedure $\delta^{(4)}_1$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.990</td>
<td>0.975</td>
</tr>
<tr>
<td>$k$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.0502</td>
<td>.0384</td>
</tr>
<tr>
<td>2</td>
<td>.0489</td>
<td>.0370</td>
</tr>
<tr>
<td>3</td>
<td>.0376</td>
<td>.0289</td>
</tr>
<tr>
<td>4</td>
<td>.0372</td>
<td>.0285</td>
</tr>
<tr>
<td>5</td>
<td>.0362</td>
<td>.0275</td>
</tr>
<tr>
<td></td>
<td>.0300</td>
<td>.0230</td>
</tr>
<tr>
<td>1</td>
<td>.0299</td>
<td>.0231</td>
</tr>
<tr>
<td>2</td>
<td>.0296</td>
<td>.0227</td>
</tr>
<tr>
<td>3</td>
<td>.0288</td>
<td>.0219</td>
</tr>
<tr>
<td>4</td>
<td>.0250</td>
<td>.0193</td>
</tr>
<tr>
<td>5</td>
<td>.0249</td>
<td>.0192</td>
</tr>
<tr>
<td>6</td>
<td>.0248</td>
<td>.0191</td>
</tr>
<tr>
<td>4</td>
<td>.0245</td>
<td>.0189</td>
</tr>
<tr>
<td>5</td>
<td>.0239</td>
<td>.0182</td>
</tr>
<tr>
<td>6</td>
<td>.0214</td>
<td>.0166</td>
</tr>
<tr>
<td>2</td>
<td>.0214</td>
<td>.0165</td>
</tr>
<tr>
<td>3</td>
<td>.0213</td>
<td>.0164</td>
</tr>
<tr>
<td>4</td>
<td>.0212</td>
<td>.0163</td>
</tr>
<tr>
<td>5</td>
<td>.0210</td>
<td>.0161</td>
</tr>
<tr>
<td>6</td>
<td>.0204</td>
<td>.0156</td>
</tr>
</tbody>
</table>
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The problem of selecting populations, from two-parameter exponential populations, which are better than a standard under an ordering prior is investigated. If the negative exponential distribution is the model for lifetime, then the problem is to select all those populations for which the guarantee lifetimes are larger than that of a standard. Comparisons of these procedures based on the expected number of bad populations in the selected subset is investigated. Tables of associated constants for the proposed procedures are given in Table I through Table IV.