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Abstract

In this paper, the concept of "inherent deadlock" in distributed programs is defined. Several algorithms for detecting inherent deadlocks are given.

1. Introduction

Deadlock prevention is crucial in distributed programs. In order to ensure the correctness of a distributed program, we must avoid the occurrence of the deadlock in its execution. Unfortunately, the deadlock problem in distributed program is undecidable, as the halting problem in the sequential problem. However, partial solutions to the deadlock problem exist. In this paper, we shall investigate the detection of inherent deadlocks in distributed programs.

There are many models for distributed programs. In this paper, we shall use the model of Communicating Sequential Processes (CSP) developed by Hoare [1, 2, 3]. In section 2 we develop some simplifications and abstractions of CSP and define the concept of "inherent deadlock". Then we solve its decision problem.

In section 3 we define the concept of D-execution, and obtain a sufficient condition and a corresponding algorithm for detecting inherent deadlock.

In section 4 and 5 we introduce the concept "matching number" as the foundation for obtaining two sufficient conditions for detecting inherent deadlock. Then we reduce these conditions to the solvability of some kind of indeterminate equation and give its decision algorithm.

2. The Inherent Deadlock and Its Decision Algorithm

Some simplifications and abstractions of CSP will be given first in this section.

DEFINITION 2.1. The Commands of CSP are given as follows:

1. skip command (SK) : skip
2. assignment command (AS) : x := e, where x is a variable and e is an expression.
3. input/output command (IO) : send command : A!e
   receive command : A?x

DEFINITION 2.2. The Statements of CSP are defined as follows:

1. SK statement : SK command
2. AS statement : AS command
3. IO statement : IO command
4. sequence statement : S1 ; ... ; Sn, where S1, ..., Sn are statements
5. parallel statement : [A1:: S1 ; ... ; An:: Sn] where S1 ; ... ; Sn are statements
called processes, and A1 is the label of S1, i=1,...,n
6. alteration (AL) statement:
   [b1, c1 - S1 ; ... ; 0 bn, cn - Sn]
   where bi is a boolean expression and ci is either an SK command or an IO command.
b1, ci is called a guard
7. repetition (RE) statement:
   *[b1, c1 - S1 ; ... ; 0 bn, cn - Sn]

DEFINITION 2.3. A Program is a statement.

EXAMPLE 1, program P:

[A1:: *[b1, A2!e1 - S1] ; A2?x1 ; A3!e1'
 || A2:: *[b2, A3!e2 - S2] ; A3?x2' ; A1!e2
 || A3:: A1?x3 ; A2!e3]

In order to describe the execution states of a program, we introduce a special symbol @ inserted in the program. S@ means that the statement S is ready for execution, and S@ means that the execution of S has terminated.

DEFINITION 2.4 A configuration is a program to which a number of special symbol @ have been inserted.

DEFINITION 2.5 The following formulas are called simple formulas:

1. $S \rightarrow S$, where S is an AS or SK statement.
2. $@[A1:: S1 ; ... ; An:: Sn] \Rightarrow [A1:: S1 ; ... ; !; An:: Sn]
3. $[A1:: S1 ; ... ; !; An:: Sn] \Rightarrow [A1:: S1 ; ... ; !; An:: Sn]
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DEFINITION 2.6 The following formulas are called communication formulas relative to the corresponding 10 commands:

1. \( S \rightarrow S' \), where \( S \) is an 0 statement
2. \([... \text{ 0 bi, ci} \rightarrow S1 \text{ 0} ... ]\)

where \( \text{ci} \) is an IO command
3. \([... \text{ 0 bi, ci} \rightarrow S1 \text{ 0} ... ]\)

where \( \text{ci} \) is an IO command

Definition 2.7. Two commands are called matching commands, if the following conditions are satisfied:

1. One of them is a send command, and the other is a receive command.
2. Each command of them is within the process addressed by the other command respectively.
3. The variable \( x \) and the expression \( e \) are of the same type.

For instance, in example 1, \( \text{A2!e1 in A1 and A1!x2 in A2 are matching commands, A3!e1' in A1 and A1!x3 in A3 are matching commands, and so on.} \)

DEFINITION 2.8. A configuration \( v \) is said to be deduced from \( u \), denoted by \( u \rightarrow v \), if either of the following conditions is satisfied:

1. \( v \) is the result of replacing all occurrences of \( A \) in \( u \) by \( B \), where \( A \rightarrow B \) is a simple formula.
2. There are two matching IO commands in \( u \), and \( v \) is obtained from \( u \) by simultaneous application of the communication formulas relative to these two commands.

DEFINITION 2.9. A configuration \( u \) is said to be a last configuration, if there does not exist a configuration \( v \) such that \( u \rightarrow v \).

DEFINITION 2.10. A sequence of configurations \( u_1, ..., u_n \) is said to be an execution of a program \( P \), if the following conditions are satisfied:

1. \( u_1 \rightarrow S \)
2. \( u_i \rightarrow u_{i+1}, i = 1, ..., n-1 \)
3. \( u_n \) is a last configuration.

Let us consider the configurations of the program in example 1:

\( u_1 \) : 
\[ A1 : = [ b1, A2!el \rightarrow S1 ] ; A2!x1 ; A3!e1' \]

\( u_2 \) :
\[ A1 : = [ b1, A2!el \rightarrow S1 ] ; A2!x1 ; A3!e1' \]
\[ A2 : = [ b2, A3!x2 \rightarrow S2 ] ; A3!x2' ; A1!e2 \]
\[ A3 : = [ \text{A1!x3} ; A2!e3 ] \]

\( u_3 \) :
\[ A1 : = [ b1, A2!el \rightarrow S1 ] ; A2!x1 ; A3!e1' \]
\[ A2 : = [ b2, A3!x2 \rightarrow S2 ] ; A3!x2' ; A1!e2 \]
\[ A3 : = [ \text{A1!x3} ; A2!e3 ] \]

\( u_4 \) :
\[ A1 : = [ b1, A2!el \rightarrow S1 ] ; A2!x1 ; A3!e1' \]
\[ A2 : = [ b2, A3!x2 \rightarrow S2 ] ; A3!x2' ; A1!e2 \]
\[ A3 : = [ \text{A1!x3} ; A2!e3 ] \]

By the definition the following sequences are executions:

\( u_1 \rightarrow u_2 \rightarrow u_3 \rightarrow u_4 \)

DEFINITION 2.11. A statement \( S \) in program \( P \) is called an inherent deadlock statement, if \( S \) does not occur in any execution of \( P \).

DEFINITION 2.12. A program \( P \) is called an inherent deadlock program, if it is an inherent deadlock statement.

Intuitively, inherent deadlock is a property of a program that deadlock always occurs in its execution. In CSP, deadlock means contamination, i.e., either infinite loop execution, or some process is forever blocked at an IO statement.

We shall give a necessary and sufficient condition for inherent deadlock and a corresponding decision algorithm.

DEFINITION 2.13. Let \( P \) be a program. The canonical sequence of \( P \) is a sequence \( C_1, ..., C_n \) of sets of configurations constructed as follows:

1. \( C_1 \rightarrow S \)
2. If \( C_k \rightarrow \emptyset \), then \( C_{k+1} = \{ u | \text{there exists } u \in C_k \text{ such that } u \text{ is not in } C_j, j = 1, ..., k \} \)

THEOREM 2.1. The canonical sequence is a finite sequence, that is, there exists a number \( n \) such that \( C_n = \emptyset \).

PROOF: Since for every \( i, j \), \( C_i \cap C_j = \emptyset \), and the
number of configurations of $P$ is finite, therefore, the canonical sequence must be a finite sequence.

The following theorem gives a necessary and sufficient condition for the occurrence of inherent deadlock. The proof is straightforward by induction and hence is omitted.

**Theorem 2.2** $S$ is an inherent deadlock statement if and only if $S \beta$ does not occur in any configuration of the canonical sequence $C_1, \ldots, C_n$.

From Theorem 2.1 and Theorem 2.2 we obtain the following decision algorithm for determining whether a statement is an inherent deadlock statement.

**Algorithm 1**

1. Construct the canonical sequence of $P$.
2. Check all configurations in it.
3. If $S \beta$ occurs in some configuration, then we know that $S$ is not an inherent deadlock statement.
4. Otherwise, $S$ is an inherent deadlock statement.

For example, the canonical sequence of the program in example 1 is constructed as follows:

$C_1 = \{u_1\}$, $C_2 = \{u_2\}$, $C_3 = \{u_3, u_5\}$, $C_4 = \{u_4, u_6\}$, $C_5 = \cdot$

It is clear that $S \beta$ does not occur in any configuration of the canonical sequence, so $P$ is an inherent deadlock program.

In the decision algorithm it is necessary to check all possible configurations in its canonical sequence. However, some programs have so many such configurations that to check them exhaustively is very difficult, if it is not impossible. Therefore, developing some algorithms for detecting inherent deadlock which requires less time and space will be our goal in the rest of the paper.

### 3. D-execution of Program

In this section, another sufficient condition for inherent deadlock and a more efficient algorithm for detecting the inherent deadlock than algorithm 1 are developed. We shall introduce the notion of deterministic execution $D$-execution so that every program has only one such execution.

**Definition 3.1** A D-configuration is a program in which a number of special symbols have been inserted and some D-commands have been underlined.

**Definition 3.2** The following formulas are called $D$-formulas:

1, 2, 3, 4, are the same as the simple formulas 1, 2, 3, 4.
5. $\beta \Rightarrow \gamma$, where $\beta$ is an IO command.
6. $[\beta]([\beta, \gamma] \Rightarrow S_1 \ldots S_n) \Rightarrow [\beta, \gamma, \delta] \Rightarrow S_1 \ldots S_n$.

7. $\emptyset \Rightarrow \emptyset \Rightarrow \emptyset$
8. $[\ldots 0, b_1, c_1, \ldots, S_1] \Rightarrow [\ldots 0, b_1, c_1, \ldots, S_1]$
9. $[b_1, c_1] \Rightarrow S_1 \ldots 0, b_n, c_n \Rightarrow S_n] \Rightarrow [b_1, c_1] \Rightarrow S_1 \ldots 0, b_n, c_n, \ldots, S_n]$

**Definition 3.3** Suppose $q$ and $r$ are two IO commands in a program $P$. $q$ is said to precede $r$ if either of the following conditions is satisfied:

1. There is a sequence statement $S_1; \ldots; S_n$ in $P$ and $q$ is in $S_1$, $r$ is in $S_n$.
2. There is an $A_1$ (or $R_1$) statement $[\ldots 0, b_1, c_1 \Rightarrow S_1 \ldots 0]$ (or $[\ldots 0, b_1, c_1 \Rightarrow S_1 \ldots 0]$) in $P$ and $q$ is $c_1$, $r$ is in $S_1$ for some $i$.

**Definition 3.4** Suppose $q$ and $r$ are IO commands in a D-configuration. Command $r$ is said to be a prime matching command of $q$ if

1. $r$ and $q$ are matching commands, and
2. $r$ is not underlined, and
3. either $r$ is not preceded by any IO command which matches $q$ and is not underlined, or $q$ is $l$, an RE statement which does not contain $r$.

**Definition 3.5** A D-configuration $v$ is said to be deduced from another D-configuration $u$, denoted by $u \Rightarrow \downarrow v$, if $v$ is obtained from $u$ by the application of following two steps:

1. (REPLACING) For every $D$-formula $A \Rightarrow B$ where $A$ occurs in $w$, replace all occurrences of $A$ in $u$ by $B$.
2. (UNDERLINING) If $q \beta$ occurs in $w$, where $q$ is an IO command, underline all prime matching commands of $q$.

Obviously, we have the following theorem:

**Theorem 3.1** If $u \Rightarrow \downarrow w$ and $u \Rightarrow \downarrow v$, then $v = w$.

**Definition 3.6** A D-configuration $u$ is said to be a last D-configuration if there is no D-configuration $v$ such that $u \Rightarrow \downarrow v$.

**Definition 3.7** A sequence of D-configurations $u_1, \ldots, u_n$ is said to be a D-execution of a program $P$, if the following conditions are satisfied:

1. $u_1 = S_0$,
2. $u_i \Rightarrow u_{i+1}$, $i = 1, \ldots, n-1$,
3. $u_n$ is a last D-configuration.

By theorem 3.1 and above definitions it is clear that the D-execution is unique for any given program.

**Example 2** Program $P$:

$A_1 : [b_1, a_2 ; e_1 = a_2 ; e_1'] 0 b_1', a_2 ; e_1' = a_2 ; e_1'']$
where $P'$ is the same as $P$ or is obtained from $P$ by inserting some $\delta$ and/or underlining some 10 commands, then $P$ is an inherent deadlock program.

We now give a detection algorithm derived from the above results.

**Algorithm II.**

1. Construct the D-execution of program $P$.

2. Check the D-execution. If no $S'$ occurs in the D-execution, then $S$ is an inherent deadlock statement and especially, if no $P'$ occurs in the D-execution, then $P$ is an inherent deadlock program.

It is clear that algorithm II is far more efficient than algorithm I. In order to illustrate this fact, we make a rough estimate as follows. Suppose that in a program there are $n$ nondeterministic steps and each step has $k (=2)$ possible choices. In algorithm II only $n$ D-configurations need to be constructed for these steps, while in algorithm I what need to be constructed are $k^n$ configurations. So the complexity of algorithm I is an exponential function of $n$, whereas the complexity of algorithm II is a linear function of $n$.

5. Matching Number Set

Algorithm II is based on the analysis about reachability of 10 commands in the execution, but in some programs the occurrence of the deadlock is not like this. For example, the inherent deadlock of the following program cannot be discovered by algorithm II. In this program process $A_1$ wants to send an odd number of values to $A_2$, but $A_2$ can only receive an even number of them.

**Example 1.**

$\{A_1: A_2: e_1 = \{b_1, A_2: e_1 = A_2: e_1' \}; S_1\}$

$\{A_2: b_2, {A_1: e_2' = A_1: e_2''}; S_2\}$

In order to develop an algorithm for detecting this kind of deadlock, let us introduce some definitions.

**Definition 4.1.** If in the definition of execution we don't restrict that the application of communication formulas is only for matching 10 commands, in other words, we replace definition 2.8 (2) by (2') as follows:

(2') For one or two 10 commands in $u$, $v$ is obtained from $u$ by application of relative communication formulas, then we obtain a new definition about the execution, we call it V-execution. Obviously, every execution is a V-execution.

**Definition 4.2.** Let $S$ be a statement in a process and $q$ be an 10 command in another process, $a_1, a_2, \ldots, a_n$ be 10 commands in $S$ which matches $q$. For a particular V-execution $E$, the number of applications of the relative communication formulas to the $ri$ is called matching number of $q$ in $S$. 

\[\text{MATCHING NUMBER} = \sum_{q \in S} \text{MATCHING NUMBER OF } q \text{ IN } S\]
with respect to $E$, denoted by $n(S,q,E)$. For all possible $E$ the set of matching numbers of $S$ is called matching numbers set of $q$ in $S$, denoted by $N(S,q)$.

Suppose that $P$ is a parallel statement, and $Q$, $R$ are processes in it, and $q$ (in $Q$) and $r$ (in $R$) are matching commands. It is obvious that if $P$ is not an inherent deadlock statement then for some $V$-execution $E$, $n(Q,r,E) = n(E,Q,E)$.

Thus, we obtain the following theorem:

**THEOREM 4.1.**

If $N(Q,r) \cap N(R,q) = \emptyset$, then $S$ is an inherent deadlock statement.

We shall discuss how to compute $N(S,q)$ and how to decide whether or not $N(Q,r) \cap N(R,q) = \emptyset$.

**DEFINITION 4.3.** Let $A_1$, $A_2$ be sets of natural numbers. The addition and closure operation are defined as follows:

- $A_1 + A_2 = \{ a | a = a_1 + a_2, a_1 \in A_1, a_2 \in A_2 \}$
- $*A = \{ a | a = a_1 + ... + a_k, a_1 \in A, k = 0 \}$

(proof)

**THEOREM 4.2.** Let $S$ be a statement in a process and $q$ be an IO command in another process. Then $N(S,q)$ can be computed by induction on the structure of $S$ as follows:

1. If $S$ is a SK or AS statement, then $N(S,q) = \{0\}$.
2. If $S$ is an IO statement, then $N(S,q) = \{l\}$, if $S$ and $q$ are matched, $N(S,q) = \{0\}$, otherwise.
3. If $S = \{A_1 ; S_1 ; ... ; A_n ; S_n\}$, then $N(S,q) = \bigcup_{i=1}^{n} N(S_i,q)$.
4. If $S = S_1 ; ... ; S_n$, then $N(S,q) = \bigcup_{i=1}^{n} N(S_i,q)$.
5. If $S = [i ... 0 b_i c_i = S_i 0 ... ]$, then $N(S,q) = U (N(c_i,q) + N(S_i,q))$.
6. If $S = \{i ... 0 b_i c_i = S_i 0 ... \}$, then $N(S,q) = U (N(c_i,q) + N(S_i,q))$.

**THEOREM 4.3.** Every matching numbers set $N(S,q)$ can be expressed in the following form called standard form:

$$N(S,q) = U \{ (a_i) + *A_i \}$$

where $a_i$ is natural number, $A_i$ is finite set of natural numbers.

**PROOF.** By theorem 4.2 every matching numbers set is obtained from sets $(1) (2)$ by finite times of the application of addition, union and closure operation. Obviously, $(1)$ and $(2)$ can be expressed in standard form. If we can show that the collection of all sets which can be expressed in form $(4.1)$, denoted by $I$, is closed under these three operations, then the theorem will be shown.

**LEMMA 4.1.** $I$ is closed under the addition operation, the union operation and the closure operation.

**PROOF.** This lemma follows directly from the following formulas:

$$*A + *B = (*A U *B)$$

$$*((a_1 + *A) U ((a_1) + *A))$$

**THEOREM 4.4.**

$$(a_1 + a_2) + (b_1 + b_2)$$

is a natural number solution, where $A$ and $B$ are the finite sets of natural numbers:

$$A = \{a_1, ... , a_n\}, B = \{b_1, ... , b_m\}$$

$s$ and $b$ are natural numbers, $b > a$.

**PROOF.** By the definition of closure operation, this theorem is obvious.

**THEOREM 4.5.** From number theory we know that

$$a_1 + ... + a_n - b_1y_1 - ... - b_m y_m = b-a, (x_1, y_1) > 0$$

has a natural number solution, where $A$ and $B$ are the finite sets of natural numbers:

$$A = \{a_1, ... , a_n\}, B = \{b_1, ... , b_m\}$$

$s$ and $b$ are natural numbers, $b > a$.

**PROOF.** By the definition of closure operation, this theorem is obvious.

**ALGORITHM III.** Suppose $S$ is a parallel statement in a program $P$.

1. For every two matching IO commands $q$ in $Q$ and $r$ in $R$, where $Q$ and $R$ are processes in $S$, compute $N(Q,r)$ and $N(R,q)$.
2. Change them into the standard form:

$$N(Q,r) = U \{ (a_i) + *A_i \}$$

$$N(R,q) = U \{ (b_j) + *B_j \}$$

3. For all $i, j$ check

$$((a_i) + *A_i) \cap ((b_j) + *B_j) = \emptyset$$
all i,j (4.3) holds, then
\[ N(Q,r) \cap N(R,q) = \emptyset \]  
(4.4)

4. If there are Q,R,q,r such that (4.4) holds, then \( S \) is of inherent deadlock.

For instance, the matching numbers sets of the program in example 3 are:
\[ N(A2, A2x1) = \{2, 4\} \]
\[ N(A1, A2x2) = \{1\} \]
Since \( (2, 4, 2) = 2 \) is not divisor of 1,
\[ 2x1 + 4x2 - 2x4 = 1 \]
is unsolvable. Thus the program in example 3 is an inherent deadlock program.

Algorithm III is also more efficient than algorithm I. The number of the matching numbers sets is equal to the number of matching commands in the program, which has nothing to do with the number of nondeterministic steps. So the more nondeterministic steps are there in a program, the more clear the efficiency of algorithm III is, comparing with algorithm I.

5. Algorithm IV

Let us examine an example:

**EXAMPLE 4**

\[ \begin{align*}
\{A1\} & : A2x11 ; *b1, A2x1 = A2x11 \\
\{A2\} & : *b2, A1x2 = A1x2 \\
& 0 b2', A1x2 = A1x2 ; A1x2 ; A1x2'\}
\end{align*} \]
\[ N(A1, A2) = N(A2, A1) \]
\[ (1) + *(2) \times n \cap (1, 2) = \emptyset \]
But this program is an inherent deadlock program as shown below using Algorithm IV.

**DEFINITION 5.1.** Let \( S \) be a statement in a process \( R \) and \( Q \) be another process and \( E \) be a V-execution. Suppose that \( r_1, \ldots, r_n \) are 10 commands in \( S \) such that for every \( r_i \) there is an IO command \( q_i \) in \( Q \) which matches \( r_i \). For a V-execution \( E \) the number of applications of the relative communication formula to the \( r_i \) is called matching number of \( Q \) in \( S \) with respect to \( E \). For all possible \( E \) the set of matching numbers of \( Q \) in \( S \) is called matching numbers set of \( Q \) in \( S \) denoted by \( N(S, Q) \).

Similarly, we obtain the following theorem and algorithm IV:

**THEOREM 5.1.**

Suppose that \( P \) is a parallel statement and \( Q, R \) are processes in it. If
\[ N(Q,R) \cap N(R,Q) = \emptyset \]
then \( P \) is an inherent deadlock statement.

The way to compute \( N(S, Q) \) is almost the same as to compute \( N(S, Q) \). The only difference is that (2) of theorem 4.2 is replaced by

(2') If \( S \) is an IO statement then
\[ N(S, Q) = \begin{cases} 1 & \text{if there is an IO command in } Q \\ \emptyset & \text{otherwise} \end{cases} \]

Similarly, algorithm IV is also more efficient than algorithm I. Now we compute the matching numbers sets of the program in example 4 as follows:

\[ N(A1, A2) = (1) + *(2) \]
\[ N(A2, A1) = * (2, 4) \]
From \((1) + *(2) \cap (2, 4) = \emptyset \) we know that this program is an inherent deadlock program.

As we mentioned before, the algorithms (II)-(IV) cannot be used to decide whether a program is an inherent deadlock program, as algorithm I does. However, their capability of detecting deadlocks are still rather strong. Several distinct kinds of inherent deadlock errors can be detected by them respectively. Especially, they are more efficient than algorithm I. So the authors consider it desirable to develop some tools for the static analysis of distributed programs using these algorithms.
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