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1. INTRODUCTION

Given a connected, undirected, N-node network with a weight assigned to every arc, solving the minimal spanning tree (MST) problem requires the construction of a connected subnetwork that includes every node of the network and whose arcs have a minimal total weight. It is well-known that such a subnetwork will always be an (N-1)-arc tree, that is, a connected network with no cycles.

The construction of an MST is the goal in a wide variety of applications. For example, given a set of nodes that must communicate with each other and given the cost of constructing a communication link between each pair of nodes, the MST is the solution to the problem of constructing at minimal cost a network in which every pair of nodes can communicate along some path. A number of other seemingly unrelated problems and applications can be reduced to minimal spanning tree problems; both Bradley [1] and Kershenbaum and Van Slyke [19] provide excellent surveys.

There are two classic MST algorithms, one due to Kruskal [20] and another discovered independently by Prim [21] and Dijkstra[6]. Both algorithms consist of N-1 iterations, with each iteration identifying a new arc of an optimal spanning tree. An iteration of the Kruskal algorithm consists of adding an arc to a forest of subtrees; the added arc is the arc of least weight that when added to the forest of subtrees does not form a cycle. An iteration of the Prim-Dijkstra algorithm consists of adding an
arc to a single subtree; the added arc is the arc of least weight incident to a node in the subtree and a node not in the subtree. Both algorithms are efficient and easy to implement on a computer; Kershenbaum and Van Slyke [19], Yao [24], and Cheriton and Tarjan [4] discuss very efficient computer implementations that rely on sophisticated sorting and storage techniques.

In many practical situations, resource constraints and flow requirements preclude the construction of the unconstrained MST obtained by applying either the Kruskal or Prim-Dijkstra algorithm; this paper considers such a situation. More specifically, consider a set of $N$ nodes having indices $1, 2, ..., N$; node 1 is a source having an infinite supply of a commodity, and every other node $p$ is a sink having a known constant demand $d_p$. Denote the undirected arc between two nodes having indices $p < q$ by $(p, q)$; note that there are $n = \binom{N}{2}$ arcs. For notational convenience, assign to each arc a distinct index $j$ equal to its position in a lexicographic ordering of the $n$ arcs based on the representation of an arc as a vector $(p, q)$ with $p < q$; that is, assign arc $(p, q)$ the index $j = (1/2)(p-1)(2N-p) + (q-p)$, where $1 \leq p < q \leq N$, so that $1 \leq j \leq n$. The construction of the spanning tree requires the consumption of $m$ scarce resources available in supplies $b_i$ for $i = 1, 2, ..., m$. Associated with each potential arc $j$ of the spanning tree are $m + 2$ known constants: $c_j$, the cost of constructing arc $j$, $a_{ij}(1 \leq i \leq m)$, the amount of resource $i$ consumed during the construction of arc $j$, and $e_j$, the flow capacity of arc $j$. (Since there exists in any spanning tree a unique path between the source and a given sink, $e_j$ is effectively an upper limit on the summation of demands over all
sinks whose unique paths to the source include arc \( j \). Given \( d_p \) for each sink \( p \) and \( c_j, a_{i,j}, a_{2,j}, \ldots, a_{m,j}, e_j \) for each arc \( j \), the problem is to construct a minimal cost spanning tree subject to the resource constraints (i.e., the consumption of each scarce resource cannot exceed its available supply) and subject to the requirement that there exists a feasible flow (i.e., a flow on the arcs of the spanning tree that satisfies the demands at the sinks without exceeding any arc capacity). Hereafter, this problem will be referred to as the resource-constrained, capacitated minimal spanning tree problem and abbreviated as the RCST problem.

Note the following characteristics of the RCST problem:

1. It is assumed that between any pair of nodes there exists only one arc under consideration for inclusion in the spanning tree; Section 5 relaxes this assumption in order to consider the case where any one of multiple arcs between a pair of nodes is eligible for inclusion in the spanning tree.

2. If for some arc \( j \), \( c_j = a_{i,j} > b_i \) for some \( i \), or \( e_j = 0 \), then arc \( j \) may be excluded from consideration.

3. The constants \( c_j, a_{i,j} \) for \( i = 1, 2, \ldots, m \), and \( e_j \) for some arc \( j \) may be interrelated; for example, a portion of the construction cost \( c_j \) may be attributable to the costs of the scarce resources consumed and/or the magnitude of the capacity or, for example, one of the resource constraints may limit the number of arcs of a given capacity that may be included in the spanning tree.

4. Each resource constraint need not represent a resource in the strict sense of the word. For example, by setting \( a_{1,j} = 1 \)
If arc $j$ is incident to node $i$ and $a_{ij} = 0$ otherwise, the $i$-th resource constraint may be used to require the degree of node $i$ in the spanning tree to be no greater than some constant $b_i$; hereafter, such a resource constraint will be referred to as a "degree constraint".

(5) If the demands $d_p$, $2 \leq p \leq N$, all equal 1, then an arc capacity $e_j$ ($1 \leq j \leq n$) may be interpreted as the maximum number of nodes that may access the source through arc $j$ if it were to be included in the spanning tree. For example, $e_j = K$ for any arc $j$ incident to the source and $e_j = 1$ otherwise models the situation where at most $K$ nodes (e.g., computer terminals) may be contained in any subtree connected directly to the source (e.g., a central computer) by arc $j$ (e.g., a port). As another example, $e_j = K$ for every arc $j$ models a "reliability constraint" stating that at most $K$ demand nodes may be disconnected from the sink by the removal (failure) of any arc from the spanning tree.

(6) Requiring the constructed network to be a tree implies that there are reasons (perhaps physical or technological) that prevent the flow from the source to a particular sink to be transmitted simultaneously along more than one path.

In its most general form, the RCMST problem has not yet been discussed in the literature; neither has the special case, hereafter referred to as the Resource-constrained Minimal Spanning Tree (RMST) problem, in which $e_j = 1$ for every arc $j$ (i.e., the flow constraints may be ignored so that only the resource constraints are present). However, two
special cases of the RCMST problems have received significant attention by
other researchers: (1) the Degree-constrained Minimal Spanning Tree (DMST)
problem in which \( e_j = \) for every arc \( j \) and in which all resource
constraints are "degree constraints" as described earlier and (2) the
Capacitated Minimal Spanning Tree (CMST) problem in which \( b_i = \) for
every resource \( i \) (i.e., the resource constraints may be ignored so
that only the flow constraints are present). Both the DMST and the CMST
problems are known to be NP-hard; consequently, most approaches to these
problems have been heuristic rather than exact. Kershensbaum [18] has sur-
veyed and analyzed the computational complexity of a class of heuristic
algorithms for the CMST problem; Chandy and Lo [3] have proposed a branch-
and-bound algorithm for obtaining the exact solution to the CMST problem;
and, more recently, Gavish [11, 12] has proposed a Lagrangean-based
approach to both the DMST and CMST problems.

The remainder of this paper is organized as follows. Section 2 dis-
cusses applications of the RCMST problem; Section 3 describes a branch-and-
bound algorithm (based on Lagrangean relaxation) for solving the RMST prob-
lem and illustrates the algorithm with an example; Section 4 discusses the
modifications to the algorithm necessary to solve the more general RCMST
problem; Section 5 discusses further modifications necessary to solve two
extensions of the RCMST problem, the existence of multiple arcs between a
pair of nodes and the existence of multiple sources; finally, Section 6
reports some preliminary computational experience with a computer implemen-
tation of the algorithm.

In the remainder of this paper, the following conventions, notation,
and terminology will apply:
(1) all vectors are row vectors;
(2) \( c \) will denote a vector whose \( j \)-th component is \( c_j \), the cost of constructing arc \( j \);
(3) whenever "0" is used where a vector would normally appear, it represents a vector with every component equal to 0;
(4) if \( x = (x_1, x_2, \ldots, x_n) \), then \( lx^l = \sum_{i=1}^{n} x_i^2 \);
(5) if \( x \) and \( y \) are two vectors having the same dimension, \( xy \) represents the product of \( x \) and \( y \), where it is implicitly assumed that \( y \) has been transposed so that the product is defined;
(6) if \( x \) and \( y \) are two vectors having the same dimension, \( \max (x,y) \) represents a vector whose \( i \)-th component is the maximum of the \( i \)-th component of \( x \) and the \( i \)-th component of \( y \);
(7) if \( A \) and \( B \) are two sets, \( A - B \) denotes the intersection of \( A \) and the complement of \( B \), that is, the set of elements in \( A \) but not in \( B \);
(8) the existence of a "feasible flow" in a tree implies that there exists a flow on the arcs of the tree such that the flow on any arc does not exceed the arc's capacity and the difference between the flow out of a node and the flow into a node equals the node's supply if it is a source, the negative of the node's demand if it is a sink, and zero otherwise.
2. APPLICATIONS

The RCMST problem has applications to the design and construction of a tree network in which a set of demand nodes and a single source must be interconnected by selecting from a set of potential arcs, each having an associated capacity and resource consumptions. For example, the demand nodes may be computer terminals, the source may be a central computer, and the arcs may be potential transmission lines (cf. [3], [12], and [18]); alternatively, the demand nodes may be offshore natural gas fields, the source may be an onshore separation and compression plant, and the arcs may be potential pipelines (cf. [22]).

Although the RCMST problem has applications to the design and construction of spanning trees, the primary motivation for consideration of the RCMST problem was the problem of reconstructing a network after a natural disaster, such as an earthquake. Cities, states, and countries rely heavily on a variety of networks: energy networks (such as electrical or natural-gas networks), communication networks (such as telephone, telegraph, or computer networks), transportation networks (such as highway or railroad networks), and water networks (such as networks for the distribution of potable water or the removal of sewage). Using an analogy with the human body's life-supporting "networks" (e.g., the vascular and neurological systems), C.M. Duke and D. F. Moran [7] coined the term "lifelines" to refer to such networks, and their analysis and recommendations following the 1971 San Fernando (California) earthquake lead to an increased emphasis by professionals and academicians on the problems of "lifeline earthquake engineering". In the last 10 years, much research has been devoted to predicting the level of damage a particular lifeline might
sustain in an earthquake and to designing new lifelines and "retrofitting" existing lifelines to limit the potential damage as much as possible. However, not nearly as much effort has been devoted to the decision problems associated with optimally restoring the services provided by a lifeline that has been damaged by an earthquake. Restoration of service is an important problem if one accepts the fact that in certain regions of the world, earthquakes and the resulting damage to lifelines are inevitable.

Many important lifelines do not have a tree structure, and, after sustaining damage, the long-run goal for such a network will be to rebuild the network so that it is as good or better than it was prior to the earthquake. However, the short-run goal may be less ambitious. In the short-run, the goal may simply be to allocate scarce resources (labor, equipment, spare parts, etc.) to the repair process in such a way as to restore some "minimal level of service" as quickly and economically as possible. One possible interpretation of "minimal level of service" is that the short-run goal would be to construct a spanning tree (when only a single source exists) or a spanning forest (when multiple sources exist) so that every demand node would have access to a source. Stated more formally in the context of the RCMST problem, suppose that the short-run post-earthquake goal for a damaged network is to construct a minimal cost spanning tree by repairing a sufficient number of arcs. The restoration of arc $j$ ($1 \leq j \leq n$) to its former capacity $e_j$ would cost $c_j$ dollars and would consume $a_{ij}$ ($1 \leq i \leq m$) units of the limited quantity of $b_i$ units of resource $i$. The extensions discussed in Section 5 are applicable if it is possible to repair an arc in a variety of ways, with each way having a distinct associated cost, capacity, and consumption of resources and/or if there exist multiple sources.
3. SOLVING THE RMST PROBLEM

Let \( x \) denote a binary vector whose \( j \)-th component \( x_j \) equals 1 if arc \( j \) is included in the spanning tree and equals 0 otherwise; hereafter, such an \( x \) will be referred to as an incidence vector. Edmonds [8] has shown that \( x \) is an incidence vector corresponding to a tree if and only if \( x \) is an extreme point of the feasible region of a finite but very large system of linear inequalities; hereafter, \( x \in T \) will denote that \( x_j = 0 \) or 1 for \( 1 \leq j \leq n \) and \( x \) also satisfies Edmonds' system of linear inequalities, or equivalently, \( x \) is an incidence vector corresponding to a tree.

The RMST problem can now be formulated as the following binary integer linear program:

\[
\begin{align*}
\text{(P)} \quad \text{Minimize} & \quad \sum_{j=1}^{n} c_j x_j \\
\text{subject to} & \quad \sum_{j=1}^{n} a_{ij} x_j \leq b_i \quad \text{for} \quad 1 \leq i \leq m, \\
& \quad x \in T.
\end{align*}
\]

Were it not for the \( m \) resource constraints, \( (P) \) would simply be a classic MST problem and could be easily solved by either of the algorithms discussed in Section 1. However, the presence of the resource constraints precludes an easy solution of \( (P) \).

Using one of the binary integer linear programming algorithms to solve \( (P) \) is impractical due to the unmanageable size of the system of linear inequalities represented by \( x \in T \). Instead, the approach taken in
this paper will be to solve (P) by a branch-and-bound algorithm based on
the technique of Lagrangean relaxation.

Fisher [9], Shapiro [23], Fisher, Northup, and Shapiro [10], and
Geoffrion [13] have all written excellent surveys of Lagrangean
relaxation. The technique was applied first in 1970 and 1971 by Held and
Karp [14, 15] in their highly successful branch-and-bound approach to the
traveling salesman problem. Held and Karp used a variant of a tree called
a 1-tree, defined as a network consisting of \( N \) nodes and \( N \) arcs and
obtained by connecting node 1 to any two nodes in a spanning tree
interconnecting nodes 2, 3, ..., \( N \). Thus, a 1-tree always has one and
only one cycle, this cycle always contains node 1, and node 1 always has
degree two. Also, note that a minimum-cost 1-tree can be efficiently
found by constructing a minimum-cost spanning tree interconnecting the
nodes 2, 3, ..., \( N \) and then connecting node 1 to the tree by the two
arcs incident to node 1 having the lowest cost. Upon observing that a
tour for the traveling salesman is simply a 1-tree in which each node has
degree two, Held and Karp formulated the traveling salesman problem as the
minimum-cost 1-tree problem subject to the additional constraints that
each node has degree two. The formulation is similar to that of (P) with
\( T \) modified slightly to take into account that \( x \) should correspond
to a 1-tree and the resource constraints replaced by linear equations
requiring each node to have degree two. Held and Karp solved their
degree-constrained minimum-cost 1-tree problem by developing a
branch-and-bound algorithm that for the first time used the concept of
Lagrangean relaxation. Subsequent to the pioneering work of Held and Karp,
many applications of Lagrangean relaxation have appeared in the literature. Fisher [9] provides an excellent survey and a comprehensive bibliography.

The discussion to follow of the branch-and-bound algorithm used to solve (P) will employ the standard terminology (cf. [17, pp. 716-718]). In particular, at any point in the algorithm, let \( Z_I \) denote the objective value of the incumbent, the best known feasible solution of (P); unless a feasible solution is known at the start, \( Z_I \) is initially set to \(-\infty\).

It is helpful to think of the algorithm as producing a rooted tree (hereafter referred to as the b&b-tree in order to distinguish it from a spanning tree), where the root of the b&b-tree corresponds to problem (P). Every other node of the b&b-tree corresponds to a problem similar to (P) but having added restrictions placed on the incidence vector \( x \). In particular, associated with each node of the b&b-tree are two mutually exclusive subsets \( A \) and \( B \) of the set of arc indices \( \{1, 2, \ldots, n\} \); the subset \( A \) consists of indices of arcs that not only form a subtree but also must be "admitted" to the spanning tree \( (x_j = 1 \text{ for } j \in A) \), and the subset \( B \) consists of indices of arcs that must be "banished" from the spanning tree \( (x_j = 0 \text{ for } j \in B) \). Given its associated \( A \) and \( B \), a node of the b&b-tree corresponds to the binary integer linear program

\[
\begin{align*}
\text{(P}_{AB}\text{)} & \quad \text{Minimize} \quad \sum_{j=1}^{n} c_j x_j \\
& \quad \text{subject to} \quad \sum_{j=1}^{n} a_{ij} x_j \leq b_i \quad \text{for } 1 \leq i \leq m \\
& \quad \text{and } x \in T_{AB},
\end{align*}
\]
where \( T_{AB} = T \cap \{ x| x_j = 1 \text{ for } j \in A \} \cap \{ x| x_j = 0 \text{ for } j \in B \} \).

Because \( T_{AB} \subseteq T \), problem \((P_{AB})\) will be referred to as a "subproblem" of problem \((P)\). At any stage of the branch-and-bound algorithm, the \( T_{AB} \) sets associated with the leaves of the bôb-tree are a partition of \( T \); in this sense, then, the subproblems \((P_{AB})\) associated with the leaves of the bôb-tree are a "partition" of the problem \((P)\).

The Lagrangean relaxation (L-relaxation hereafter) of problem \((P_{AB})\) relative to the \( m \) resource constraints and a given nonnegative dual vector \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \) is the binary integer linear program

\[
(P_{AB}^\lambda) \quad \text{Minimize} \quad \sum_{j=1}^n c_j x_j + \sum_{i=1}^m \lambda_i (\sum_{j=1}^n a_{ij} x_j - b_i) \\
\text{subject to} \quad x \in T_{AB},
\]

or, equivalently,

\[
\text{Minimize} \quad \sum_{j=1}^n (c_j + \sum_{i=1}^m \lambda_i a_{ij}) x_j - \sum_{i=1}^m \lambda_i b_i \\
\text{subject to} \quad x \in T_{AB}.
\]

Note that for a given nonnegative \( \lambda \), \((P_{AB}^\lambda)\) is equivalent to an MST problem where the weight associated with arc \( j \) is \( \infty \) if \( j \in A \), \( = \) if \( j \in B \), and \( (c_j + \sum_{i=1}^m \lambda_i a_{ij}) \) otherwise. As such, \((P_{AB}^\lambda)\) may be solved easily by any of the MST algorithms discussed in Section 1.

For a given \( A \) and \( B \) and any nonnegative \( \lambda \), let \( v_{AB}^* \) and \( w_{AB}^*(\lambda) \) denote the optimal objective values for problems \((P_{AB})\) and \((P_{AB}^\lambda)\), respectively. Clearly, \( w_{AB}^*(\lambda) \leq v_{AB}^* \); that is, \( w_{AB}^*(\lambda) \) is a lower bound on \( v_{AB}^* \) for any nonnegative \( \lambda \). A traditional branch-and-bound approach might use \( w_{AB}^*(0) \) as a lower bound for \( v_{AB}^* \), that is, compute a
lower bound on $v^*_AB$ by simply ignoring the resource constraints and solving the resulting minimal spanning tree problem. However, a branch-and-bound algorithm based on $L$-relaxation seeks to increase the likelihood of fathoming a subproblem $(P_{AB})$ by searching for the greatest possible lower bound by considering the following dual problem of $(P_{AB})$.

$$(D_{AB}) \quad \text{maximize } w^*_AB(\lambda)$$

subject to $\lambda_i \geq 0$ for $1 \leq i \leq m$.

Note that although problem $(D_{AB})$ will be referred to as the dual of problem $(P_{AB})$, a "duality gap" (cf. [10, p. 57] or [13, p. 87]) may be present; that is, the optimal objective value for $(D_{AB})$ may be strictly less than the optimal objective value for $(P_{AB})$. Also, as indicated in the discussion below of the branch-and-bound algorithm, there are other potential benefits to considering $(D_{AB})$ in addition to an increased likelihood of fathoming a subproblem $(P_{AB})$ based on a lower bound on its optimal objective value. In particular, instead of simply solving $(P^0_{AB})$ as a more traditional approach might do, the attempt to solve $(D_{AB})$ involves the solution of a series of problems of the form $(P_{AB}^\lambda)$ with a different value of $\lambda$ each time; this increases the likelihood of fathoming the subproblem $(P_{AB})$ because each solution of a particular $(P_{AB}^\lambda)$ may result in one or more of the following possibilities:

1. an increased lower bound on the optimal objective value of $(P_{AB})$,
2. a decrease in the objective value of the incumbent,
(3) the optimal solution to \((P_{\text{AB}})\).

Note that possibility (2) also may lead to the fathoming of other subproblems besides the particular \((P_{\text{AB}})\) under consideration.

Figure 1 contains a flow chart of the branch-and-bound algorithm; a more detailed discussion of each of the steps follows. As indicated earlier, for a given \(A\) and \(B\) and any nonnegative \(\lambda, w^*_\text{AB}(\lambda)\) denotes the optimal objective value for problems \((P_{\text{AB}}^\lambda)\); also, let \(x^*_\text{AB}(\lambda)\) denote an optimal incidence vector for \((P_{\text{AB}}^\lambda)\) and let \(s^*_\text{AB}(\lambda)\) denote an \(m\)-vector whose \(i\)-th component is the value of \(b_i - \sum_{j=1}^{n} s_{ij} x_j\) evaluated at \(x = x^*_\text{AB}(\lambda)\), that is, the value of the slack variable for the \(i\)-th resource constraint when evaluated at the optimal solution to \((P^\lambda_{\text{AB}})\).

Steps 1, 2, and 10: The stack is a list of unfathomed subproblems.

A subproblem \((P_{\text{AB}})\) on the stack is characterized by a "vector of information" \([A,B,\lambda,w^*_\text{AB}(\lambda),s^*_\text{AB}(\lambda)]\), where \(\lambda\) is not necessarily the optimal solution to problem \((D_{\text{AB}})\) but is such that \(w^*_\text{AB}(\lambda)\) is the greatest known lower bound on \(v^*_\text{AB}\). Initially (Step 1), the stack contains a single subproblem \([\emptyset,\emptyset,0,w^*_\emptyset(0),s^*_\emptyset(0)]\) corresponding to solving the minimal spanning tree problem \((P_\emptyset^0)\) that results from ignoring the resource constraints in problem \((P^0_{\emptyset\emptyset}) = (P)\). When the stack contains more than one item, it is helpful to think of items on the stack as being ordered from the top to bottom in increasing magnitudes of the lower bound \(w^*_\text{AB}(\lambda)\). In selecting a new subproblem from the stack (Step 2), the chosen subproblem is the one with the lowest lower bound \(w^*_\text{AB}(\lambda)\), that is, the subproblem on the top of the stack. Of course, if the stack is empty (Step 10), all subproblems have been fathomed and the incumbent incidence vector...
is the optimal solution to \( (P) \); actually, since it is not unusual for the incumbent to change after a subproblem has been placed on the stack, a non-empty stack should be emptied by the fathoming of the entire stack whenever the item on the top of the stack has a lower bound \( w_{AB}^*(\lambda) \) greater than or equal to the incumbent's objective value.

**Overview of Steps 3-6:** Upon the selection of a subproblem \( (P_{AB}) \) characterized by the "vector of information" \([A, B, \lambda, w_{AB}^*(\lambda), s_{AB}^*(\lambda)]\), an attempt is made to solve the problem \( (D_{AB}) \). Because of the work of Edmonds [8] discussed earlier in this section, problem \( (P_{AB}^\lambda) \) has the Integrality Property of Geoffrion [13, p. 89]; hence, the optimal solution to problem \( (D_{AB}) \) may be obtained in principle as the optimal dual variables associated with the resource constraints of the linear program that results from replacing "\( x_j = 0 \) or 1" with "\( 0 \leq x_j \leq 1 \)" \((1 \leq j \leq n)\) in the binary integer linear program \( (P_{AB}) \). However, solving \( (D_{AB}) \) in such a manner is impractical due to the large number of linear inequalities represented in \( (P_{AB}) \) by \( x \in T_{AB} \); hence, an attempt to solve \( (D_{AB}) \) will be made through an iterative procedure (Steps 3-6) known as subgradient optimization (cf. [9], [10], [13], and [16]). Subgradient optimization is so named because \( -s_{AB}^*(\lambda) \) is a subgradient of the objective function for \( (D_{AB}) \) at the point \( \lambda \), and the procedure optimistically uses this subgradient as if it were a gradient pointing in a direction of steepest ascent. Iteration \( k \) of subgradient optimization consists of the following steps:

1. Movement to a new dual vector \( \lambda^k \) obtained recursively from \( \lambda^{k-1} \),
2. Solution of the L-relaxation \( (P_{AB}^\lambda) \),
3. Attempting to fathom the
subproblem \((P_{AB})\) based on the results of solving \((P_{AB}^k)\), and (6) deciding whether to perform another iteration if the fathoming attempt was unsuccessful. The hope is that the sequence \(\{\lambda^k\}\) will yield a good suboptimal, if not an optimal solution of \((D_{AB})\). Each step of subgradient optimization will now be discussed in detail.

Step 3: The revision of the dual vector \(\lambda\) is the most complicated procedure in the branch-and-bound algorithm. The procedure is based on a proof (omitted here but contained in [15] and [16]) that if the nonnegative scalar \(\theta_k\) is sufficiently small, then

\[
\lambda^k \equiv \max \{0, \lambda^{k-1} - \theta_k \, s^*_A(\lambda^{k-1})\}
\]

is closer than \(\lambda^{k-1}\) (as measured by Euclidean distance) to the optimal solution of \((D_{AB})\), although \(w^*_A(\lambda^k) \geq w^*_A(\lambda^{k-1})\) need not hold. The complication, then, lies in the choice of \(\theta_k\); Held and Karp [15] successfully used \(\theta_k = 1\) for all \(k\) in their work on the traveling salesman problem, and Held, Wolfe, and Crowder [16] later validated a more general method for choosing a value for \(\theta_k\). (Those readers not interested in further detail on the procedure for revising \(\lambda\) should skip to the discussion of Step 4.) Actually, the procedure used for revising \(\lambda\) in the computer implementation of the branch-and-bound algorithm discussed in Section 6 is a generalization of the above expression for \(\lambda^k\) that is due to Camerini, Fratta, and Maffioli [2] and Crowder [5]. For completeness, the procedure is now summarized without justification. Given a subproblem \((P_{AB})\) characterized by the "vector of information"
[A,B,\lambda, w^*_{AB}(\lambda), s^*_{AB}(\lambda)], set \lambda^0 = \lambda and set the m-vector \mathbf{d}^0 = 0; the sequence of dual vectors \{\lambda^k\} is generated by the recursions

\begin{align*}
  d^k &= -s^*_{AB}(\lambda^{k-1}) + \beta d^{k-1} \\
  \theta_k &= \begin{cases} 
    1 & \text{if } Z_I = 0 \\
    \alpha_k \frac{Z_I - w^*_{AB}(\lambda^{k-1})}{s^*_{AB}(\lambda^{k-1})} & \text{if } Z_I < 0 
  \end{cases} \\
  \lambda^k &= \max [0, \lambda^{k-1} + \theta_k d^k],
\end{align*}

where \beta is a known nonnegative constant (\beta = 0.6 in the computational experience discussed in Section 6) and \{\alpha_k\} is a predetermined sequence of nonnegative scalars generated according to the following policy (c.f. [9, p. 8], [16, p. 68] and [5, p. 361]): (1) set \alpha_k = 2 for 2N iterations, where \( N \) is the number of nodes in the network, (2) then successively halve both the value of \alpha_k and the number of iterations \alpha_k remains constant until the number of iterations is less than 5, (3) thereafter, \alpha_k is halved every 5 iterations. Note that the above expression for \( d^k \) can be expanded to yield

\[ d^k = -s^*_{AB}(\lambda^{k-1}) - \beta s^*_{AB}(\lambda^{k-2}) - \beta^2 s^*_{AB}(\lambda^{k-3}) - \cdots - \beta^{k-1} s^*_{AB}(\lambda^0) \]

so that the direction of movement away from \lambda^{k-1} is a discounted composite of the current and previous slack vectors (subgradients).
Step 4: Given the revised dual vector $\lambda$, $(P^\lambda_{AB})$ is equivalent to an MST problem where the weight associated with arc $j$ is $-\infty$ if $j \in A$, $-\infty$ if $j \in B$, and $(c_j + \sum_{i=1}^{n} \lambda_i a_{ij})$ otherwise. As discussed in Step 7 below, the arcs whose indices are in $A$ form a subtree. Hence, $(P^\lambda_{AB})$ may be solved efficiently by first forming the subtree of "admitted" arcs and then continuing with the Prim-Dijkstra algorithm as described by Prim [21].

Step 5: Upon solving $(P^\lambda_{AB})$, an attempt is made to fathom the subproblem $(P_{AB})$, that is, to remove the subproblem from further consideration. As indicated by the flowchart contained in Figure 2, the fathoming subroutine consists of the four steps A, B, C, and D. In Step A, a check is made on whether $(1+\varepsilon) w^{*}_{AB}(\lambda) \geq Z_I$ holds, where $100\varepsilon$ is the given percentage error tolerance ($\varepsilon = 0.00, 0.01, \text{or } 0.05$ in the computational experience discussed in Section 6). With $w^{*}_{AB}(\lambda)$ being a lower bound on $v^{*}_{AB}$, if $(1+\varepsilon) w^{*}_{AB}(\lambda) \geq Z_I$ holds, then the subproblem can be fathomed since $100\varepsilon$ is the maximum percentage error that could result if the optimal incidence vector for problem $(P)$ belonged to the feasible region of $(P^\lambda_{AB})$. If $(1+\varepsilon) w^{*}_{AB}(\lambda) < Z_I$, the fathoming subroutine proceeds to Step B where a check is made on whether $x^{*}_{AB}(\lambda)$ is a feasible for $(P^\lambda_{AB})$ and therefore $(P)$, that is, on whether the minimal spanning tree for $(P^\lambda_{AB})$ also satisfies the resource constraints of $(P)$. The feasibility check is easily made by checking for a strictly negative component in the slack vector $s^{*}_{AB}(\lambda)$; if $s^{*}_{AB}(\lambda) \geq 0$ does not hold, the fathoming subroutine ends with $(P^\lambda_{AB})$ unfathomed; if $s^{*}_{AB}(\lambda) \geq 0$, the fathoming subroutine proceeds to Step C in order to update the incumbent if necessary. More specifically,
\[ w_{AB}^*(\lambda) = cx_{AB}^*(\lambda) - \lambda s_{AB}^*(\lambda) < Z_I \]

holds since \((P_{AB})\) was not fathomed in Step A; however,

\[ cx_{AB}^*(\lambda) = w_{AB}^*(\lambda) + \lambda s_{AB}^*(\lambda) < Z_I \]

need not hold. Given the verification in Step B of the feasibility of \(x_{AB}^*(\lambda)\) for problem \((P)\), if \(cx_{AB}^*(\lambda) < Z_I\) does hold, then \(x_{AB}^*(\lambda)\) becomes the new incumbent; otherwise, the incumbent remains unchanged.

Regardless of the outcome of Step C, Step D makes another attempt to fathom \((P_{AB})\). In particular,

\[ w_{AB}^*(\lambda) = cx_{AB}^*(\lambda) - \lambda s_{AB}^*(\lambda) \leq v_{AB}^* \leq cx_{AB}^*(\lambda) , \]

where the last inequality follows from the verification in Step B of the feasibility of \(x_{AB}^*(\lambda)\) for problem \((P_{AB})\); hence, if complementary slackness holds, that is, if \(\lambda s_{AB}^*(\lambda) = 0\), then \(w_{AB}^*(\lambda) = v_{AB}^* = cx_{AB}^*(\lambda)\) so that \(\lambda\) and \(x_{AB}^*(\lambda)\) are optimal solutions to problems \((D_{AB'})\) and \((P_{AB'})\), respectively. Actually, if \(\lambda s_{AB}^*(\lambda) \leq \varepsilon w_{AB}^*(\lambda)\), subproblem \((P_{AB})\) can be fathomed since 100\(\varepsilon\) is the maximum percentage error that could result by assuming \(x_{AB}^*(\lambda)\) is the optimal solution to \((P_{AB})\). Note that if subproblem \((P_{AB})\) is fathomed in Step D, then \(x_{AB}^*(\lambda)\) will always have just become the new incumbent in Step C since

\[ cx_{AB}^*(\lambda) = w_{AB}^*(\lambda) + \lambda s_{AB}^*(\lambda) \leq (1+\varepsilon)w_{AB}^*(\lambda) < Z_I \]
where the first inequality follows because $\lambda^*_AB(\lambda) \leq \varepsilon w^*_AB(\lambda)$ and the second inequality follows from the fact that $(P_{AB})$ was not fathomed in Step A.

**Step 6:** If the subproblem $(P_{AB})$ was not fathomed in Step 5, a decision must be made as to whether to continue with subgradient optimization. Let $\lambda^0, \lambda^1, \lambda^2, \ldots, \lambda^k$ denote the dual vectors generated during the first $k$ iterations of subgradient optimization. Recall that $w^*_AB(\lambda^0), w^*_AB(\lambda^1), w^*_AB(\lambda^2), \ldots, w^*_AB(\lambda^k)$ need not be a nondecreasing sequence; hence, it is necessary during subgradient optimization to initialize and update an incumbent dual vector $\lambda^I$, that is, that vector among $\lambda^0, \lambda^1, \lambda^2, \ldots, \lambda^k$ that produces the greatest lower bound on $v^*_AB$.

A $(k+1)$-st iteration of subgradient optimization is performed unless one of the following two situations occur: (1) $k > 4N$, where $N$ is the number of nodes in the network, or (2) within the 5 most recent iterations, $w^*_AB(\lambda^I)$ has not increased by at least 0.1%.

**Steps 7, 8 and 9:** After an unsuccessful attempt to fathom the subproblem via subgradient optimization, $(P_{AB})$ must be partitioned into two subproblems. Refer to the set of arcs whose indices are in $A$ as the "A-arcs". Assume inductively that (if $A \neq \emptyset$) the A-arcs form a subtree and that at least one of the arcs of the subtree is incident to the source; hereafter, this subtree will be referred to as the A-subtree. If $A \neq \emptyset$, let $J_{AB}$ denote the set of arc indices such that $j \in J_{AB}$ if and only if $j \notin B$ and one of the two nodes which arc $j$ is incident is a member of the A-subtree and the other node is not; if $A = \emptyset$, let $J_{AB}$ equal the
indices of those arcs not in B but incident to the source. Also, let \( j^* \) denote the index that minimizes \( c_j + \sum_{i=1}^{\lambda^I} \lambda^I_{ij} a_{ij} \) over \( j \in J_{AB} \) (recall \( \lambda^I \) is the incumbent dual vector after subgradient optimization). Then, partition \((P_{AB})\) into the two subproblems \((P_{AB}(j^*), B)\) and \((P_{A,B}(j^*))\).

Note from the inductive hypothesis and the definition of \( j^* \), that the \( A_{U(j^*)}\)-arcs form a subtree and at least one of the arcs in the subtree is incident to the source. Note also that \( j^* \) is simply the index of the arc that connects the subtree corresponding to A (node 1 if A = ∅) to its closest neighbor as measured by the objective function coefficients of \( \{x_j\}_{j \in J_{AB}} \) in problem \((P^\lambda_{AB})\); that is, \( j^* \) was the index of the first arc added to the A-subtree when the Prim-Dijkstra algorithm was used during subgradient optimization to solve the MST problem \((P^\lambda_{AB})\).

Consequently, \((P^\lambda_{A_{U}(j^*), B})\) and \((P^\lambda_{AB})\) have the same optimal solution so that \((P^\lambda_{A_{U}(j^*), B})\), in the form of the "vector of information"

\[ [A_{U}(j^*), B, \lambda^I, s^*(\lambda^I), s^*(\lambda^I)] \]

should be added to the stack of unfathomed subproblems unless fathoming is possible due to the occurrence of one of the following situations:

1. The amount of a particular resource used by the "admitted" \( A_{U(j^*)}\)-subtree already exceeds the supply available for the entire spanning tree; that is, \( \sum_{j \in A_{U}(j^*)} a_{ij} > b_i \). In such a case, \((P^\lambda_{A_{U}(j^*), B})\) can be fathomed because it has no feasible solution.

2. Situation (1) has not occurred but \( A_{U(j^*)} \) contains N-1 indices, where N is the number of nodes in the network. In such a case, \((P^\lambda_{A_{U}(j^*), B})\) can be fathomed because its only feasible solution, and therefore its optimal solution, is known, namely the spanning tree formed by the N-1 arcs corresponding to \( A_{U(j^*)} \).
The subproblem \((P_{A,Bu(j^*)})\) cannot be dealt with as easily and
must be treated as follows:

1. A lower bound on \(v^*_{A,Bu(j^*)}\) is obtained by solving (as dis-
cussed in Step 4) the MST problem \((P_{A,Bu(j^*)})\).

2. Using the resulting \(w^*_{A,Bu(j^*)}(\lambda^I), x^*_{A,Bu(j^*)}(\lambda^I),\)
and \(s^*_{A,Bu(j^*)}(\lambda^I)\), an attempt is made to fathom \((P_{A,Bu(j^*)})\) by applying the
fathoming subroutine as described in Step 5; note \(w^*_{A,Bu(j^*)}(\lambda^I)\) is always
greater than or equal to \(w^*_{AB}(\lambda^I)\) and may even equal \(-\) if \(Bu(j^*)\)
contains many arc indices.

3. If \((P_{A,Bu(j^*)})\) cannot be fathomed, it is added to the list of
unfathomed subproblems in the form of the "vector of information"

\[ [A,Bu(j^*), \lambda^I, w^*_{A,Bu(j^*)}(\lambda^I), s^*_{A,Bu(j^*)}(\lambda^I)] \]

To illustrate the branch-and-bound algorithm discussed in the
previous section, consider the following example having 6 nodes, 15
potential arcs, a supply of \(b_1 = 23\) units of resource 1, and a supply of
\(b_2 = 12\) units of resource 2. Figure 3 provides the data for each
potential undirected arc \((p,q)\), \(1 \leq p < q \leq 6\); the upper left corner of
the cell corresponding to arc \((p,q)\) contains the arc's index \(j\); the
center of the cell contains the cost \(c_j\) of including the arc in the
spanning tree; the lower right corner contains the amounts \(a_{1j}\) and
\(a_{2j}\) of resources 1 and 2, respectively, consumed by including the arc
in the spanning tree. For example, the arc incident to nodes 3 and 5 has
index 11 and, if included in the spanning tree, would cost 8.5 and consume
4 units of the first resource and 2 units of the second resource.
The application of the branch-and-bound algorithm (with $\beta = 0.6$ in Step 3 and an error tolerance of $\epsilon = 0$ in Step 5) results in the beb-tree of Figure 4. Each box (node) of the beb-tree corresponds to a subproblem ($P_{AB}$) and contains, either explicitly or implicitly, the subproblems "vector of information" $[A, B, \lambda, w_{AB}^*(\lambda), s_{AB}^*(\lambda)]$ as described in the discussion of Steps 1, 2, and 10 (to conserve space, $w_{AB}^*(\lambda)$ and $s_{AB}^*(\lambda)$ are abbreviated by $w$ and $s$, respectively); if a box does not explicitly contain all components of the "vector of information", it is implicit that the missing items are identical to the corresponding items in the box's "father" in the beb-tree. The boxes are numbered according to the order in which they appeared during the execution of the algorithm; two boxes created simultaneously by partitioning (branching) in Step 7 have the same number and will be distinguished hereafter by appending "a" to the number of the left most box and "b" to the rightmost box. Thus, at "time" $t$ (1 < $t$ < 18), the beb-tree consists of the subtree in Figure 4 that spans the boxes having numbers less than or equal to $t$; the leaves of this subtree comprise the stack of unfathomed subproblems at "time" $t$.

Box 1, the root of the beb-tree, indicates that the minimal spanning problem that results from ignoring the resource constraints in ($P$) has an optimal solution that consumes 1 more unit of each resource than is available; hence, the branch-and-bound algorithm must be used. A box having only one branch leaving it (boxes 1, 3a, 3b, 5a, 5b, 7a, 9a, 9b, 12a, and 17a) corresponds to the start of a sequence of iterations of subgradient optimization (Steps 3-6); the results of subgradient optimization appear immediately below in the box's only "son", where the son contains "no change" if subgradient optimization failed to improve the
lower bound $w^*_{AB}(\lambda)$; the intermediate results of subgradient optimization do not appear in Figure 4 but instead are summarized along the branch from father to son by a fraction (in parentheses) consisting of a denominator equal to the number of iterations and a numerator equal to the number of iterations that resulted in an improved lower bound. A box containing the results of a sequence of iterations of subgradient optimization is one of two types. The first type (boxes 2, 4, 6, 8, 11, 14, and 16) arises when subgradient optimization is terminated via Step 6 so that the subproblem $(P_{AB})$ must be partitioned in Step 7 into $(P_{A \cup \{j^*\},B})$ and $(P_{A,B \setminus \{j^*\}})$, represented respectively in Figure 4 by the box's "left" son and "right" son; the second type (boxes 10, 13, and 18) arises when subgradient optimization terminates via Step 5 with the subproblem's fathoming (for the reason given in parentheses within the box). Boxes 7b, 12b, 15a, 15b, and 17b, the only boxes not yet discussed, each represent a subproblem created by a partitioning in Step 7 but never partitioned further, either because it (box 12b or 17b) was fathomed (for the reason given in parentheses within the box) in Step 8 or because just prior to the algorithm's termination it (box 7b, 15a, or 15b) was one of several fathomed simultaneously in Step 10 when the lower bound of the top item (box 15a) on the stack of unfathomed subproblems exceeded the incumbent's objective value.

As indicated by asterisks in Figure 4, there were three incumbent changes at Step C of the fathoming subroutine: the first between boxes 1 and 2 during a subgradient optimization iteration that failed to improve the lower bound $w^*_{AB}(\lambda)$ and the second and third in boxes 13 and 17b, respectively, when the subproblems they represent were fathomed due to
complementary slackness. Note that the third and last incumbent is optimal. The optimal spanning tree consists of arcs (1,6), (6,5), (1,2), (6,4), and (4,3); it has a total cost of 22.7 and consumes 23 units of the first resource and 12 units of the second resource.

This small example illustrates the potential advantages of a branch-and-bound approach based on Lagrangean relaxation. Although only 8 of the 49 iterations of subgradient optimization resulted in an improvement of at least 0.1% in the lower bound, these 8 increases in the lower bound together with the three incumbent changes resulted in a small b&b-tree. As discussed at the end of Section 6, a more traditional branch-and-bound approach that bounds the optimal objective value of \((P_{AB})\) only once by solving \((P_{AB}^0)\) results in a b&b-tree having over 400 nodes.

4. SOLVING THE RCMST PROBLEM

If \(e_j < \sum_{p=2}^{n}d_p\) for some arc \(j\), then the optimal solution to \((P)\) need not satisfy every arc capacity constraint. Consequently, the branch-and-bound algorithm of the previous section must be modified.

Recall that \(T\) denotes the finite set of incidence vectors corresponding to trees. Let \(F\) denote a subset of \(T\) such that \(x \in F\) if and only if \(x\) corresponds to a tree in which there exists a feasible flow, that is, a flow from the source satisfying the demands at the sinks without violating any arc capacity constraints. The RCMST problem can now be expressed as
Given a set \( A \) consisting of indices of "admitted" arcs and a set \( B \) consisting of indices of "banished" arcs, define the subproblem \((Q_{AB})\) by

\[
(Q_{AB}) \quad \text{Minimize } \sum_{j=1}^{n} c_j x_j \\
\text{subject to } \sum_{j=1}^{n} a_{ij} x_j \leq b_i \text{ for } 1 \leq i \leq m \\
\text{and } x \in F_{AB} ,
\]

where \( F_{AB} = F \cap \{x_j = 1 \text{ for } j \in A\} \cap \{x_j = 0 \text{ for } j \in B\}. \) Since \( F_{AB} \subseteq T_{AB}, \) the optimal objective value of \((P_{AB}^\lambda)\) for any nonnegative \( \lambda \) furnishes a lower bound on the optimal objective value of \((Q_{AB})\); that is, the optimal objective value of \((Q_{AB})\) can be bounded from below by relaxing the resource constraints and ignoring the requirement that there exist a feasible flow in the tree corresponding to \( x. \) Ignoring rather than relaxing the requirement of a feasible flow is necessary because \( x \in F_{AB} \) cannot be expressed as a system of linear inequalities in the binary vector \( x. \)

**Overview of Necessary Modifications.** Suppose that the subproblem \((Q_{AB})\) is under consideration at some point in the branch-and-bound algorithm. Recall that if \( A \neq \emptyset, \) the \( A\)-arcs (the arcs whose indices are
in A) form the A-subtree which includes the source as one of its nodes. Given the A-subtree and \( j \in A \), let \( f_j \) denote the unique flow on arc \( j \) necessary if the source is to satisfy the demands of the other nodes in the A-subtree. For example, consider the A-subtree of Figure 5, where node 1 is the source, the demand \( d_p \) for each other node \( p \) is shown adjacent to the node, and the ordered pair adjacent to each arc \( j \) consists respectively of the capacity \( e_j \) of the arc and the unique flow \( f_j \) on the arc necessary if the source is to satisfy all demands. Assume inductively that \( \{f_j| j \in A\} \) is known and is a component of the "vector of information" for the subproblem \((Q_{AB})\). Also assume inductively that instead of being stored in the "vector of information" as a set of arc indices, A is stored as an ordered list of ordered pairs of nodes, where an ordered pair \((p,q)\) appears in the \( k \)-th position on the list if the undirected arc incident to nodes \( p \) and \( q \) was the \( k \)-th arc added to the A-subtree and the direction of flow on the arc is from \( p \) to \( q \); note that the index of arc \((p,q)\) can be computed easily whenever needed from
the formula given at the beginning of Section 1. For the example of Figure 5, suppose $A$ is stored as the following ordered list of ordered pairs

<table>
<thead>
<tr>
<th>Arc $(p,q)$</th>
<th>Index $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,11)</td>
<td>10</td>
</tr>
<tr>
<td>(11,4)</td>
<td>46</td>
</tr>
<tr>
<td>(1,6)</td>
<td>5</td>
</tr>
<tr>
<td>(11,12)</td>
<td>96</td>
</tr>
<tr>
<td>(12,15)</td>
<td>102</td>
</tr>
<tr>
<td>(11,7)</td>
<td>73</td>
</tr>
<tr>
<td>(12,2)</td>
<td>24</td>
</tr>
</tbody>
</table>

where the indicated index of each ordered pair $(p,q)$ is not part of the data structure but is computed whenever needed from the formula given at the beginning of Section 1 (with $N = 15$); note that the direction of flow on each arc is from $p$ to $q$. Given such a data structure for $A$, it is simple to update the flows when an arc is added to the $A$-subtree; the procedure would be as follows:

1. Let $(p,q)$ denote the arc to be added, where $p$ is a node in the $A$-subtree and $q$ is not; of course, the flow on arc $(p,q)$ must be $d_q$;

2. Increase by $d_q$ the flow on each arc of the unique path from the source to node $p$; note that this is easily done in one upward pass through the data structure for $A$ since the ordered pair $(r,s)$ that must precede the ordered pair $(s,t)$ on the only path from the source to node
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p is the unique ordered pair higher on the list in which s appears as the second component. In the example of Figure 5, suppose that an arc (2,q) is added to the A-subtree; then by repeatedly scanning the second component of the above data structure for A, the flows on the arcs of the unique path from the source to node 2 are increased by dq in the reverse order (12,2), (11,12), and (1,11).

Given the above overview, it is now possible to describe the modifications to the branch-and-bound algorithm of Section 2 necessary for it to solve (Q) instead of (P), that is, the RCMST problem instead of the RMST problem.

Steps 1, 2, and 10. As discussed in the overview, the "vector of information" characterizing a subproblem (Q_AB) now includes the current values of the flows on the arcs of the A-subtree. In particular, the "vector of information" is \( [A,B,\{f_j|j \in A\},\lambda,u^*_A(\lambda),s^*_A(\lambda)] \), where A is stored as the data structure discussed in the overview. Since \( \{f_j|j \in A\} \) is uniquely determined by A, an alternative to including \( \{f_j|j \in A\} \) in the "vector of information" is computing it whenever necessary; however, because the computation cannot be performed in a straightforward manner, the tradeoff between increased computation time and decreased storage does not seem to favor this alternative.

Step 3. No modifications are necessary.

Step 4. The feasibility check in Part B of the Fathoming Sub-routine will be facilitated if, as the Prim-Dijkstra algorithm starts with the A-subtree and adds an arc at each iteration, the flows on the arcs of
each successive subtree are updated (using the procedure discussed in the overview) until either (1) an arc is added at some iteration that forces the flow on at least one arc of the current subtree to exceed its capacity or (2) the optimal solution to \( (P_{AB}^\lambda) \) is obtained and the flow on the corresponding tree satisfies the arc capacity constraints. Note that (1) may occur since the requirement that there exist a feasible flow in the optimal solution is not present in \( (P_{AB}^\lambda) \).

**Step 5.** The Fathoming Subroutine makes an attempt to fathom the subproblem \( (Q_{AB}^\lambda) \) using the results of solving \( (P_{AB}^\lambda) \) for some \( \lambda \geq 0 \). Of course, the feasibility check in Part B now refers to checking whether \( x_{AB}^k(\lambda) \) is a feasible solution of \( (Q_{AB}^\lambda) \) and, therefore, \( (Q) \); the check is easy given \( s_{AB}^k(\lambda) \) and the modification described in Step 4.

**Step 6.** No modifications are necessary.

**Steps 7, 8, and 9.** No modifications are necessary to Step 7; as before, \( j^* \) is computed and \( (Q_{AB}^\lambda) \) is partitioned into the two subproblems \( (Q_{A \cup \{j^*\}, B}) \) and \( (Q_{A, B \setminus \{j^*\}}) \). The latter subproblem is treated as before in Steps 8 and 9; however, the former subproblem is handled differently. First, an attempt is made to fathom \( (Q_{A \cup \{j^*\}, B}) \) by checking for the occurrence of one of the two situations described in the discussion of Step 8 in Section 3; then, if this is unsuccessful, the flows on the arcs of the \( A \cup \{j^*\} \)-subtree are updated (using the procedure discussed in the overview) to reflect the addition of the arc \( j^* \) to the \( A \)-subtree. If the updated flow violates at least one of the arc capacity constraints, \( (Q_{A \cup \{j^*\}, B}) \)
is fathomed because it has no feasible solution; otherwise, \((Q_{\text{AA}U(j^*)},B)\) is added to the stack of unfathomed subproblems in the form of the "vector of information \([A \cup (j^*),B,\{f_j|j \in A \cup (j^*)\},\lambda^I,w^I,\sigma^I_{\text{AA}U(j^*)},\beta^I_{\text{AA}U(j^*)}]\).

5. SOLVING EXTENSIONS OF THE RCMTS PROBLEM

This section discusses the modifications to the branch-and-bound algorithm necessary to analyze two extensions of the resource-constrained, capacitated minimal spanning tree problem: the existence of multiple arcs between each pair of nodes and the existence of multiple sources.

Multiple Arcs Between Each Pair of Nodes

In many practical situations, it is possible to construct an arc between a pair of nodes in a variety of ways, with each way having its own associated cost, capacity, and consumption of resources. For example, it may be possible to increase the capacity of an arc between a pair of nodes by simultaneously increasing the construction cost, increasing the consumption of some subset of resources, and decreasing the consumption of another subset of resources.

Although requiring additional notation to explain, the modifications to the branch-and-bound algorithm necessitated by the existence of multiple arcs between each pair of nodes do not require a significant increase in computational effort. More specifically, assume the indices \(1, 2, \ldots, n\) of the potential arcs for the spanning tree resulted from an arbitrary indexing rather than from the method described at the beginning of Section 1; for each node pair \((p,q)\) with \(p < q\), let \(J_{pq}\) denote a set of arc indices such that \(j \in J_{pq}\) if and only if arc \(j\) is incident to nodes \(p\) and \(q\).
and q. The only modification to the branch-and-bound algorithm occurs in Step 4, the solution of $(P_{AB}^\lambda)$ for a given A, B, and \lambda; in particular, $(P_{AB}^\lambda)$ is now solved as follows:

(1) Form the A-subtree.

(2) For each node pair (p,q) for which at least one node is not in the A-subtree, temporarily replace the multiple arcs incident to the two nodes by a single arc having an associated weight of \( \min_{j \in J} \min_{pq} -B[c_j + \sum_{i=1}^{m} \lambda_i a_{ij}] \) if \( J_p \neq B \) or \( = \) if \( J_p \subseteq B \).

(3) Starting with the A-subtree, use the Prim-Dijkstra algorithm as described by Prim [21] to solve the minimal spanning tree problem with the arc weights as computed in (2).

Note that the only "extra work" necessitated by multiple arcs between each pair of nodes is the computations described in (2); since the effect of (2) is to ignore all but the "cheapest" arc (as measured by the revised cost \( c_j + \sum_{i=1}^{m} \lambda_i a_{ij} \)) between a pair of nodes, there is no increase in the size of the minimal spanning tree problem that must be solved to determine the optimal spanning tree for $(P_{AB}^\lambda)$.

**Multiple Sources**

Consider an extension of the problem in which each node must have access to one and only one supply center (hereafter, a source) from which it will receive a particular commodity. Suppose there are two means of creating access from a node to a source: (1) direct access, that is, construction of a source at the node itself, and (2) indirect access, that
is, construction of a unique path to the node from one and only one other node at which a source has been built. Clearly, the resulting network is a spanning forest, that is, a network in which each node belongs to one and only one of a set of disconnected trees; note that each tree in the spanning forest contains a single source and the (possibly empty) set of nodes it supplies in addition to itself. Restricting the network to a spanning forest implies that there are reasons (perhaps physical or technological) that prevent the flow destined for a particular node to be transmitted simultaneously from more than one source or along more than one path.

As before, if the spanning forest ultimately includes a potential undirected arc, the arc would have a known flow capacity and would result in the incurring of a known cost and the consumption of known quantities of each of the resources. Also as before, associated with each node is a known demand for the commodity; however, in addition, if a source were constructed at node $p$, it would have a known supply of $e'_p$ units and would result in the incurring of a known cost $c'_p$ and the consumption of $a'_p$ units of resource $i$, $1 \leq i \leq m$. Given the above quantities as well as the available supply of each resource used in the construction of arcs and/or sources, the problem is to construct a minimal cost spanning forest subject to the following requirements: (1) all resource constraints are satisfied, (2) each tree in the forest contains exactly one node at which a source has been constructed, and (3) there exists a feasible flow in each tree in the forest. Note that a resource constraint cannot only be used (as indicated in Section 1) to limit the degree of a node in the spanning forest but can also be used to limit the number of sources constructed.
A straightforward procedure transforms this minimal spanning forest problem into an RCMST problem; more specifically, augment the original N-node network with a super-source, a new node having an infinite supply of the commodity, and join each node \( p \) to the super-source with an artificial arc having a capacity of \( e_p^e \), a cost of \( c_p^e \), and resource consumptions \( a_{ip}^p, 1 < i < m \). Thus, the data associated with the construction of a facility at node \( p \) is now associated with the artificial arc joining node \( p \) with the super-source. Note that multiple artificial arcs between a node and the super-source could be used (as discussed earlier in this section) if there were more than one way to construct a source at node \( p \). Clearly, the optimal spanning tree in the revised network is equivalent to the optimal spanning forest in the original network; in particular, the optimal spanning forest for the original problem is obtained from the optimal spanning tree for the revised problem by deleting the super-source and any arc incident to it, with the understanding that a source is constructed at each node to which a deleted artificial arc was incident.

Thus, this multiple-source version of the problem is equivalent to an RCMST problem with one more node than the original problem; as such, its solution entails a negligible increase in computational effort over the RCMST problem.

6. COMPUTATIONAL EXPERIENCE AND CONCLUSIONS

A FORTRAN computer program for solving the RCMST problem has been implemented on the IBM 3033 computer at Stanford University. The computer program consists of approximately 1000 statements. The variable memory requirements of the program are a function of the number of nodes in the
network, the number of resource constraints, and the maximum number of
unfathomed subproblems that may be on the stack simultaneously; denote
these parameters by $N$, $m$, and $S$, respectively. The required total number
of kilobytes (1000 bytes) of memory is given by

$$\left[ \frac{8N^2 + 22N - 20}{1000} \right] + \left[ \frac{2mN(N-1)}{1000} \right] + \left[ \frac{(N+96)(N-1)}{16} + (10+8m) \right] \left[ \frac{S}{1000} \right].$$

Table I tabulates the above expression as a function of $S$ for various
values of $N$ and $m$; the table is approximate in the sense that the
constant term has been rounded to one decimal place and the coefficient of
$S$ has been rounded to three decimal places. It can be seen from both the
expression and the table that the memory requirement is most affected by
$S$; the last column of Table I provides the maximum value of $S$ assuming an
availability of at most 7000 kilobytes of memory, the approximate
availability of memory on Stanford's IBM 3033. Table I, in conjunction
with the computational experience described below, indicates that in most
cases the limiting factor in solving RCNST problems should be the execution
time rather than the memory requirement.

In order to gain some preliminary computational experience with the
algorithm, a random-problem generator was constructed; it executes the
following steps:

1. The determination of the demands at the nodes is via one of
three methods, depending on which problem type is desired. To obtain the
most general RCNST problem, the demand $d_p$ at node $p$ ($2 < p < N$) is an
independent random variable uniformly distributed on the integers in the
interval $[1, 50]$. To obtain an important special case of the RCNST
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problem, \( d_p \) is set equal to 1 for \( 2 \leq p \leq N \). Finally, to obtain an RMST problem (i.e., without flow constraints), \( d_p \) is set equal to 0 for \( 2 \leq p \leq N \).

(2) To insure the existence of at least one feasible solution to the RCMST problem, a feasible tree is randomly generated in \( N-1 \) iterations. More specifically, the trivial subtree consisting only of node 1 is iteratively expanded; iteration \( k \) consists of adding arc \( (p,q) \) to the subtree, where \( p \) is randomly selected from the \( k \) nodes belonging to the current subtree and \( q \) is randomly selected from the \( N-k \) nodes not yet a member of the current subtree. Let \( T_r \) denote the set of indices of those arcs comprising the randomly generated trees and, for \( j \in T_r \), let \( f_j \) denote the flow on arc \( j \) that would be necessary to satisfy the node demands. Then, for \( j \in T_r \), the flow capacity \( e_j \) is an independent random variable uniformly distributed on the integers in the interval \([f_j, \sum_{p=2}^{N} d_p] \); note that this insures that the randomly generated tree will always satisfy the flow capacity constraints. Also, for \( j \in T_r \), the construction cost \( c_j \) is an independent random variable uniformly distributed on the integers in the interval \([0, 99] \), and the consumption \( a_{ij} \) of resource \( i \) \((1 \leq i \leq m) \) is an independent random variable uniformly distributed on the integers in the interval \([0,9] \).

(3) Recall that there are potentially \( n = (1/2)(N)(N-1) \) undirected arcs, each with a distinct index \( j \) equal to its position in a lexicographic ordering of the \( n \) arcs based on the representation of an arc as a vector \( (p,q) \) with \( p < q \). For each arc \( j \) that is not a member of the randomly generated tree, an independent random number \( \rho_j \) is generated that is uniformly distributed over the continuous interval
If $\rho_j \leq (10/N)$, then arc $j$ is referred to as a "potential arc"; the associated $c_j$ and $a_{ij}$ ($1 \leq i \leq m$) are randomly generated as described in Step 2, but the flow capacity $e_j$ is an independent random variable uniformly distributed on the integers in the interval $[\text{minimum } d_p, \frac{1}{n} \text{sum } d_p]$. If $\rho_j > (10/N)$, then arc $j$ is effectively eliminated from inclusion in the optimal spanning tree because $c_j$ and $a_{ij}$ ($1 \leq i \leq m$) are set equal to an extremely large number and $e_j$ is set equal to zero. The usage of $(10/N)$ as the "cutoff valve" for $\rho_j$ implies that, for $n > 10$, the expected number of potential arcs for inclusion in the spanning tree is $5(N-1) + \Delta$, where $0 < \Delta < (N-1)$ reflects the special treatment given to the arcs of the randomly generated tree; thus between $5N$ and $6N$ is a reasonable estimate for the number of potential arcs in any randomly generated problem.

(4) The remaining step is to determine values for $b$, an $m$-vector whose $i$-th component is the availability $b_i$ of resource $i$ ($1 \leq i \leq m$). Let $b_L$ denote an $m$-vector whose $i$-th component is the amount of resource $i$ consumed by the randomly generated spanning tree of Step 2. Also, let $b_U$ denote an $m$-vector whose $i$-th component is the maximum amount of resource $i$ consumed by any spanning tree comprised of any of the potential arcs; this maximal usage of resource $i$ is found by solving a maximal spanning tree problem where the "cost" of arc $j$ is $a_{ij}$. Finally, for some constant $\lambda$ satisfying $0 \leq \lambda \leq 1$, let $b = (1-\lambda)b_L + \lambda b_U$. Note with this choice of $b$ that the randomly generated spanning tree of Step (2) satisfies the resource constraints for all values of $\lambda$; also note that as $\lambda$ increases from 0 to 1, the number of spanning trees satisfying the resource constraints also
increases. Rather than use \( b = (1-\lambda)b_L + \lambda b_U \) for some \( 0 \leq \lambda \leq 1 \), a slight modification is made. More specifically, to insure a nontrivial solution to the RCMST problem, it is necessary to insure the infeasibility of the spanning tree that solves the simple MST problem with the arc costs of the RCMST problem. To do so, this simple MST problem is solved, some resource \( i^* \) is chosen for which the consumption of resource \( i^* \) in the MST equals a value \( v \) that is strictly greater than component \( i^* \) of \( b_U \), and component \( i^* \) of \( b_U \) is reset to \( v \). (Note that the assumption of the existence of such an \( i^* \) is made without loss of generality since such a condition can be obtained eventually by simply discarding the current set of data and returning to Steps (2) and (3) to generate new data.) After resetting component \( i^* \) of \( b_U \), recomputing \( b = (1-\lambda)b_L + \lambda b_U \) \( (0 \leq \lambda \leq 1) \) leads to a set of resource constraints that is always satisfied by the randomly generated spanning tree of Step (2) but never satisfied by the solution to the simple MST problem; thus, a nontrivial optimal solution to the RCMST problem exists. In the computational experience discussed below, \( \lambda = 0.5 \) was used.

Tables II, III, and IV summarize the results of some of the computational experience. Table II summarizes results for six RMST problems each having 50 nodes and 5 resource constraints; Table III summarizes the results for six RCMST problems each having 20 nodes, 3 resource constraints, and a unit demand at every node; and Table IV summarizes the results for six RCMST problems having 20 nodes, 3 resource constraints, and random node demands as described in Step (1) of the random-problem generator. The column headings of Table II are described more explicitly by the following:
(1) The second column contains 100ε. Recall that 100ε is the maximum percentage error that might result from using the fathoming rules discussed in Section 3; that is, the cost of the "ε-optimal" solution to the problem may be at most 100ε percent higher than the exact (ε=0) minimal cost. The actual percentage error that resulted is given in the ninth and last column of Table II.

(2) The third column contains the number of nodes in the branch-and-bound tree generated to solve the problem.

(3) The fourth column contains the number of MST problems solved during the executions of Steps 4 and 8 of the algorithm.

(4) The fifth column contains the maximum number of unfathomed subproblems that were simultaneously on the stack and, in conjunction with Table I, provides insight into the memory requirements of the problem.

(5) The sixth, seventh and eighth columns are related. The sixth column (labeled (a)) contains the CPU time (excluding compilation) that elapsed until the eventual ε-optimal solution became the incumbent solution, and the seventh column (labeled (b)) contains the total CPU time (excluding compilation) required to solve the problem. The ratio 100(b-a)/b contained in the eighth column is the percentage of the total execution time that was required to verify that the ε-optimal solution that became the incumbent at the time given in the column labeled (a) was, in fact, an ε-optimal solution; in this sense, the ratio measures "wasted" computational effort. The above descriptions also apply to the headings of the columns of Tables III and IV.
The purpose of the computational experience summarized by Tables II, III, and IV was to demonstrate the algorithm's potential to solve large problems and to gain insight into the algorithm's behavior while solving a series of related problems. The reported execution times are meaningful only in this context. Lower (Higher) average execution times for similar problems could have been obtained by decreasing (increasing) the arc density in Step (3) of the random-problem generator and/or by increasing (decreasing) $\lambda$ in Step (4) of the random-problem generator. Also, significantly lower execution times would result if a computer programmer more knowledgeable than this author were to implement a more sophisticated algorithm (c.f., [4], [19], or [24]) for solving the MST problems in Steps (4) and (8) of the algorithm; the solution of the MST problems constitutes a major portion of the computational effort so that a more efficient algorithm would have a significant favorable impact on execution times.

Another operation done repetitively during the algorithm's execution is the insertion of a subproblem into its proper position on the stack of unfathomed subproblems based on the value of its lower bound; currently done in a somewhat naive manner, this operation could be coded by a more sophisticated computer programmer than this author to execute significantly faster. A final potential way to reduce execution time is to "fine-tune" the parameters used to revise $\lambda$ in Step (3) of the algorithm as described in Section 3.

In light of the comments of the preceding paragraph, conjectures rather than conclusions are in order. Table II indicates that the algorithm has the potential to solve very large RMST problems, especially if one is willing to forego exact optimality and accept accuracy to within
1% or even 5%. However, Tables III and IV indicate that the algorithms potential for solving large RCMST problems is less promising, even if one is willing to accept accuracy to within 5% rather than exact optimality. However, since the i-th problem of Table III is identical to the i-th problem of Table IV with the exception of node demands, it does appear that the RCMST problem with unit demands is significantly easier to solve than the general RCMST problem.

One final point should be made. It is possible to "trick" the computer program into the more traditional branch-and-bound approach that bounds a subproblem \( (P_{AB}) \) by solving only the relaxation \( (P_{AB}^0) \), that is, the MST problem that results from ignoring the resource constraints. Thus, the traditional approach and the Lagrangean-based approach can be compared with the same program on the computer. Computational experience indicates that a traditional branch-and-bound approach to the RMST and RCMST problems fails due to a lack of sufficient computer memory; because of the frequent branching of the traditional approach, the size of the list of unfathomed subproblems grows so rapidly that available computer memory is rapidly exceeded. This is illustrated by the example at the end of Section 3 where the branch-and-bound algorithm based on Lagrangean relaxation resulted in a bâb-tree with only 18 nodes as compared to one with over 400 nodes resulting from the traditional approach.
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<table>
<thead>
<tr>
<th>N</th>
<th>m</th>
<th>Approximate Memory Requirement (Kilobytes)</th>
<th>Maximum Value of S Assuming Availability of 7000 Kilobytes of Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5</td>
<td>$1.9 + 0.110S$</td>
<td>63,619</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>$7.4 + 0.188S$</td>
<td>37,194</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>$16.5 + 0.278S$</td>
<td>25,120</td>
</tr>
<tr>
<td>40</td>
<td>5</td>
<td>$29.3 + 0.382S$</td>
<td>18,247</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>$45.6 + 0.497S$</td>
<td>13,992</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>$1.9 + 0.110S$</td>
<td>63,619</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>$11.2 + 0.228S$</td>
<td>30,652</td>
</tr>
<tr>
<td>30</td>
<td>15</td>
<td>$33.9 + 0.358S$</td>
<td>19,458</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>$76.1 + 0.502S$</td>
<td>13,792</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>$143.6 + 0.657S$</td>
<td>10,435</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$2.8 + 0.150S$</td>
<td>46,648</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>$18.8 + 0.308S$</td>
<td>22,666</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>$60.0 + 0.478S$</td>
<td>14,518</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>$138.5 + 0.662S$</td>
<td>10,364</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>$266.1 + 0.857S$</td>
<td>7,857</td>
</tr>
</tbody>
</table>
### Table II

Computational Results for RMST Problems with 50 Nodes and 5 Resource Constraints

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>100ε</th>
<th>Number of Nodes in B&amp;B-Tree</th>
<th>Number of MST Problems Solved</th>
<th>Maximum Stack Size</th>
<th>Execution Time (seconds) Until ε-optimal Solution (a)</th>
<th>Total Execution Time (seconds) (b)</th>
<th>Ratio 100(b-a)/b</th>
<th>Actual Percentage Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>313</td>
<td>937</td>
<td>12</td>
<td>1.06</td>
<td>21.02</td>
<td>95.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>13</td>
<td>37</td>
<td>6</td>
<td>1.05</td>
<td>1.05</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>0.15</td>
<td>0.19</td>
<td>21.1</td>
<td>3.2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>5</td>
<td>13</td>
<td>2</td>
<td>0.26</td>
<td>0.37</td>
<td>29.7</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>0.26</td>
<td>0.26</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>0.13</td>
<td>0.20</td>
<td>35.0</td>
<td>3.0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>465</td>
<td>1395</td>
<td>10</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>243</td>
<td>735</td>
<td>12</td>
<td>1.64</td>
<td>16.82</td>
<td>90.2</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>17</td>
<td>59</td>
<td>3</td>
<td>1.47</td>
<td>1.47</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3</td>
<td>15</td>
<td>1</td>
<td>0.17</td>
<td>0.38</td>
<td>55.3</td>
<td>4.2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>359</td>
<td>1075</td>
<td>10</td>
<td>5.04</td>
<td>24.36</td>
<td>79.3</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>12</td>
<td>1</td>
<td>0.16</td>
<td>0.34</td>
<td>52.9</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0.16</td>
<td>0.16</td>
<td>0.0</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>677</td>
<td>2031</td>
<td>7</td>
<td>2.93</td>
<td>46.17</td>
<td>93.7</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0.11</td>
<td>0.11</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0.11</td>
<td>0.11</td>
<td>0.0</td>
<td>0.2</td>
</tr>
</tbody>
</table>
### Table III

Computational Results for RCMST Problems with Unit Demands, 20 Nodes, and 3 Resource Constraints

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>100ε</th>
<th>Number of Nodes in B&amp;B-Tree</th>
<th>Number of MST Problems Solved</th>
<th>Maximum Stack Size</th>
<th>Execution Time (seconds) Until ε-optimal Solution (a)</th>
<th>Total Execution Time (seconds) (b)</th>
<th>Ratio 100(b-a)/b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>1,477</td>
<td>4,830</td>
<td>571</td>
<td>22.51</td>
<td>22.51</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>1,261</td>
<td>4,017</td>
<td>412</td>
<td>18.83</td>
<td>18.83</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>69</td>
<td>441</td>
<td>25</td>
<td>1.80</td>
<td>1.90</td>
<td>5.3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>113</td>
<td>415</td>
<td>48</td>
<td>1.90</td>
<td>1.90</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>19</td>
<td>60</td>
<td>9</td>
<td>0.29</td>
<td>0.29</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>11,351</td>
<td>38,271</td>
<td>3,021</td>
<td>175.16</td>
<td>175.16</td>
<td>0.0</td>
</tr>
</tbody>
</table>
### Table IV

Computational Results for RCMST with Random Demands, 20 Nodes, and 3 Resource Constraints

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>100ε</th>
<th>Number of Nodes in B&amp;B-Tree</th>
<th>Number of MST Problems Solved</th>
<th>Maximum Stack Size</th>
<th>Execution Time (seconds) Until ε-optimal Solution (a)</th>
<th>Total Execution Time (seconds) (b)</th>
<th>Ratio (b-a)/b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>12,347</td>
<td>41,451</td>
<td>3,048</td>
<td>187.39</td>
<td>187.39</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>4,539</td>
<td>14,363</td>
<td>617</td>
<td>27.17</td>
<td>63.70</td>
<td>57.3</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>215</td>
<td>936</td>
<td>90</td>
<td>3.94</td>
<td>4.26</td>
<td>7.5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1,143</td>
<td>4,295</td>
<td>368</td>
<td>18.96</td>
<td>18.96</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>135</td>
<td>428</td>
<td>59</td>
<td>2.10</td>
<td>2.10</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>10,417</td>
<td>35,266</td>
<td>2,755</td>
<td>159.37</td>
<td>159.37</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Figure 1
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<table>
<thead>
<tr>
<th>p=1</th>
<th>q=2</th>
<th>q=3</th>
<th>q=4</th>
<th>q=5</th>
<th>q=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.7</td>
<td>5.2</td>
<td>2.8</td>
<td>5.6</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p=2</th>
<th>q=2</th>
<th>q=3</th>
<th>q=4</th>
<th>q=5</th>
<th>q=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.7</td>
<td>7.3</td>
<td>5.1</td>
<td>3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p=3</th>
<th>q=2</th>
<th>q=3</th>
<th>q=4</th>
<th>q=5</th>
<th>q=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4</td>
<td>8.5</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p=4</th>
<th>q=2</th>
<th>q=3</th>
<th>q=4</th>
<th>q=5</th>
<th>q=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>4.4</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p=5</th>
<th>q=2</th>
<th>q=3</th>
<th>q=4</th>
<th>q=5</th>
<th>q=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.6</td>
<td>7</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

Consider a network in which one node is a source having an infinite supply of a commodity, and every other node is a sink having a known constant demand. Furthermore, associated with each potential arc of the network are the following known constants: the cost of constructing the arc, the amount of each scarce resource consumed during the construction of the arc, and the flow capacity of the arc. Given the above known constants as well as the available supply of each of the scarce resources, the problem is to construct a minimal cost spanning tree subject to the limitations on the consumption of the scarce resources and the requirement that there exists a flow from the source satisfying the demands at the sinks without exceeding any arc capacity.

This paper discusses the solution of such a problem by a branch-and-bound algorithm based on Lagrangean relaxation. Also included are applications of the problem, extensions to the problem, and a report on preliminary computational experience with a computer implementation of the algorithm.
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