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ABSTRACT
While authenticating wireless radios based on the unique imperfections in their transmitted waveform has become a topic of some interest, such fingerprinting techniques are vulnerable to an attacker who can listen to a radio's transmission and later mimic the transmission using a sophisticated arbitrary waveform generator. However, this type of vulnerability can be reduced if the authentication is accomplished using a random selection from a long list of possible challenge-response pairs and if the node requesting network access has a fingerprint that changes with each valid response. This work provides a first study of such a concept using a tunable filter, used during the authentication exchange, whose tuning voltages are determined from the response data. The work uses simulations and measurements to demonstrate the effectiveness of estimating the distortion function introduced by the tunable filter and using it to identify the device. Results show that the technique can achieve near perfect discrimination between devices and can reject an attacker with very high probability.
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Data-Dependent Fingerprints for Wireless Device Authentication

Abstract

While authenticating wireless radios based on the unique imperfections in their transmitted waveform has become a topic of some interest, such fingerprinting techniques are vulnerable to an attacker who can listen to a radio’s transmission and later mimic the transmission using a sophisticated arbitrary waveform generator. However, this type of vulnerability can be reduced if the authentication is accomplished using a random selection from a long list of possible challenge-response pairs and if the node requesting network access has a fingerprint that changes with each valid response. This work provides a first study of such a concept using a tunable filter, used during the authentication exchange, whose tuning voltages are determined from the response data. The work uses simulations and measurements to demonstrate the effectiveness of estimating the distortion function introduced by the tunable filter and using it to identify the device. Results show that the technique can achieve near perfect discrimination between devices and can reject an attacker with very high probability.
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I. INTRODUCTION

The management of device identities in a secure network represents a challenging issue, particularly in wireless networks where device identity can be forged by an attacker. While most wireless networks use cryptographic techniques based on secret keys to allow network access only to trusted nodes [1, 2], such key-based authentication either requires tedious and potentially insecure manual entry of public keys in each trusted device or high implementation resource requirements [3–5]. As a result of these limitations, recent work has explored other authentication techniques that can work with and enhance traditional cryptographic authentication methods. Radio frequency (RF) fingerprinting implemented via radiometric device identification [3]-[5] or location-based identification [6]-[8] represent examples of such methods.

Because location-based identification is appropriate only for stationary nodes and static radio propagation environments, most of the recent research has focused on radiometric device identification. This technology relies on the fact that unique imperfections in the components used to construct a transmitter system produce a waveform signature (fingerprint or transceiver-print) that can uniquely identify the device. While the majority of these techniques focus on the waveform achieved during signal transients [4]-[15], more recent work has demonstrated that good identification accuracy is also possible based on the characteristics of the modulated waveform [16, 17]. However, a key vulnerability with this type of authentication is that an attacker can relatively easily capture the waveform characteristics of a radio during its authentication phase and then at a later time masquerade as the legitimate node by using a high-quality arbitrary waveform generator to create an authenticating waveform that mimics that from the legitimate node.

This vulnerability to attack could be reduced if the waveform distortions created by the legitimate node depended on the data being transmitted. In this way, the authentication protocol could involve a large number of possible challenges, each with its own valid response (key). Each legitimate node in the network would then have a unique fingerprint for each challenge-response pair, making it highly unlikely that an attacker could masquerade as a legitimate node based on prior observations. This paper proposes such a technique based on a tunable filter architecture where the tuning voltages can be derived from the response data. A preliminary version of this work was presented in [18], with this current version providing more detailed discussion of the technique along with significantly more data and improved data analysis. The analysis of the experimental data demonstrates that it is possible to have highly accurate identification of the legitimate device with a high probability of rejecting a masquerading device under a variety of assumptions. The results demonstrate that the proposed technique has the potential to significantly enhance the security associated with RF fingerprinting techniques.

II. FINGERPRINT-BASED AUTHENTICATION

Typically, if a node desires to enter a secure network and participate in the exchange of potentially-sensitive data, it sends a request that is ultimately routed to a decision-making node (DMN), such as an access point in a conventional wireless local area network (WLAN). To verify that the node can be trusted, the DMN transmits a challenge, which is essentially a request for information that only trusted nodes possess. The requesting node (RN) seeking network access must then supply the proper response to the challenge, a response that may be a pre-shared security key, a known MAC address, or some other secret information. Upon receipt of the correct information, the RN is considered authentic and is allowed to use the network resources.

While this conventional authentication is simple, it is relatively easy for an attacker to either gain the secret information or to supply the credentials of another radio to gain network access. Because of this vulnerability, some researchers have proposed
combining this type of typical authentication with techniques at the physical layer that may be harder to imitate. For example, fingerprint-enhanced authentication exploits the fact that analog circuitry in a transceiver is characterized by imperfections that create unique properties of the transmitted waveform. Key aspects of the waveform are therefore experimentally characterized for each radio, and these properties are stored in a database available to the DMN. When the RN provides a response to the challenge, the DMN ensures that 1) the response is correct and 2) the properties of the waveform conveying the response match the properties stored in the database for the specific radio, with network access granted only when both of these criteria are satisfactorily met. Prior work on this topic demonstrates that this type of radio fingerprinting can lead to very reliable authentication [16], with the performance improving when the RN has multiple independent transmit circuits [17].

While such fingerprint-enhanced authentication improves security, if an attacker listens to the authentication exchange for a specific radio, it can use sophisticated equipment to carefully measure the waveform. Later, this attacker can use an arbitrary waveform generator to imitate the observed waveform and successfully masquerade as the legitimate node. This observation motivates the concept of data-dependent fingerprints for overcoming this vulnerability. Specifically, suppose that the DMN has a large number of challenge-response pairs that it can use to authenticate a RN seeking network access and further suppose that for each response, the physical properties of the RN transmitter circuit and therefore the transmitted waveform change. Then even if an attacker can 1) know the proper response to a challenge and 2) mimic the waveform observed from observations of prior responses, it does not know the waveform to apply for the current response. We note that if there are enough challenge-response pairs and if authentication is done somewhat infrequently, this concept of data-dependent fingerprints has similarities to the concept of a one-time pad used in data cryptography [1], as the waveform achieved is different for each authentication exchange.

Making the transmitted waveform distortion depend on the transmitted data means that the transmitter is either nonlinear or time-variant (or both). For example, the nonlinear power amplifier in a transmitter will create distortions that depend on the transmit waveform, with the sensitivity to the waveform enhanced when using a modulation based on orthogonal frequency division multiplexing (OFDM) that has a large range of signal levels. However, in implementing authentication based on data-dependent fingerprints, it is essential that 1) the waveforms for different responses be sufficiently distinct to allow differentiation by the DMN and 2) the waveforms achieved by different radios for the same response data be sufficiently distinct to minimize the risk that an imposter can gain network access. As we have explored the use of amplifier nonlinearity to create data-dependent fingerprints, we have found that the nonlinear behavior of different amplifiers (all of the same model) driven into saturation is similar, making discrimination of different devices (objective # 2) difficult.

III. Time-Variant Filter Design

Motivated by the difficulties associated with using nonlinearity to create a data-dependent fingerprint, in this paper we focus on using a time-variant system to create the data-dependent fingerprint, with the time-variation controlled by the data itself. Specifically, we design a filter with selected capacitors replaced by varactor diodes. Our work focuses on a radio frequency (RF) of 2.4 GHz, and therefore we have explored designing a filter at this RF. However, for a usable bandwidth of 20 MHz, the fractional bandwidth achieved at the center frequency of 2.4 GHz is so narrow that it is difficult for the filter to generate appreciable variation of the filter distortion function as a function of frequency. As a result, we instead report on a filter designed at an intermediate frequency (IF) of 70 MHz. The following sections discuss the design, simulation, and experimental implementation of the filter used.

A. Filter Design and Simulation

Naturally, a filter of arbitrary order can easily be designed using conventional filter synthesis techniques and then selected components can be replaced with tunable capacitances. For simplicity in this study, we have chosen to design a simple second-order bandpass filter as a building block for the study. Figure 1(a) shows the schematic of this second-order filter designed for a center frequency of 70 MHz. The ohmic loss components are included to model the equivalent series resistance present in the actual inductors used in filter fabrication.
To make the distortion function of this circuit tunable, the series capacitor is replaced with a varactor diode with a bias circuit such that the achieved capacitance can be specified by the bias voltage. Figure 1(b) shows this implementation, including the components used for the biasing circuit. Because the series inductor/capacitor combination operates near resonance, small changes in the varactor capacitance can dramatically impact the achieved filter distortion function. The varactor diode chosen for the application is the Skyworks SMV1236, which is a silicon hyperabrupt junction device with a high quality factor. The device’s capacitance range is approximately 27-6 pF for a bias voltage range of 0-5 V [19].

To increase the sensitivity of the achieved filter distortion function versus bias voltage, we have cascaded four copies of the second-order filter block. The resulting eighth-order circuit has been simulated using Agilent Advanced Design System (ADS), with the varactor modeled based on the manufacturer equivalent circuit [19]. Figure 2 shows the magnitude of the transmission S-parameter $S_{21}$ obtained from this eighth-order circuit for four different arbitrarily-chosen bias voltage combinations (all chosen in the range 0-5 V) applied to the tunable capacitances. The results clearly demonstrate wide variation in the achieved filter distortion function for different bias voltages, suggesting that this type of circuit is a reasonable candidate for achieving a data-dependent distortion function.

B. Hardware Implementation

The eighth-order circuit (resulting from cascading four second-order filters) has been fabricated using a coplanar waveguide design on Rogers R4003C substrate. To allow assessment of the unique variations created by different circuits, two different copies of the circuit were created. Figure 3 shows a photograph of one eighth-order module where each second-order circuit is bounded with dashed lines. Key components for one of the second-order circuits are also identified in the photograph. Figure 4 plots $S_{21}$ as a function of frequency for this eighth-order design measured using a vector network analyzer for four different bias voltage combinations. The curves have been normalized to a maximum value of unity, as the relative variation with frequency for different vias voltages is the key behavior that enables data-dependent fingerprinting and differences in absolute levels will ultimately be combined with propagation path loss and in some cases will be mitigated using transmit power control. Due to the inherent imperfections in the diode behavior with bias voltage and the parasitics introduced during fabrication, the measured filter distortion functions differ from those predicted by the simulations (compare to Fig. 2). However, the basic nature of the filter transfer function variation (rate of change with frequency and relative increase in insertion loss) observed for the measured circuit is similar to that observed in the simulations. The simulated and measured results clearly demonstrate that the tunable circuit is able to introduce significant variations in the distortion function with frequency, further suggesting that this type of circuit may be effective in providing a data-dependent fingerprint.

As previously mentioned, for data-dependent fingerprinting, the distortion function of two different circuits must differ even when both use the same bias voltage combinations. Figure 5 plots $S_{21}$ versus frequency when the two fabricated circuits use the same bias voltages, where each subplot represents a unique bias voltage combination. Clearly, these functions for the two circuits differ significantly as a result of the uniqueness of the varactor diode behavior, further reinforcing the suitability of this type of structure for data-dependent fingerprinting.

IV. AUTHENTICATION PROTOCOL IMPLEMENTATION

The prior section demonstrates that the tunable filter proposed can produce unique distortion functions for different bias voltage combinations and that different circuits fabricated with the same components provide unique distortion functions for the same bias voltage combinations. We are now prepared to discuss how to use this basic architecture to assist in authentication
using data-dependent fingerprints. In the authentication protocol, we assume that the RN transmitter creates an IF waveform with a bandwidth of 20 MHz centered at 70 MHz. The radios use OFDM with 64-point FFT block sizes for transmission so that the bandwidth is divided into $N_d = 64$ data and $N_c = 5$ cyclic prefix samples. Each tone is modulated using quadrature phase shift keying (QPSK) with a symbol period of $T_s = 3.45\mu$s that includes the cyclic prefix of duration $T_c = 0.25\mu$s.

Figure 6 diagrams the key elements of the authentication protocol proposed. As previously mentioned, the protocol includes a standard challenge-response exchange, but where the transmitter filter distortion function depends on response data. To enhance the security of the approach, there should be a large number of challenges with a corresponding set of unique responses so that an attacker is unlikely to observe the same response (and corresponding filter distortion function) multiple times. In our analysis, the same challenge-response pair is never repeated. The following sections detail the steps used to achieve authentication based on the data-dependent filter distortion based on the exchanges shown in Figure 6.

A. Propagation Channel Estimation

When the RN requests network access, the DMN requests that the RN transmit training data. Because the objective of this training data transmission is to allow the DMN to estimate the current propagation conditions between the radio, the RN transmission is accomplished without the tunable filter in the signal path. We model the channel by a complex impulse response in the delay variable $\tau$ given by

$$c_p(\tau) = \sum_{\ell=1}^{L} \alpha_\ell \delta(\tau - \tau_\ell T_s)$$

where $T_s$ is the OFDM symbol period (and therefore discrete-time sampling period) and $L$ is the number of multipaths in the channel with the $\ell$th multipath modeled as having a complex gain $\alpha_\ell$ and delay $\tau_\ell T_s$. This continuous-time impulse response...
can be converted to a discrete-time form suitable for use with our OFDM implementation by sampling the Fourier transform of \( c_p(\tau) \) and applying an \( N_d \)-point inverse Discrete Fourier Transform (DFT) to obtain the discrete-time impulse response vector \( g_p \), as detailed in [20]. The vector of complex channel gains at the OFDM frequencies is then given by \( h_p = \text{DFT}_{N_d}(g_p) \).

Given this channel description, the data transmitted during a symbol time can be represented by a \( N_d \)-length vector. To enable formulation in matrix notation, we form the \( N_d \times N_d \) matrix \( X_t \) whose diagonal elements represent the training data symbols. The vector \( y_t \) of received signals can then be expressed as

\[
y_t = X_t h_p + n_t,
\]

where \( n_t \) is a vector of independent identically distributed Gaussian noise.

From the received signal vector, the DMN must estimate the propagation channel response \( h_p \). For line-of-sight (LOS) channels \( (L = 1) \), least squares (LS) provides an effective estimation approach. This estimate can be formulated using [20]

\[
\hat{h}_p = X_t^{-1} y_t
\]

where \( \hat{h}_p \) is the estimate of the propagation channel transfer function. For non-line-of-sight (NLOS) channels \( (L > 1) \), a minimum-mean-squared-error (MMSE) approach provides a more accurate estimate of \( \hat{h}_p \) [20]. This estimate relies upon knowledge of the autocovariance of \( g_p \), as detailed in [20], and therefore it is assumed that the system can use adequate training to achieve this autocovariance estimate.
B. Response Evaluation

Once the propagation channel estimate has been obtained, the DMN sends a challenge to the RN. The RN looks up the correct response to the challenge and inputs the response data to a mapping function that creates a unique bias voltage combination for the varactor diodes in the tunable filter. The RN then switches the biased filter into the transmission signal path and transmits the response data to the DMN, where we assume that the response requires \( N_r \) OFDM transmissions each of which conveys \( N_d \) information symbols. With the tunable filter included, the \( i \)th received OFDM signal vector at the DMN can be expressed as

\[
y_i = X_i (h_f \odot h_p) + n_i
\]

where \( \odot \) indicates a Hadamard (element wise) product, \( X_i \) is a diagonal matrix containing the response data elements, and \( h_f \) is the distortion function of the eighth-order bandpass filter.

At this stage, the DMN must extract the information necessary to determine whether or not it believes the RN is authentic. Conceptually, this means both estimating the filter distortion function \( h_f \) and ensuring that the transmitted data is the correct response for the challenge. From a practical standpoint, however, without additional data transmitted from the RN to the DMN, there is no way to correctly establish one of these two quantities unless the other is correct. Therefore, a simple way to detect whether or not the RN is authentic is to assume that the filter distortion function \( h_f \) contained in the database accessible by the DMN is correct and using it to estimate the transmitted data. Let \( x_i \) represent the response data vector (diagonal elements of \( X_i \)) and \( \hat{x}_i \) indicate the estimate of this vector created by the DMN for an assumed value of \( h_f \) retrieved from the database. Given that the DMN has already estimated the propagation channel \( h_p \), this data estimate can be computed using

\[
\hat{x}_i = y_i \odot (h_f \odot \hat{h}_p)
\]

where \( \odot \) is an element wise division operator. We will use \( x \) to indicate the \( N_r N_d \times 1 \) composite vector containing the response symbols with \( \hat{x} \) indicating its estimate.

While all authentication decisions are made based on the estimate \( \hat{x} \) of the response vector, for some of the analysis we wish to understand properties of the estimates of the filter distortion function assuming that the correct response data has been transmitted. Then the DMN can estimate the filter distortion function from this data using

\[
\hat{h}_{f,i} = [X_i^{-1} y_i] \odot \hat{h}_p
\]

for \( 1 \leq i \leq N_r \). The estimates \( \hat{h}_{f,i} \) are then averaged to obtain the filter distortion function estimate \( \hat{h}_f \).

C. Authentication Decision

To determine device authenticity, we compare the estimate \( \hat{x} \) to the correct response symbols \( x \) using a mean-squared difference (MSD) metric computed as

\[
\text{MSD}_x = \frac{1}{N_d N_r} \| x - \hat{x} \|_F^2
\]

where \( \| \cdot \|_F \) is the Frobenius vector norm. One simple approach for authentication is to simply require that MSD\( x \) be less than a threshold MSD\( h_f \). However, more robust rejection of imposter devices can be accomplished if we compute \( \hat{x} \) for each of the possible values of \( h_f \) in the database for the device. Then, the device is considered authentic only if the MSD achieved with the correct filter distortion function is below the threshold and is smaller than the MSD obtained with any other distortion function. Such an approach will be considered in the analysis in Section V.

V. RESULTS

We are now prepared to explore the effectiveness of the authentication protocol when applied to the OFDM-based communication system using measured distortion functions from the two fabricated eighth-order tunable filters. For each fabricated filter, we collected filter distortion functions (four of which appear in Figure 4) for \( 100 \) different bias voltage combinations. It is assumed that the mapping function that matches the correct response data to the bias voltage combination is programmed to achieve the bias voltages corresponding to these distortion functions, meaning that our system has 100 different challenge-response pairs.

For the simulations, the NLOS channel is modeled using (1) with \( L = 5 \) multipath components where \( \tau_1 = 0 \) and \( \tau_\ell \) for \( 2 \leq \ell \leq L \) are independent random variables drawn from a uniform distribution on \( (0, \xi) \) with \( \xi = T_c / T_s = 0.0725 \) so that the delay spread of the multipath components is less than the duration \( T_c \) of the cyclic prefix. The multipath gains are generated using \( \alpha_\ell = \exp(-4\tau_\ell / T_c) \). A total of 50,000 realizations of the channel are generated from which the autocovariance of \( g_p \) is computed using the procedure detailed in [20]. The LOS channel is modeled simply by taking the first component from the multipath channel (\( \tau_1 = 0 \) and \( \alpha_1 = 1 \)).

We assume that the average power of the signals transmitted by the RN is normalized to unity, and we define the average signal-to-noise ratio (SNR) per symbol as

\[
\text{SNR} = \frac{1}{N_d \sigma_h^2} \| h_p \odot h_f \|_F^2
\]

(8)
where \( \sigma^2 \) is the variance of each element of the noise vector. For the simulations, we realize 10,000 different noise vectors from a complex Gaussian distribution for each SNR value and for each noise realization we transmit all 100 responses, each using its corresponding filter distortion function. For each transmission, the DMN estimates \( \hat{\mathbf{x}} \) for each of the 100 possible distortion functions in its database and computes the MSD between each estimate and the correct response vector \( \mathbf{x} \) using (7), with the result allowing application of the authentication protocol discussed in Section IV-C. The resulting 10,000 realizations allow a statistical analysis of the probability of correct authentication as well as of denying authentication to an imposter, as detailed in the following subsections.

A. Filter Distortion Functions

It is first interesting to explore the difference between the 100 filter distortion functions measured from one of the fabricated filters. We quantify the difference between a pair of functions using the MSD computed as

\[
\text{MSD}_{h_{mn}} = \frac{1}{N_d} || h_{f,m} - h_{f,n} ||_F^2
\]

where the subscripts \( \{m, n\} \) indicate the index of the measured distortion function (out of 100). The top plot in Figure 7 shows the probability density function (pdf) approximated as a normalized histogram for all pairwise combinations of the measured distortion functions (except \( m = n \)). The bottom plot shows similar histograms obtained for estimates of the channel distortion function obtained when the protocol of Figure 6 is used (based on the originally-measured transfer functions) in NLOS conditions for three different SNR values. As can be seen, most of the distortion functions have an MSD larger than 0.5, although the fraction of pairs with such a difference decreases as the SNR increases. These results suggest that the filter distortion functions are generally adequately different to offer the potential of robust data-dependent device identification.

B. Authentication Performance

A device is considered authentic only if MSD, computed using the correct filter distortion function is below the threshold \( \text{MSD}_{th} \), and lower than MSD, computed using the other distortion functions available in the database for that device. With more available challenge-response pairs, there is an increased probability that an incorrect filter distortion function leads to the lowest value of MSD, and we therefore consider authentication using subsets of 50 and 75 of the distortion functions as well as using all 100 functions. Figure 8 plots the probability of correct authentication as a function of the threshold MSD, using SNR values of 5, 10, and 15 dB for both LOS and NLOS propagation channels. The results show that for high SNR and an adequately-large threshold, the probability of correct authentication is reasonably high for LOS channels. However, for NLOS channels, errors in the propagation channel estimate reduce the probability of correct authentication relative to the performance observed for LOS conditions. The results also demonstrate that, at least for the number of responses used here, having more filter distortion functions available does not significantly impact the results.

For all cases in Figure 8, it is seen that the performance dependence on the threshold is small once the threshold reaches a certain value. For threshold values beyond this point, if a legitimate device is not authenticated, it is because the MSD for an incorrect filter distortion function is smaller than that achieved with the correct distortion function. This means that very high probability of correct authentication could be achieved if the authentication protocol only requires the MSD to be below a certain threshold. However, simplifying the protocol in this manner also produces a much higher probability of rejecting an imposter. More detail on this observation will be provided in the following section.
C. Imposter Rejection

In analyzing the ability to reject an imposter attempting to masquerade as a legitimate device, it is important to consider the amount of information known by the imposter. In all cases, we assume that the imposter knows the correct response to the challenge issued by the DMN. The following sections study the ability to reject this imposter under scenarios where the imposter may also know additional information regarding the legitimate RN.

1) CASE I: Attacker Knows Filter Delay: While plots of filter distortion functions used in this paper focus on the magnitude of the filter transfer function, clearly the phase of the transfer function also plays a role in determining the MSD of the estimated response data vector. However, over the frequency band of interest, the phase variation is relatively simple. For example, the curves in Figure 9 show the phase of $h_f$ versus frequency for three different bias voltage combinations. The results not only show that the phase is relatively linear with frequency, but that the slope of this line is similar for all networks. Therefore, if the attacker listens to several authentication responses, it may be able to infer this slope and better imitate the phase variation of the actual filter.

To investigate the potential impact of this awareness, we determine the average slope of the phase with frequency for all 100 filter distortion functions and compute the average slope. We then assume that the attacker creates a filter distortion function whose phase with frequency is linear with this average slope. We assume that the attacker knows only the slope and therefore applies a uniformly distributed random phase offset to form the imitating distortion function. The magnitude of the imitating function is formed by randomly selecting the magnitude from one of the 100 measured distortion functions.

Figure 10 plots the probability of rejecting an imposter device as a function of the threshold value $MSD_{th}$ assuming 50, 75, and all 100 filter distortion functions are available and for three different values of the SNR. The results show that, provided the threshold is chosen to be adequately small, the probability of imposter rejection remains very high for all simulation scenarios. Therefore, attacker awareness of the average slope of the phase versus frequency for the distorting filter provides little if any additional vulnerability.
2) CASE II: Attacker Knows the Circuit Design: Next, we assume that the attacker is able to reproduce the circuit used by the legitimate device to change the filter distortion function but does not know the mapping function between each valid response and the bias voltages applied to the varactor diodes. To investigate this case, the 100 filter distortion functions measured from the second fabricated eighth-order filter are assumed to be those that can be used by the attacker. These distortion functions are measured for the same bias voltage configurations as those used for the measurements of the filter used by the legitimate node. Because the imposter does not know the mapping function between the response and the bias voltages, we assume that the attacker randomly selects a distortion function when responding to each challenge.

Figure 11 plots the probability of rejecting the imposter device as a function of the decision threshold for the same parameters as used previously. While the results show that the probability of rejection remains quite high (above 99% for most scenarios), the decrease in performance occurs at a much lower threshold than that observed in Figure 10, simply because the imposter sometimes will use a filter distortion function that is close enough to successfully be authenticated. For the same reason, using 75 or 100 responses decreases the probability of imposter rejection, as in these cases the imposter has more filter distortion functions from which to choose.

3) CASE III: Attacker Knows the Circuit Design and Bias Voltages: In the final scenario considered, the attacker has fabricated a filter whose design is identical to that used for the legitimate node and knows the bias voltages used for each challenge-response pair. In this case, only unique differences in the designs lead to different filter distortion functions observed for the legitimate and the imposter radios. Transmissions from the imposter node are again represented using the 100 distortion functions measured from the second filter for the same bias voltages used for the filter on the legitimate node. Figure 12 plots the probability of rejecting the imposter device as a function of the decision threshold. It may appear surprising that the performance in this case is superior to that achieved when the imposter does not know the bias voltages. This indicates that
when the imposter carefully attempts to reproduce the filter distortion function by matching the bias voltage configurations, the unique diode characteristics make it highly likely that a significant mismatch in achieved distortion functions will occur. However, when the attacker randomly chooses a filter distortion function, there is a higher likelihood that the attacker will be fortunate enough to select a function that is adequately close to the distortion function used by the legitimate node.

REFERENCES