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**ABSTRACT:** A four-year research effort was conducted to collect empirical evidence on the effectiveness of different training methods for acquiring and transferring complex cognitive skills (see Plott et al., 2014). To accomplish this goal, a series of meta-analyses were conducted examining six training methods (training wheels, scaffolding, part-task training, increasing difficulty, learner control, and exploratory learning). Algorithms were then developed to quantify the relationships between the training methods, performance, and various moderating factors. These algorithms can be used to perform tradeoff analyses to determine the effectiveness of different combinations of training method(s), task/skill type(s) being trained (e.g., perceptual, psychomotor), trainee characteristics (e.g., experience, aptitude), and type(s) of training performance outcomes (e.g., learning, transfer). Finally, to ensure these research findings and algorithms would be easily consumable by training developers and researchers, a training effectiveness tool was developed, called TARGET (which stands for Training Aide: Research and Guidance for Effective Training). This tool can aid training developers and researchers in making decisions concerning the most appropriate training method(s) to use depending on their particular training context. This report focuses on the algorithm development completed as a part of this larger research effort, as well as the algorithm incorporation into TARGET.
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Research Requirement

The present research was conducted as part of a broader four-year effort to develop evidence-based guidelines for the relative effectiveness of six different training methods for acquiring and transferring cognitive skills involved in complex task domains (see Plott et al., 2014). The six training methods investigated were part-task training, training wheels, scaffolding, increasing difficulty, learner control, and exploratory learning. Several efforts were employed to develop these evidence-based guidelines. First, a comprehensive research database was created via a broad literature search, six comprehensive meta-analyses, and several supplemental research experiments in order to generate effect size estimates of the relative effectiveness of the six training methods and how various factors (e.g., task/skill type, trainee characteristics, performance outcomes) moderate training effectiveness. Second, we developed algorithms to empirically synthesize the relationships between the six training methods and various moderating factors. Moreover, to ensure these research findings and algorithms would be easily consumable by various users, we developed a user-friendly graphical user interface tool, called TARGET (which stands for Training Aide: Research and Guidance for Effective Training). This tool integrated the comprehensive research database with the developed algorithms, and contains several visualization tools for identifying training conditions under which particular training methods are more/less effective. The purpose of this report was to provide information on the algorithm development completed as a part of this larger research effort, as well as their use in TARGET.

Procedure

First, we developed a coding scheme of research study attributes, which was necessary in order to generate the meta-analyses and algorithms underlying TARGET. The coding scheme was used to code, classify, and extract necessary data from all of the primary research studies in order to compute the meta-analytic effect size estimates. We also reviewed the literature on meta-analysis methods for documentation on the sets of computations required for computing effect size statistics, as well as the procedures combining each set of computations under different conditions. Next, meta-analytic effect size statistics were calculated by converting raw individual-level research study data, and these were then used to develop the algorithms. Finally, we devised an extrapolation process for estimating effect size statistics for particular moderator/attribute combinations in which there was no extant research available.

Findings

We developed TARGET, a web-based training tool, which is publicly accessible at http://bldr-webtest.alionscience.com/Target/. This tool summarizes the cognitive skill training research and identifies the conditions under which a particular training method is more or less effective. TARGET’s key capabilities were accomplished via the underlying innovative
algorithms. First, the algorithms provide real-time computational capability so that users of TARGET can select a number of combinations of moderating attributes and get effect size estimates for a particular training method. The algorithms supported the required capability of computing effect sizes for individual studies from raw study-level information, as well as the summary-level effect size statistics compiled across primary research studies. Note that there were several combinations of moderating variables for which there is no extant research available (e.g., the impact of trainee experience on the effectiveness of part-task training of perceptual skills) and thus the algorithms could not be directly employed to generate effect sizes. Accordingly, we also defined and implemented an innovative extrapolation process for estimating effect size statistics for particular attribute combinations in which there was no extant research available. Although the functionality mentioned above is certainly useful, these effect size estimates risk becoming dated unless the tool’s evidential database is continuously updated. Thus, a second key capability is that algorithms provide the capability of long-term updateability of TARGET’s comprehensive research database, allowing users to add research findings/effect size data from new primary research studies conducted. Although other commercial off-the-shelf software packages exist that can be used to perform meta-analytic studies, TARGET adds value by providing a built-in database that is easily accessible on the web to any potential users.

Utilization and Dissemination of Findings

This report serves as documentation of procedures and processes for developing the algorithms and their implementation in TARGET. In summary, the algorithms offer several potential benefits to the Army. As implemented in TARGET, they can be used to perform tradeoff analyses for different combinations of training methods. The algorithms make the research findings from this larger 4-year research effort available to the Army training, development, and research communities, allowing users to systematically explore training methods and design components that would be effective for a particular set of circumstances for acquiring cognitive skills. In short, they estimate the expected costs or benefits of the six training methods on performance, for various combinations of task/skill type, trainee characteristics, and performance outcomes. Beyond TARGET, the algorithms can also be readily applied in a variety of other applications. For example, they can be used as input for human performance models to analyze the impact of different training or technological approaches. As a more specific example, the algorithms could also be adapted for use in IMPRINT to determine how different training methods might impact performance.
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Introduction

Research Project Background

The present research was conducted as part of a broader four-year effort to develop evidence-based guidelines for the relative effectiveness of different training methods for learning and transferring cognitive skills involved in complex Army-relevant task domains (see Plott et al., 2014). The emphasis was on how to improve not only learning, but also how to improve training transfer – that is, the degree to which trainees are able to apply and use what they learned once back on-the-job or in a new context (see Kraiger, Ford, & Salas, 1993). Six training methods were investigated: part-task training, training wheels, scaffolding, increasing difficulty, learner control, and exploratory learning (See Appendix A for definitions of each training method). These methods were expected to be influential not only on learning and transfer, but also on managing trainee effort/workload and engagement during training - factors which have been demonstrated to be key predictors of several training performance outcomes (Bell & Kozlowski, 2008; Paas, Renkl, & Sweller, 2003; van Merrienboer, Kester, & Paas., 2006).

Several efforts were employed to develop the evidence-based guidelines for these six training methods. First, a comprehensive research database needed to be developed, summarizing the extant training research on these training methods, as well as the factors/attributes that moderate the effectiveness of each method. Such moderating factors/attributes include the task/skill type being trained (e.g., psychomotor, problem solving), types of trainees that would participate in the intended training (e.g., their average experience level, ability level), and type of training performance outcome(s) of interest (e.g., procedural knowledge, transfer). To create this database, we conducted a broad literature search, six comprehensive meta-analyses, and several supplemental research experiments in order to generate estimates of the relative effectiveness of the six specific training methods and how the moderating factors impact their effectiveness. For details on the literature review, meta-analyses and supplemental experiments see publications by Carolan, Wickens, Hutchins and Cumming (in press), Hutchins, Wickens, Carolan, and Cumming (2013), and Wickens, Hutchins, Carolan, and Cumming (2013). Other information can also be gleaned from ARI technical reports (McDermott, Carolan, Fisher, Gronowski, & Gacy, 2013; Plott et al., 2014) and conference proceedings (Carolan, McDermott, Hutchins, Wickens, & Belanich, 2011; McDermott, Carolan, & Gronowski, 2012; McDermott, Carolan, & Wickens, 2012; McDermott, Gronowski, Carolan, & Fisher, 2013).

Second, we developed algorithms to empirically synthesize/describe the relationships between the six training methods and various moderating factors. Moreover, to ensure these research findings and algorithms would be easily consumable by training developers and researchers, we developed a user-friendly graphical user interface tool, called TARGET (which stands for Training Aide: Research and Guidance for Effective Training). This tool integrated the comprehensive research database with the developed algorithms, and contains several
visualization tools, such that in-depth statistical knowledge is not required to benefit from this tool. TARGET enables training developers and researchers to identify training conditions under which particular training methods are more/less effective, which helps maximize effective learning and transfer.

**Purpose of Report**

The purpose of this report is to provide information on the algorithm development and their use in TARGET. Guided by anticipated use cases, we sought the following key functionality from the algorithms embedded in TARGET. First, the algorithms needed to provide real-time computational capability so that users of TARGET could select a number of combinations of moderating factors/attributes (e.g., trainee characteristics, task/skill types) and get effect size estimates for a particular training method. An effect size is a statistical concept that measures the strength of the relationship between two variables (Preacher & Kelly, 2012). For example, a user may be interested in the whether or not the effectiveness (i.e., the effect size) for the ‘part-task training’ method differs based on the experience level of the group of trainees. As such, the algorithm must not only be able to compute effect sizes from raw study-level information (e.g., means, standard deviations), but also summarize multiple effect sizes across all relevant primary studies as indicated by the selected combination of moderating factors/attributes. Note that there were several combinations of moderating factors for which there is no extant research available (e.g., the impact of trainee experience on the effectiveness of part-task training of perceptual skills) and thus the aforementioned algorithms could not be directly employed to generate effect sizes. Accordingly, we also needed to develop an innovative extrapolation process for estimating effect size statistics for particular moderator combinations in which there was no extant research available. Although the functionality mentioned above is certainly useful, these effect size estimates risk becoming dated unless the tool’s evidential database is continuously updated. Thus, a second key functionality is that algorithms were also needed to provide long-term updateability of TARGET’s comprehensive research database, allowing users to add research findings from new primary research studies conducted.

Note that while the algorithms were implemented in TARGET, and thus we focus this report on TARGET as the context, they can also be readily applied in a variety of other applications. For example, they can be used as input for human performance models to analyze the impact of different training or technological approaches. As a more specific example, the algorithms could also be adapted for use in IMPRINT to determine how different training methods might impact performance.

**Organization of Report**

The remainder of this report unfolds as follows. First, we briefly describe the four main components of TARGET to provide greater context for how the underlying algorithms were generated and used in this training tool. Secondly, we describe our development of a coding scheme of research study attributes, which was necessary in order to generate the meta-analyses and algorithms underlying TARGET. The coding scheme was used to code, classify, and extract
necessary data from all of the primary research studies in order to compute the meta-analytic effect size estimates. Third, we describe how the meta-analytic effect size statistics were calculated by converting raw individual-level research study data, as well as how these statistics informed the algorithm development. Finally, we describe our devised extrapolation process for estimating effect size statistics for particular moderator/attribute combinations in which there was no extant research available.

Overview of TARGET

As aforementioned, a key goal of the current project was to assist training developers and researchers in better understanding the relative effectiveness of different training methods for acquiring/transferring various cognitive skills. As such, a comprehensive research database was generated that included qualitative summaries and meta-analyses of prior empirical research concerning the training effectiveness of six training methods (i.e., part-task training, training wheels, scaffolding, increasing difficulty, learner control, and exploratory learning). Findings concerning the factors that moderate the effectiveness of each method were also included, such as task/skill type being trained (e.g., psychomotor, problem solving), trainee characteristics (e.g., experience level, ability level), and type of training performance outcome (e.g., procedural knowledge, transfer).

To ensure the valuable findings from this research database would be easily consumable by training developers and researchers, the training effectiveness tool, TARGET, was developed. TARGET was designed to assist users in making evidence-based decisions concerning the most suitable training method(s) to use depending on the task/skill type(s) being trained, types of trainees that would participate in the intended training, and/or the performance outcomes sought. It provides query-based searches of the research database as well as numerous visualizations, textual summaries, and data summaries of the relationships between different training methods and performance outcomes (via the underlying computational algorithms). It is also updateable as additional training research is generated so that the database/tool stays current with state-of-the-art research developments.

Next, we briefly describe the four main components of TARGET (Explore Tasks, Explore Methods, Explore Documents, and Add New Document) to provide greater context for how the underlying algorithms were generated and are used in this tool. Readers interested in additional details regarding TARGET are encouraged to access and use the tool via its publically available website (http://bldr-webtest.aliionscience.com/Target/), as well as the accompanying TARGET User Guide (Plott & Hutchins, 2013).

Component 1: Explore Tasks

The Explore Tasks component of TARGET provides users with a range of interactive features for viewing accumulated research evidence by task/skill type (e.g., cognitive-quantitative reasoning skills, perceptual skills, psychomotor skills) in order to identify which training methods are likely to be useful in training a particular task/skill type(s). The assumption is that a training developer or researcher will have information about the type of task/skill(s) that
need to be trained. This component serves as a starting point for those users to visualize which training methods have been successfully used to train the task/skill type of interest. The visualization shows the task/skill type at the center of the screen surrounded by the six training methods. The closer a given training method is to the task/skill at the center of the screen, the more evidence there is that this training method benefits performance for this task/skill (see Figure 1 as an example). Users can examine up to two task/skill types simultaneously to determine which training methods are likely to be most effective for their training needs.

**Figure 1. Example ‘Explore Tasks’ Graphical Visualization**

**Component 2: Explore Methods**

The Explore Methods component graphically displays results of the meta-analyses of prior training research. The visualization allows users to view interactive forest plots of effect size statistics for a range of studies under one of the six training methods. For example, if the users select exploratory learning, a forest plot is graphically displayed with effect size data based on all experimental studies in the research database that used this training method. The effect size would reflect the strength of the relationship between this training method and training effectiveness.
Users can further select moderator variables for which they want to see subsets in the training method forest plot. The moderator variable selected could be a task/skill type of interest, a trainee characteristic (e.g., trainee ability level), training method-specific moderators, or what specific training performance outcome is of interest (e.g., speed, accuracy, knowledge, near transfer). For example, if trainee ability was selected as the moderator, the user would now see the exploratory learning effect size data divided into two groupings—research studies that used this training method with a group of lower ability trainees and another grouping of studies that used this method with higher ability trainees. This enables the user to visually see whether or not the effectiveness of the ‘exploratory learning’ training method depends on the ability level of the group of trainees (in addition to seeing the actual effect size values, which are also reported). Figure 2 shows the exploratory learning research studies categorized by the individual factor of ability. As shown, the effect size data is summarized across the studies via the three diamonds (one for overall, low ability, and high ability, respectively). These overall effect size estimates are further broken down into the primary studies from which information was collected.

Note that users have a variety of other advanced options to choose from, such as whether they want to use a fixed effects or random effects model to calculate the effect sizes (described in Appendix B), or if they want to include ‘extrapolated effects.’ As will be explained in greater detail in the Effect Size Extrapolation Approach section of this report, using extrapolated effects enables an effect size estimate for a subset of moderator variables, even when no data was available in the research database (i.e., from the existing training research). Instead, these estimates are based on extrapolating effects from a nearest ‘parent’ set of moderator variables.

### Exploratory Learning by Ability

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Cost</th>
<th>Benefit</th>
<th>Wog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 2. Example ‘Explore Methods’ Forest Plot Visualization.](image-url)
Component 3: Explore Documents

This component of TARGET enables the user to search the research database and review the extant training literature with queries built around a set of attributes. For example, a user may want to search by the attribute of ‘training method’ or ‘task/skill type’ (or both simultaneously). As another example, searching for the term ‘exploratory learning’ will pull up a list of all the training research in the database that has employed this training method. Then, detailed summaries of each study can be viewed, as well as any relevant effect size statistics pulled from the given studies. Additional attribute examples in which a user can use to search for prior literature are listed in Appendix A. Note that these attributes will also be discussed in greater detail in the Coding Scheme for Research Studies section of this report (see pp. 7-8).

Component 4: Add New Document

The Add New Document component provides users with the capability to add a new research study to the database and keep TARGET up-to-date with the latest training research. A wizard tool walks the user through how to enter a new study, including how to code its attributes, provide a qualitative summary of the study’s purpose, methodology and results, as well as how to enter raw study data (e.g., means, standard deviations, sample sizes) so that effects size data (e.g., Hedge’s g, standard error of g) can be automatically calculated by TARGET (see Figure 3 as an example of how this wizard assists a user step-by-step in entering raw study data).

Figure 3. Example Enter Effects Data Fields
Coding Scheme for Research Studies

In order to generate the meta-analyses and algorithms underlying TARGET concerning the training effectiveness of the six training methods, the first required step was the development of a coding scheme. The coding scheme was used to code, classify, and extract necessary data from all of the primary research studies in order to compute the meta-analytic effect size estimates. For example, each study was coded for which training method was employed (i.e., part-task training, training wheels, scaffolding, increasing difficulty, learner control, and exploratory learning), as well as a variety of moderating factors. These factors included: trainee characteristics (i.e., experience, ability), task characteristics (i.e., task/skill type, task difficulty), performance outcomes (e.g., near transfer, far transfer), and training method-specific factors. By training method-specific factors, we mean training design features that varied within a given training method. For example, for the training method part-task training, a training method-specific moderator was whether the different component tasks were trained concurrently or sequentially. As another example, for the scaffolding training method, one important moderator was whether the scaffolds were removed according to the trainee’s progress/performance during the training (i.e., adaptive scaffolding) or on a set schedule regardless of trainee performance (i.e., fixed scaffolding). Each training method had approximately 2-3 training method-specific moderating factors. Additional examples of the coding scheme attributes (and their definitions) are provided in Appendix A. For the full set of attributes (and definitions) used within TARGET and the underlying algorithms, please see Appendix A in the TARGET User Guide (Plott & Hutchins, 2013).

Note that for a given research study (referred to as a document in TARGET), data was collected (e.g., study means and standard deviations) and could be coded for multiple effect sizes. As aforementioned, the effect size is a statistical concept that measures the strength of the relationship between two variables (Preacher & Kelly, 2012). We focused on Hedges’ g (Hedges & Olkin, 1985) as a standardized measure of effect size between the treatment group (e.g., experimental group receiving the training method) and the control group (e.g., experimental group receiving no training or a lesser degree of the given training method). A research study may have multiple effect sizes when there are a number of different training treatment groups examined and/or collected data on a number of moderating factors. For example, consider a research study that examined the training method of scaffolding compared to no scaffolding (i.e., the control group), but also investigated two different types of scaffolding administration (i.e., Fixed and Adaptive). In this case, there would be two effect sizes to code: Control vs. Fixed Scaffolding, and Control vs. Adaptive Scaffolding. Further, if the research study also examined the task characteristic of task difficulty (i.e., high vs. low task difficulty) as a moderator, then the total number of effect sizes to be coded would double to four.

Utility for Subset Analysis within TARGET

This coding scheme supported the capability in TARGET, via the underlying algorithms, for a user to filter, analyze, and display subsets of information. For example, within the Explore Methods component, a user can filter, analyze, and display subsets of effect size data via the forest plots. The example displayed in Figure 2 represents such a subset analysis. Specifically,
the effectiveness of the ‘exploratory learning’ training method is divided into two subsets —
effect size data for trainees with lower ability and data for higher ability trainees. Further, if a
user wanted to know whether the effectiveness of exploratory learning depended on both trainee
ability and whether the transfer distance (far transfer or near transfer), a subset analysis could
break down the effect size data into four subsets: lower ability trainees/far transfer, lower ability
trainees/near transfer, higher ability trainees/near transfer, and higher ability trainees/far transfer.
This allows the user to specific under what training conditions they want to view the training
effectiveness information for a given training method.

Secondly, within the *Explore Documents* component, TARGET can pool and display
document summaries for all research studies using a particular training method or ones which
train a particular type of cognitive skill. Moreover, if a user was interested in only examining
part-task training for training psychomotor skills, with far transfer being the focus outcome of
interest, then the search capabilities within the component would enable only this subset of
summaries to be displayed to the user. Finally, users can also receive information concerning
how much of each attribute is represented in the overall TARGET research database (e.g., 30% of
the research studies examining methods in which to train psychomotor skills). In sum, this
capability enables users to view and examine summary information for only the studies that
pertain to their immediate interests. The subset of studies can be displayed both as a list of
individual study summaries and as frequency counts of each specified attribute.

### Computing Meta-Analytic Effect Size Statistics

Computing meta-analyses for the six training methods played a key role in synthesizing
the extant training literature. Further, these meta-analytic effect sizes became the basis for the
algorithms and weightings that underlie the TARGET tool. The key benefit of meta-analyses is
that they can empirically summarize the collective wisdom on a topic. They also provide a way
to systematically evaluate the impact of specific moderators (i.e., the attributes described in the
prior section) on given relationships of interest. For example, the impact of trainee experience
on the relationship between the part-task training and far transfer. In other words, meta-analysis
does not just provide an overall rating of whether part-task training “benefits” or “costs/hinders”
transfer, but rather provides insight into the specific conditions under which this training method
may amplify or diminish its influence on performance.

Hedges’ $g$ (Hedges & Olkin, 1985) was used as the meta-analytic effect size statistic.
Hedges’ $g$ is a well-accepted effect size metric for comparing standardized mean differences
between a treatment group (e.g., experimental group receiving the training method) and a control
group (e.g., experimental group receiving no training or a lesser degree of the given training
method) (Rosenthal, 1991). This effect size statistic was used for three primary reasons. First, as
an index from the family of standardized mean differences, the standardized scale of Hedges’ $g$
allows comparison of the magnitude of the difference between groups across studies. Second,
Hedges’ $g$ is an effect size index commonly associated with analysis of variance designs, thus
capturing the overlap between distributions of experimental groups as the standardized mean
difference. The majority of the research designs from the extant training literature utilize
experimental or quasi-experimental research designs. Third, Cohen’s $d$’ index, another common
index of standardized mean differences, tends to be an upwardly biased estimate of effect size for small samples. Hedges’ $g$ is a sample adjusted correction to Cohen’s $d'$ to address the upward bias of $d'$ (Borenstein et al., 2009; Hedges & Olkin, 1985; Sheskin, 2007).

When conducting the meta-analyses, our first step was to convert raw data from an individual research study (e.g., data such as means, standard deviations, sample size, test statistics, and $p$ values) into the effect size statistic $d'$ (see Appendix B for detailed formulas concerning these conversion). Next, to address the upward bias of $d'$, the $d'$ is used to calculate the individual study-level Hedges’ $g$ effect size statistics (e.g., Hedges’ $g$, variance of $g$, standard error of $g$, and 95% confidence interval around $g$) within a single study (see Appendix B for formulas). Finally, we calculated summary-level Hedges’ $g$ effect size statistics, which represents the mean, or average, effect size statistics across multiple research studies. For example, say we had 15 research studies that all examined the effectiveness of the ‘exploratory learning’ training method. For each study, we would calculate in the individual study-level $d'$ and Hedges’ $g$ effect size statistics. Then, we would compute the summary-level Hedges’ $g$ effect size statistics across all 15 studies. This latter set of statistics provides the better estimate of the true effectiveness of this training method, as it takes into account the findings from all 15 prior research studies.

**Algorithm Development**

Using the meta-analytic effect size statistics, algorithms were then developed to quantify the relationships between the training methods, performance outcomes, and the various moderating attributes. In particular, within the context of TARGET, this tool’s key capabilities were accomplished via the underlying innovative algorithms. First, algorithms were developed to provide real-time computational capability so that users of TARGET could select a number of combinations of moderating attributes and get effect size estimates for a particular training method. Both individual-level and summary-level Hedges’ $g$ effect size statistics can be generated real-time, using either a fixed effects model or a random effects model. In short, these algorithms allow users to systematically explore the meta-analytic evidence base to understand the expected costs or benefits of the six training methods on performance, for various combinations of task/skill types, trainee characteristics, and performance outcomes. For example, the algorithms help answer questions such as: How do worked examples impact performance on a psychomotor task? Does this effect depend on the experience or skill of the trainee?

Secondly, algorithms were developed to allow real-time filtering of the qualitative summaries of all the research studies in the research database, based on the interests of the user. Filtering is accomplished with the attribute coding scheme that allows users to view study summaries by selecting key attributes of interest such the training method, task/skill type, or outcome measure.

Finally, the developed algorithms also provide the capability of long-term updateability of TARGET’s comprehensive research database, allowing users to add research findings/effect size data from new primary research studies conducted. These algorithms can transform a number of different types of raw study-level data (e.g., descriptive statistics, $t$-test statistics, and
F-test statistics) into standardized individual-level effect size statistics; these are then used to update in the summary-level effect size statistics in real-time across all relevant research studies.

Effect Size Extrapolation Approach

Description of the Moderator Analysis Problem

As depicted in Figure 4, effect size estimates within TARGET are organized hierarchically. The highest level in the hierarchy is the least specific - the overall estimated effectiveness of a given training method. This estimate is calculated by averaging effects across all studies despite any differences those studies may have. Consider, for example, two studies examining the effectiveness of the Scaffolding method for transfer of training. Study A may conceptualize transfer as a knowledge test that occurs immediately after training. Study B may conceptualize transfer as a performance on a skills test that occurs some time after the training occurred. For the purposes of the overall Scaffolding effectiveness estimate, these differences are unimportant and are thus ignored. As such, the results of Study A and Study B are combined to arrive at an overall estimate of Scaffolding’s effectiveness. In some instances, however, the TARGET user may be interested in the differences between Studies A and B, which can be examined by moving down levels of the hierarchy to arrive at more specific comparisons.

![Figure 4. Scaffolding Moderators and Moderator Variables](image-url)
Immediately beneath the overall estimate level of the effect size hierarchy is the outcome measure level of specificity. This level allows users to decompose the overall effect estimate into different ways of conceptualizing performance outcomes. Continuing with the example above, a TARGET user may be interested in whether different transfer of training conceptualizations would affect the conclusions about Scaffolding’s effectiveness. In other words, is the effectiveness of Scaffolding different when transfer is conceptualized as a knowledge test (Study A) rather than a skills performance test (Study B)? Thus, the overall estimate of Scaffolding effectiveness is further broken down into the effectiveness for knowledge and performance transfer tests. Within the outcome measure level, users can also decompose the overall effect size estimates into differences across transfer measures and transfer distance. For instance, a user may wish to view effect size estimates for skill performance tests where accuracy was the transfer measure and the transfer task was similar to the training task (i.e., near transfer). The user would specify such a search using the options depicted in Figure 5.

Figure 5. Selecting Outcome Measure Subsets

The final level of the hierarchy is the other moderator variables level. This level is the most specific and includes task (task/skill type, task difficulty), individual (ability, experience), and training method-specific factors (scaffolding delivery, scaffolding administration, prompt type). This allows users to further decompose outcome measure estimates according to even more specific moderators. For example, the user may further decompose Scaffolding effect size estimates for accuracy-based evaluations of near transfer skill performance into even more detailed task categories (e.g., the task/skill types), as shown in Figure 6. Thus, each level of specification down in the hierarchy returns estimates of Scaffolding’s effectiveness for an increasingly specific set of circumstances. However, the likelihood of multiple primary studies examining the same set of circumstances decreases as the user moves down in the hierarchy because the search criteria become increasingly specific. For example, it is unlikely that enough studies have examined the effectiveness of Scaffolding for knowledge-based, near transfer evaluations of accuracy for psychomotor skills to make a meaningful comparison. Nevertheless,
users may be interested in precisely this level of specificity. For this reason, we developed an innovative extrapolation procedure that uses the information that is available to derive effectiveness estimates that are as close as possible to the user’s desired search criteria.

**Figure 6. Selecting Outcome Measure and Moderator Subsets**

**Extrapolation Overview**

Extrapolation has been discussed in the context of generalizations from meta-analyses (e.g., Matt & Cook, 2009; Pigott, 2010) using a framework outlined by Shadish, Cook, and Campbell (2002). In this context, Shadish and colleagues define extrapolation as generalizing beyond the sampled data set. TARGET uses an effect size extrapolation process to estimate effect sizes for two types of moderator combination subsets.

Type 1 stays within the *outcome measure* level of specificity and involves estimating an effect size for performance outcome variable subsets (e.g., the effect size estimate for (a) performance tests where (b) accuracy was the transfer measure and (c) the transfer task reflect near transfer; see Figure 5) that has not been examined by prior research studies. Type 2 also involves the other *moderator variables* level, by including one of the other moderators (task/skill type, task difficulty, trainee ability, trainee experience, or training method-specific moderators, e.g. Figure 6). Note that for each of these types, extrapolation can only be conducted *within* a single training method (e.g., scaffolding).

The extrapolation strategy for TARGET is designed to maintain effect size relationships between moderator variables while minimizing algorithm complexity. For example, with Type 1, the objective is to estimate an effect size for a subset of outcome measure types without any primary study data available, based on the difference between the effect size values of the each of the moderator subsets (e.g., performance test, accuracy measure, and near transfer) and the overall moderator (e.g., Transfer Test, Transfer Measure, Transfer Distance). The differences between individual moderator effect size values and the overall moderator effect size values are
assumed to be additive and the total effect size (gain or loss) is computed to be the extrapolated effect size estimate of these three outcome measures.

**Extrapolation Procedure**

The extrapolation procedure for these two types of moderator combination subsets are described next and illustrated with examples from the TARGET scaffolding data. Table 1 shows the scaffolding meta-analysis effect size data for ‘overall’ (i.e., across all research studies), each of the three outcome measure moderators (i.e., Transfer Test, Transfer Measure, Transfer Distance), each of the potential outcome measure combination subsets (e.g., performance, accuracy, near transfer), the task/skill type moderator, and the task by outcome measure combination subsets. The gray rows are the moderators or moderator subsets without any primary study data available. The white rows contain the effect size data from the research data and the black rows with white text are the subset rows that are populated with extrapolated data. The outcome measure combination subsets are labeled with their first initials (e.g., PAN represents the following combination of outcomes: Performance, Accuracy, Near Transfer). Since there is no contrast data for the ‘Time’ outcome measure, or the ‘Far’ transfer task distance (and therefore nowhere to ‘extrapolate from’), 8 of the 12 outcome measure combinations cannot be populated.

Let’s use the PAN 3-outcome moderator combination as an example of how the Type 1 extrapolation process works. In this case, each individual outcome moderator variable is represented in the meta-analytic data set; however, the 3-outcome combination is not represented. Thus, the objective is to estimate an effect size for PAN based on the additive differences between the effect sizes for P, A, and N, and the overall moderator effect sizes for Transfer Test, Transfer Measure and Transfer Distance, respectively. The following 5-step procedure is applied to calculate the extrapolated effect size.

1. Get the single moderator summary-level effect size (i.e., Hedges’ g) for each of the three outcome variables (i.e., performance, accuracy, near transfer). These represent the average effect size based on the prior studies that include each moderator variable.
   - Example: P = .97, A = .46, N = .66.

2. Get the differences between these values and the overall effect size for the parent moderator (e.g., Transfer Test, Transfer Measure, Transfer Distance). This represents the benefit or cost relative to the overall parent moderator.
   - Example: P = .97 - .46 = .51 , A = .46 - .46 = 0, N = .66-.46 = .20

3. Add the effect size from Step 2 to get a ‘total difference estimate’ (gain or loss) due to the 3-outcome moderator combination.
   - Example: .51 + 0 + .20 = .71

4. Add the ‘total difference estimate’ to the ‘overall’ effect size (across all studies) to get the extrapolated overall effect size for 3-outcome moderator combination (e.g., PAN).
   - Example: .46 + .71 = 1.17.
<table>
<thead>
<tr>
<th>Moderator Combination</th>
<th># Data Points</th>
<th>k</th>
<th>g</th>
<th>SE</th>
<th>Lower 95% CI</th>
<th>Upper 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>7</td>
<td>21</td>
<td>.46</td>
<td>.07</td>
<td>.33</td>
<td>.59</td>
</tr>
<tr>
<td>Transfer Test - Overall</td>
<td>7</td>
<td>21</td>
<td>.46</td>
<td>.07</td>
<td>.33</td>
<td>.59</td>
</tr>
<tr>
<td>Knowledge</td>
<td>5</td>
<td>17</td>
<td>.29</td>
<td>.08</td>
<td>.13</td>
<td>.44</td>
</tr>
<tr>
<td>Performance</td>
<td>2</td>
<td>4</td>
<td>.97</td>
<td>.13</td>
<td>.38</td>
<td>1.48</td>
</tr>
<tr>
<td>Transfer Measure - Overall</td>
<td>7</td>
<td>21</td>
<td>.46</td>
<td>.07</td>
<td>.33</td>
<td>.59</td>
</tr>
<tr>
<td>Accuracy</td>
<td>7</td>
<td>21</td>
<td>.46</td>
<td>.07</td>
<td>.33</td>
<td>.59</td>
</tr>
<tr>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Transfer Task Distance-Overall</td>
<td>7</td>
<td>21</td>
<td>.46</td>
<td>.07</td>
<td>.33</td>
<td>.59</td>
</tr>
<tr>
<td>Training Identical</td>
<td>6</td>
<td>18</td>
<td>.44</td>
<td>.07</td>
<td>.31</td>
<td>.58</td>
</tr>
<tr>
<td>Near</td>
<td>1</td>
<td>3</td>
<td>.66</td>
<td>.23</td>
<td>.20</td>
<td>1.12</td>
</tr>
<tr>
<td>Far</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Transfer Outcome Moderator Variable Combinations - Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KAI</td>
<td>4</td>
<td>14</td>
<td>.24</td>
<td>.08</td>
<td>.08</td>
<td>.40</td>
</tr>
<tr>
<td>KAN</td>
<td>1</td>
<td>3</td>
<td>.66</td>
<td>.23</td>
<td>.20</td>
<td>1.12</td>
</tr>
<tr>
<td>KAF</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KTI</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KTN</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KTF</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAI</td>
<td>2</td>
<td>4</td>
<td>.97</td>
<td>.13</td>
<td>.71</td>
<td>1.23</td>
</tr>
<tr>
<td>PAN</td>
<td>0</td>
<td>0</td>
<td>1.17</td>
<td>.25</td>
<td>1.69</td>
<td></td>
</tr>
<tr>
<td>PAF</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTI</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTN</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTF</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task/Skill Type</td>
<td>7</td>
<td>21</td>
<td>.46</td>
<td>.07</td>
<td>.33</td>
<td>.59</td>
</tr>
<tr>
<td>5 – Declarative - Overall</td>
<td>4</td>
<td>14</td>
<td>.24</td>
<td>.08</td>
<td>.08</td>
<td>.40</td>
</tr>
<tr>
<td>KAI</td>
<td>14</td>
<td></td>
<td>.24</td>
<td>.08</td>
<td>.08</td>
<td>.40</td>
</tr>
<tr>
<td>KAN</td>
<td>0</td>
<td></td>
<td>.44</td>
<td>.32</td>
<td>~.18</td>
<td>1.06</td>
</tr>
<tr>
<td>PAI</td>
<td>0</td>
<td></td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>PAN</td>
<td>0</td>
<td></td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>7-Problem Solving - Overall</td>
<td>3</td>
<td>7</td>
<td>.89</td>
<td>.12</td>
<td>.67</td>
<td>1.12</td>
</tr>
<tr>
<td>KAI</td>
<td>0</td>
<td></td>
<td>.77</td>
<td>.20</td>
<td>.38</td>
<td>1.16</td>
</tr>
<tr>
<td>KAN</td>
<td>3</td>
<td></td>
<td>.66</td>
<td>.23</td>
<td>.20</td>
<td>1.12</td>
</tr>
<tr>
<td>PAI</td>
<td>4</td>
<td></td>
<td>.97</td>
<td>.13</td>
<td>.71</td>
<td>1.23</td>
</tr>
<tr>
<td>PAN</td>
<td>0</td>
<td></td>
<td>1.60</td>
<td>.48</td>
<td>.66</td>
<td>2.54</td>
</tr>
<tr>
<td>9- Quantitative - Overall</td>
<td>1</td>
<td>2</td>
<td>.47</td>
<td>.20</td>
<td>.08</td>
<td>.87</td>
</tr>
<tr>
<td>KAI</td>
<td>0</td>
<td></td>
<td>.24</td>
<td>.29</td>
<td>~.32</td>
<td>.80</td>
</tr>
<tr>
<td>KAN</td>
<td>0</td>
<td></td>
<td>.67</td>
<td>.44</td>
<td>~.19</td>
<td>1.53</td>
</tr>
<tr>
<td>PAI</td>
<td>2</td>
<td></td>
<td>.47</td>
<td>.20</td>
<td>.08</td>
<td>.87</td>
</tr>
<tr>
<td>PAN</td>
<td>0</td>
<td></td>
<td>1.18</td>
<td>.57</td>
<td>.06</td>
<td>2.30</td>
</tr>
</tbody>
</table>

Note. KAI = Knowledge, Accuracy, Identical Training; KAN = Knowledge, Accuracy, Near Transfer; KAF = Knowledge, Accuracy, Far Transfer; KTI = Knowledge, Time, Identical Training; KTN = Knowledge, Time, Near Transfer; KTF = Knowledge, Time, Far Transfer; PAI = Performance, Accuracy, Identical Training; PAN = Performance, Accuracy, Near Transfer; PAF = Performance, Accuracy, Far Transfer; PTI = Performance, Time, Identical Training; PTN = Performance, Time, Near Transfer; PTF = Performance, Time, Far Transfer.
5. Compute heuristic confidence intervals. While there is no possibility of significance testing for an extrapolated effect size, conservative confidence intervals can be heuristically estimated based on adding the standard error of each of the following two effect sizes and computing 95% confidence interval estimates around the extrapolated effect size. The two effect sizes represented are: 1) the ‘extracted from’ combination effect size (e.g., overall effect size for individual Performance, Accuracy, and Near Transfer moderators) and 2) the ‘extracted to’ combination effect size (e.g., PAN).

- Overall Performance CI = 1.23 - 0.71 = 0.52
- Overall Accuracy = 0.59 - 0.33 = 0.26
- Overall Near Transfer = 1.12 - 0.20 = 0.92
- Add CIs 0.52 + 0.26 + 0.92 = 1.70
- Extrapolated g from step 4 = 1.17
- Lower 95% CI = g - (.5*1.70) = 1.17 - 0.85 = 0.32
- Upper 95% CI = g + (.5*1.70) = 1.17 + 0.85 = 2.02

Now, let’s consider a second example to illustrate how the Type 2 extrapolation process works. This type involves a subset of outcome measures (as in Type 1 above) with one other, non-outcome moderators (e.g., task/skill type). It can be used for all moderator subgroups that have at least one study effect size in the training method data set (e.g., Declarative, Problem Solving, Quantitative Reasoning), but the combination with three outcome measures is not represented. The objective is to estimate an effect size for the three outcome measure subset in the case where there is no observed data point for the other moderator variable.

Using the scaffolding example, this extrapolation process assumes that without data to provide contrary evidence, the 3-outcome combination (e.g., knowledge, accuracy, near transfer - KAN) will have the same additive moderating effect on a non-outcome moderator variable (e.g., the ‘declarative skill’ task/skill type), as it has on the variable’s ‘parent’ moderator (e.g., task/skill type collapsed across types). As shown in Table 1, the scaffolding effects data for the task/skill type moderator is limited to three task/skill types (declarative, problem solving, and quantitative reasoning). Each task/skill type can be combined with one of the four potential outcome subsets represented in the meta-analytic data. The exception is declarative knowledge; since only knowledge test are used, the two performance tests are not applicable (NA). The subset of task/skill type by 3-outcome moderator combinations yields 10 moderator combinations, of which 4 have observed effect sizes (i.e., primary data is available). For each of the remaining combinations, the extrapolation procedure is the same: extrapolation from the 3-outcome moderator combination to the combinations of the three outcome moderators plus a fourth moderator variable (e.g., the ‘declarative skill’ task/skill type). The following 5-step procedure is applied to calculate the extrapolated effect size.

1. For the target 4-variable combination without an effect size (e.g., declarative skill-knowledge-accuracy-near transfer), get the effect size for the target 3-outcome measure combination only (e.g., KAN).
   - The KAN outcome combination effect size value is .66.
2. Get the effect size for the overall non-outcome moderator value (e.g., overall task/skill type).
   • Example: The overall task/skill type effect size is .46.

3. Subtract the overall task/skill type effect size from target 3-outcome measure combination effect size to get the ‘total difference estimate’ (gain or loss) due to the 3-outcome combination moderator (e.g., KAN).
   • Example: .66 – .46 = .20

4. Get the effect size for the task/skill type moderator variable (e.g., Declarative).
   • Example: Declarative = .24

5. Add the ‘total difference estimate’ from Step 3 to the moderator variable effect size (e.g., Declarative) from Step 4 to get the expected change in the task/skill type effect size when the extrapolated effect of the outcome combination is added.
   • Example: .24 + .20 = .44

6. Compute heuristic confidence interval estimates based on adding the standard error of each of the two effect sizes, ‘extracted from’ (e.g., overall 3-outcome variable effect size) and ‘extracted to’ (e.g., Declarative), and computing CI estimates around the extrapolated moderator effect size.
   • Overall KAN CI = 1.12-.20 = 0.92
   • Overall Declarative CI = 0.40 – 0.08 = 0.32
   • Add CIs 0.92 + 0.32 = 1.24
   • Extrapolated g = 0.44
   • Lower 95% CI = g-(.5*1.24) = 0.44 – 0.62 = -0.18
   • Upper 95% CI = g+(.5*1.24)=0.44+.62 = 1.06

Summary

In summary, the present research was conducted as part of a broader four-year effort to develop evidence-based guidelines for the relative effectiveness of six different training methods for acquiring and transferring cognitive skills involved in complex task domains (see Plott et al., 2014). Several efforts were employed to develop these evidence-based guidelines. First, a comprehensive research database was created via a broad literature search, six comprehensive meta-analyses, and several supplemental research experiments in order to generate effect size estimates of the relative effectiveness of the six training methods and how various factors (e.g., task/skill type, trainee characteristics) moderate training effectiveness. Second, we developed algorithms to empirically synthesize the relationships between the six training methods and various moderating factors. Moreover, to ensure these research findings and algorithms would be easily consumable by various users, we developed TARGET, a user-friendly graphical user interface tool. TARGET contains several visualization tools, such that in-depth statistical knowledge is not required to benefit from this tool. As such, users (with varying levels of expertise) can easily use TARGET’s evidence-based recommendations to identify the most effective training method given a set of desired attributes/conditions. The purpose of this report
was to provide information on the algorithm development completed as a part of this larger research effort, as well as their use in TARGET.

**Algorithm Capabilities within TARGET and Beyond**

TARGET’s key capabilities were accomplished via the underlying innovative algorithms. First, the algorithms provide real-time computational capability so that users of TARGET can select a number of combinations of moderating attributes and get effect size estimates for a particular training method. Both individual-level Hedges’ $g$ effect size statistics from raw study-level information, as well as the summary-level effect size statistics across primary research studies can be generated, using either a fixed effects model or a random effects model. Note that there were several combinations of moderating variables for which there is no extant research available (e.g., the impact of trainee experience on the effectiveness of part-task training of perceptual skills) and thus the algorithms could not be directly employed to generate effect sizes. Accordingly, we also defined and implemented an innovative extrapolation process for estimating effect size statistics for particular attribute combinations in which there was no extant research available. Such effect size estimates were based on extrapolating from a subset of moderator variables that did include the target variables – that is, from the nearest “parent.”

Secondly, the algorithms also allow real-time filtering of the qualitative summaries of all the research studies in the research database, based on the interests of the user. Filtering is accomplished with the attribute coding scheme that allows users to view study summaries by selecting key attributes of interest such the training method, task/skill type, or outcome measure. Finally, the developed algorithms also provide the capability of long-term updateability of TARGET’s comprehensive research database, allowing users to add research findings/effect size data from new primary research studies conducted.

In summary, the algorithms offer several potential benefits to the Army. As implemented in TARGET, they can be used to perform tradeoff analyses for different combinations of training methods. The algorithms make the research findings from this larger 4-year research effort available to the Army training, development, and research communities, allowing users to systematically explore training methods and design components that would be effective for a particular set of circumstances for acquiring cognitive skills. In short, they estimate the expected costs or benefits of the six training methods on performance, for various combinations of task/skill type, trainee characteristics, and performance outcomes.

Beyond TARGET, the algorithms could also be adapted for use in other human performance models, such as Improved Performance Research Integration Tool (IMPRINT). IMPRINT was developed by the U.S. Army Research Laboratory, Human Research and Engineering Directorate (ARL-HRED) to support Manpower and Personnel Integration (MANPRINT) and HSI analyses. IMPRINT is a modeling tool designed to help assess the interaction of Soldier and system performance. With IMPRINT, users can gain useful information about processes that might be too expensive or time-consuming to test in the real world. Adding the training effects algorithms from this research into IMPRINT would allow users to determine how different training methods might impact performance and predict which
training methods (or combination of methods) will result in the most effective performance. Either of these uses can assist program managers with training design. The algorithms can provide the basis for cost benefit analyses of different training methods and may enable program managers to make decisions concerning the amount of training that system operators and maintainers should receive, as well as what basic types of training methods should be developed to support this training.
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## Appendix A
### Example Coding Scheme Attributes

<table>
<thead>
<tr>
<th>Category</th>
<th>Attribute Name</th>
<th>Attribute Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General Training Attributes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Method</td>
<td>Part-Task Training</td>
<td>A training method that decomposes complex tasks into a series of smaller tasks, each of which is demonstrated and practiced separately before being practiced as a whole task.</td>
</tr>
<tr>
<td></td>
<td>Increasing Difficulty</td>
<td>A training method in which parameters of the task are initially set to lower difficulty levels, to reduce the intrinsic load early in training, and then increased as training progresses, until the difficulty reaches the level of the target task. The difficulty levels can increase in either a fixed, pre-determined schedule or adaptively based on the trainee’s performance.</td>
</tr>
<tr>
<td></td>
<td>Learner Control</td>
<td>A training method that provides trainees with decision making control over specific dimensions or activities within a structured learning environment.</td>
</tr>
<tr>
<td></td>
<td>Exploratory Learning</td>
<td>A training method in which the trainee explores a task environment on his or her own. The level or type of guidance given to the trainee can vary within this method (e.g., only providing a user manual to reference versus the provision of input by trainers in response to trainee questions).</td>
</tr>
<tr>
<td></td>
<td>Training Wheels</td>
<td>A training method geared towards reducing the difficulty of the target task during initial learning by reducing training task errors, as well as helping trainees acquire the appropriate schema to assimilate the target task.</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>A training method where assistive supports are provided to trainees to ease the demands of task performance. These scaffold supports are incrementally faded out over time until the trainee is executing the whole task independently.</td>
</tr>
<tr>
<td>Category</td>
<td>Attribute Name</td>
<td>Attribute Definition</td>
</tr>
<tr>
<td>----------------</td>
<td>----------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Task/Skill Type</td>
<td>Timesharing</td>
<td>This skill category involves two (or more) subtasks/parts/components of a whole task are performed concurrently in the whole task (e.g., training vertical control and lateral control in flight task, since a good pilot will time-share these two when doing a climbing turn). Another example: learning left hand and right hand on the piano, or strumming and chording on the guitar.</td>
</tr>
<tr>
<td></td>
<td>Perceptual</td>
<td>This skill category involves detecting and interpreting sensory information in order to gain awareness and support performance. The ability to detect and use sensory cues. Includes some perceptual reasoning tasks.</td>
</tr>
<tr>
<td></td>
<td>Psychomotor</td>
<td>This skill category involves physical skills, such as movement, coordination, manipulation, dexterity, strength, and speed; also, includes both fine motor skills and gross motor skills.</td>
</tr>
<tr>
<td></td>
<td>Interpersonal</td>
<td>This skill category involves social interaction skills, such as communication, exchange information, persuasion, building and maintaining relationships, managing conflict, and interacting effectively.</td>
</tr>
<tr>
<td></td>
<td>Cognitive-Declarative</td>
<td>This skill category includes all verbal knowledge categories including facts, principles, knowledge organization, and verbal or graphical mental models, concept maps, etc.</td>
</tr>
<tr>
<td></td>
<td>Cognitive-Procedural</td>
<td>This skill category includes performance of basic procedural skills, where the procedure may include cognitive steps and basic perceptual and motor steps, such as those involved in navigating a computer interface. Constrained sequences of physical and cognitive activities performed in predictable situations.</td>
</tr>
<tr>
<td></td>
<td>Cognitive-Problem Solving</td>
<td>This skill category involves application of principles, rules and concepts to process information and solve problems. Includes general logical reasoning skills: inductive, deductive, diagnostic, etc.</td>
</tr>
<tr>
<td>Category</td>
<td>Attribute Name</td>
<td>Attribute Definition</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Task/Skill Type (Cont.)</td>
<td>Cognitive-Spatial Reasoning</td>
<td>This skill category involves visual-spatial skills, such as representing, transforming, generating, and recalling symbolic, nonlinguistic information. Includes: mental rotation; spatial perception - ability to determine spatial relationships with respect to own body orientation; spatial visualization - multi-step manipulations of spatially presented information, requiring analysis of the relationship between different spatial representations.</td>
</tr>
<tr>
<td></td>
<td>Cognitive-Quantitative Reasoning</td>
<td>This skill category involves the application of mathematical concepts and skills to solve problems.</td>
</tr>
<tr>
<td></td>
<td>Cognitive-Complex Decision making</td>
<td>This skill category involves situation assessment and decision making in complex, dynamic and time-sensitive environments with changing situations, attentional demands, application of strategies, multiple goals; also, may involve coordination of perceptual and motor skills.</td>
</tr>
</tbody>
</table>

| Task Difficulty               | Low                                   | An experimental condition where task difficulty is manipulated to be low; or the training task clearly has no interacting variables making it non-complex.          |
|                              | High                                  | A condition where task difficulty is manipulated to be high; or the training task clearly has interacting variables making it more complex.                  |

| Trainee Ability               | Low                                   | Participants were assessed or tested as having low, often less than median, general or task-related ability, skill, or aptitude.                           |
|                              | High                                  | Participants were assessed or tested as having high, often greater than median, general or task-related ability, skill, or aptitude.                    |

| Trainee Experience            | Low                                   | Participants were assessed or screened through sampling as having little to no prior knowledge, familiarity, or practice with the training content.       |
Participants were assessed, screened through sampling, or trained up to having moderate to significant prior knowledge, familiarity, or practice with the training content.

<table>
<thead>
<tr>
<th>Category</th>
<th>Attribute Name</th>
<th>Attribute Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer Distance</td>
<td>Near Transfer - Identical</td>
<td>Identical near transfer tests examine the application of what was learned in training using a task or problem identical to that used during training.</td>
</tr>
<tr>
<td></td>
<td>Near Transfer - Similar</td>
<td>Similar near transfer tests examine the application of what was learned in training using a task or problem somewhat different, but similar, to that used during training.</td>
</tr>
<tr>
<td></td>
<td>Far Transfer</td>
<td>Far transfer tests examine the application of what was learned in training using a testing situation that is different or new from the task or problem that was used in training.</td>
</tr>
<tr>
<td>Transfer Measure</td>
<td>Accuracy/ Quality</td>
<td>Transfer tests that assess the execution of appropriate action or response (e.g., steps, multiple choice/true-false/open-ended answers, problems, recall, actions), measured as the percent correct, # correct, accumulated points, task/test scoring correct action/timing/performance. This also includes quality rating by SMEs or inverse of error performance.</td>
</tr>
<tr>
<td></td>
<td>Performance/ Response Time</td>
<td>Transfer tests that assess the time to respond or take appropriate action, measured as time to complete the entire transfer task (i.e., time to complete), time to complete a subtask (i.e., time to respond), time to reach a criterion level of performance (i.e., time to criterion), or trials to reach a criterion level of performance (i.e., trials to criterion).</td>
</tr>
<tr>
<td>Transfer Test</td>
<td>Knowledge</td>
<td>Knowledge tests capture the ability of a trainee to recall information or problem solve from a trained skill.</td>
</tr>
<tr>
<td></td>
<td>Performance/ Cognitive Skill</td>
<td>Performance tests capture the ability of a trainee to physically perform a trained skill.</td>
</tr>
<tr>
<td>Training</td>
<td>Academic</td>
<td>Study sample is undergraduate or high school students.</td>
</tr>
<tr>
<td>Sample</td>
<td>Category</td>
<td>Attribute Name</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>Military</td>
<td>Training Delivery Method</td>
<td>Classroom</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Computer-Based</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Field/Real System</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gaming</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Simulation-Based</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Web-Based</td>
</tr>
<tr>
<td>Category</td>
<td>Attribute Name</td>
<td>Attribute Definition</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Scaffolding Prompt Type</strong></td>
<td>Critical Thinking About the Concept</td>
<td>Prompts emphasizing key concepts and relationships critical to learning the training content.</td>
</tr>
<tr>
<td></td>
<td>Self-Regulation of Learning</td>
<td>Prompts emphasizing that participants monitor their emerging understanding and plan/engage their learning experience.</td>
</tr>
<tr>
<td></td>
<td>Strategy-Based Prompts</td>
<td>Prompts emphasizing underlying principles, rules, and processes required to solve the problem.</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>A general category for all other types of prompts.</td>
</tr>
<tr>
<td><strong>Scaffolding Administration</strong></td>
<td>Fixed</td>
<td>Scaffolding support removed or added on a fixed schedule independent of the participant's performance.</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>Scaffolding support removed or added adaptively based on participant performance in training.</td>
</tr>
<tr>
<td><strong>Scaffolding Delivery</strong></td>
<td>Human Tutor</td>
<td>The error preventative scaffold was delivered to the trainee via a human tutor.</td>
</tr>
<tr>
<td></td>
<td>Handout</td>
<td>The error preventative scaffold was delivered to the trainee via a handout.</td>
</tr>
<tr>
<td></td>
<td>Computer/Web</td>
<td>The error preventative scaffold was delivered to the trainee electronically over the computer.</td>
</tr>
</tbody>
</table>
Appendix B

Formulas for Computing Meta-Analytic Effect Size Statistics

Computing Standardized Effects from Raw Data

The following formulas can be used to calculate the effect size statistic $d'$ from raw study data, which can then be used to calculate the individual study-level Hedges’ $g$ effect size statistics within a single research study. The standardized effect size statistic $d'$ can be computed using raw study-level data including: (1) descriptive statistics, (2) $t$-test output results, and $F$-test output results. The formulas for each are listed below.

Computing $d'$ from descriptive statistics. Four different sets of descriptive statistics can be used to compute a standardized effect size. Regardless of which option is selected, the end function used to compute the standardized effect size from the raw data is:

$$d' = \frac{(\text{Mean}_{\text{treatment}}-\text{Mean}_{\text{control}})}{\text{SD}_{\text{pooled}}}$$

However, each of the following four descriptive statistics options requires four different sets of functions to get to $d'$ from raw data provided. Hedges and Olkin’s (1985) formulas for computing $d'$ are listed below.

1. **Descriptive statistics - Option 1.** For treatment mean, treatment standard deviation, treatment sample size (n), control mean, control standard deviation, and control sample size:

   i. $SD_{pooled} = \sqrt{\frac{((SD_{treatment}^2(n_{treatment}-1))+(SD_{control}^2(n_{control}-1)))}{N_{total}-2}}$

   ii. $d' = \frac{(Mean_{treatment}-Mean_{control})}{SD_{pooled}}$

2. **Descriptive statistics - Option 2.** For treatment mean, treatment standard deviation, control mean, control standard deviation, and overall sample size (N) when the sample size is equal across the treatment and control:

   i. $n_{treatment} = N/2$, $n_{control} = N/2$, and $n_{treatment} = n_{control}$

   ii. $SD_{pooled} = \sqrt{\frac{((SD_{treatment}^2(n_{treatment}-1))+(SD_{control}^2(n_{control}-1)))}{N_{total}-2}}$
iii. \[ d' = \frac{(Mean_{treatment} - Mean_{control})}{SD_{pooled}} \]

3. **Descriptive statistics - Option 3.** For treatment mean, treatment sample size, control mean, control sample size, and pooled standard deviation (SD_{pooled}).

i. \[ d' = \frac{(Mean_{treatment} - Mean_{control})}{SD_{pooled}} \]

4. **Descriptive statistics - Option 4.** For treatment mean, control mean, pooled standard deviation (SD_{pooled}), and overall sample size (N) when the sample size is equal across the treatment and control:

i. \[ n_{treatment} = N/2, n_{control} = N/2, \text{ and } n_{treatment} = n_{control} \]

ii. \[ d' = \frac{(Mean_{treatment} - Mean_{control})}{SD_{pooled}} \]

**Computing d' from t-test output.** Six different sets of t-test output statistics can be used to compute a standardized effect size. Regardless of which of option is selected, the end function used to compute the standardized effect size from the raw data is:

\[ d' = t \times \sqrt{\frac{N_{treatment} + N_{control}}{N_{treatment} \times N_{control}}} \]

However, each of the following six t-test output options requires six different sets of functions to get to d' from the raw data provided. Hedges and Olkin’s (1985) formulas for computing d' are listed below.

1. **T-test output – Option 1.** For t value, Treatment sample size, and control sample size:
   i. \[ d' = \pm t \text{ value} \times \sqrt{\frac{N_{treatment} + N_{control}}{N_{treatment} \times N_{control}}} \]

2. **T-test output – Option 2a.** For t value and degrees of freedom (df) when \( n_{treatment} = n_{control} \), and samples are independent:
   i. \[ n_{treatment} = (df+2)/2, n_{control} = (df+2)/2, \text{ and } n_{treatment} = n_{control} \]
ii. \( d' = \pm t \text{ value} \sqrt{\frac{n_{\text{treatment}} + n_{\text{control}}}{n_{\text{treatment}} \times n_{\text{control}}}} \)

**T-test output – Option 2b.** For \( t \) value and degrees of freedom (df) when \( n_{\text{treatment}} = n_{\text{control}} \), and samples are dependent:

i. \( n_{\text{treatment}} = \text{df} + 1 \), and \( n_{\text{treatment}} = n_{\text{control}} \)

ii. \( d' = \pm t \text{ value} \sqrt{\frac{n_{\text{treatment}} + n_{\text{control}}}{n_{\text{treatment}} \times n_{\text{control}}}} \)

3. **T-test output – Option 3.** For \( t \) value and overall sample size (N) when \( n_{\text{treatment}} = n_{\text{control}} \):

i. \( n_{\text{treatment}} = \frac{N}{2}, n_{\text{control}} = \frac{N}{2}, \) and \( n_{\text{treatment}} = n_{\text{control}} \)

ii. \( d' = \pm t \text{ value} \sqrt{\frac{n_{\text{treatment}} + n_{\text{control}}}{n_{\text{treatment}} \times n_{\text{control}}}} \)

4. **T-test output – Option 4a.** For \( t \)-test p value, treatment sample size, control sample size, and when samples are independent:

i. \( \text{df} = (n_{\text{treatment}} + n_{\text{control}}) - 2 \)

ii. Reference \( t \) value from a table of Student’s \( t \) values using \( \text{df} \) and p value.

iii. \( d' = \pm t \text{ value} \sqrt{\frac{n_{\text{treatment}} + n_{\text{control}}}{n_{\text{treatment}} \times n_{\text{control}}}} \)

**T-test output – Option 4b.** For \( t \)-test p value, treatment sample size, control sample size, and when samples are dependent:

i. \( \text{df} = \left(\frac{n_{\text{treatment}} + n_{\text{control}}}{2}\right) - 1 \)

ii. Reference \( t \) value from a table of Student’s \( t \) values using \( \text{df} \) and p value.

iii. \( d' = \pm t \text{ value} \sqrt{\frac{n_{\text{treatment}} + n_{\text{control}}}{n_{\text{treatment}} \times n_{\text{control}}}} \)

5. **T-test output – Option 5a.** For \( t \)-test p value and degrees of freedom (df) when \( n_{\text{treatment}} = n_{\text{control}} \), and samples are independent:

i. Reference \( t \) value from a table of Student’s \( t \) values using \( \text{df} \) and p value.

ii. \( n_{\text{treatment}} = (\text{df} + 2)/2, n_{\text{control}} = (\text{df} + 2)/2, \) and \( n_{\text{treatment}} = n_{\text{control}} \)
iii. $d' = \pm t \ \text{value} \sqrt{\frac{\text{ntreatment}+\text{ncontrol}}{\text{ntreatment} \times \text{ncontrol}}}$

**T-test output – Option 5b.** For *t*-test p value and degrees of freedom (df) when $\text{ntreatment} = \text{ncontrol}$, and samples are *dependent*:

i. Reference t value from a table of Student’s t values using df and p value.
ii. $\text{ntreatment} = \text{df}+1$, $\text{ncontrol} = \text{df}+1$, and $\text{ntreatment} = \text{ncontrol}$
iii. $d' = \pm t \ \text{value} \sqrt{\frac{\text{ntreatment}+\text{ncontrol}}{\text{ntreatment} \times \text{ncontrol}}}$

6. **T-test output – Option 6a.** For *t*-test p value and overall sample size (N) when $\text{ntreatment} = \text{ncontrol}$, and samples are *independent*:

i. $\text{df} = (\text{ntreatment} + \text{ncontrol})-2$
ii. Reference t value from a table of Student’s t values using df and p value.
iii. $\text{ntreatment} = \text{N}/2$, $\text{ncontrol} = \text{N}/2$, and $\text{ntreatment} = \text{ncontrol}$
iv. $d' = \pm t \ \text{value} \sqrt{\frac{\text{ntreatment}+\text{ncontrol}}{\text{ntreatment} \times \text{ncontrol}}}$

**T-test output – Option 6b.** For *t*-test p value and overall sample size (N) when $\text{ntreatment} = \text{ncontrol}$, and samples are *dependent*:

i. $\text{df} = \lfloor (\text{ntreatment} + \text{ncontrol})/2 \rfloor -1$
ii. Reference t value from a table of Student’s t values using df and p value.
iii. $\text{ntreatment} = \text{N}/2$, $\text{ncontrol} = \text{N}/2$, and $\text{ntreatment} = \text{ncontrol}$
iv. $d' = \pm t \ \text{value} \sqrt{\frac{\text{ntreatment}+\text{ncontrol}}{\text{ntreatment} \times \text{ncontrol}}}$

**Computing d’ from F test output.** Six different sets of *F*-test output statistics can be used to compute a standardized effect size. Regardless of which of option is selected, the end function used to compute the standardized effect size from the raw data is:
\[ d' = \sqrt{\frac{F(x(n_{\text{treatment}}+n_{\text{control}}))}{(n_{\text{treatment}}+n_{\text{control}})}} \]

However, each of the six F-test output options requires six different sets of functions to get to \( d' \) from the raw data provided. Hedges and Olkin’s (1985) formulas for computing \( d' \) are listed below.

1. **F-test output – Option 1.** For F value, treatment sample size, control sample size:
   
   i. \( d' = \pm \sqrt{\frac{F(\text{value})(n_{\text{treatment}}+n_{\text{control}})}{(n_{\text{treatment}}+n_{\text{control}})}} \)

2. **F-test output – Option 2a.** For F value and degrees of freedom (df) when \( n_{\text{treatment}} = n_{\text{control}} \), and samples are independent:
   
   i. \( n_{\text{treatment}} = (\text{df}+2)/2, \quad n_{\text{control}} = (\text{df}+2)/2, \quad \text{and} \quad n_{\text{treatment}} = n_{\text{control}} \)
   
   ii. \( d' = \pm \sqrt{\frac{F(\text{value})(n_{\text{treatment}}+n_{\text{control}})}{(n_{\text{treatment}}+n_{\text{control}})}} \)

**F-test output – Option 2b.** For F value and degrees of freedom (df) when \( n_{\text{treatment}} = n_{\text{control}} \), and samples are dependent:

   i. \( n_{\text{treatment}} = \text{df}+1, \quad n_{\text{control}} = \text{df}+1, \quad \text{and} \quad n_{\text{treatment}} = n_{\text{control}} \)
   
   ii. \( d' = \pm \sqrt{\frac{F(\text{value})(n_{\text{treatment}}+n_{\text{control}})}{(n_{\text{treatment}}+n_{\text{control}})}} \)

3. **F-test output – Option 3.** For F value and overall sample size (N) when \( n_{\text{treatment}} = n_{\text{control}} \):

   i. \( n_{\text{treatment}} = N/2, \quad n_{\text{control}} = N/2, \quad \text{and} \quad n_{\text{treatment}} = n_{\text{control}} \)
   
   ii. \( d' = \pm \sqrt{\frac{F(\text{value})(n_{\text{treatment}}+n_{\text{control}})}{(n_{\text{treatment}}+n_{\text{control}})}} \)

4. **F-test output – Option 4a.** For F-test p value, treatment sample size, control sample size, and when samples are independent:

   i. \( \text{df}_{\text{numerator}} = 1 \)
   
   ii. \( \text{df}_{\text{denominator}} = (n_{\text{treatment}} + n_{\text{control}})-2 \)
iii. Reference $F$ value from an $F$ value distribution table using df and p value.

iv. $d' = \pm \sqrt{\frac{F\text{ value}(n_{\text{treatment}} + n_{\text{control}})}{(n_{\text{treatment}} \times n_{\text{control}})}}$

**$F$-test output – Option 4b.** For $F$-test p value, treatment sample size, control sample size, and when samples are dependent:

i. $df_{\text{numerator}} = 1$

ii. $df_{\text{denominator}} = ((n_{\text{treatment}} + n_{\text{control}})/2)-1$

iii. Reference $F$ value from an $F$ value distribution table using df and p value.

iv. $d' = \pm \sqrt{\frac{F\text{ value}(n_{\text{treatment}} + n_{\text{control}})}{(n_{\text{treatment}} \times n_{\text{control}})}}$

5. **$F$-test output – Option 5a.** For $F$-test p value and degrees of freedom (df) when $n_{\text{treatment}} = n_{\text{control}}$, and samples are independent:

i. Reference $F$ value from an $F$ value distribution table using df and p value.

ii. $n_{\text{treatment}} = (df+2)/2$, $n_{\text{control}} = (df+2)/2$, and $n_{\text{treatment}} = n_{\text{control}}$

iii. $d' = \pm \sqrt{\frac{F\text{ value}(n_{\text{treatment}} + n_{\text{control}})}{(n_{\text{treatment}} \times n_{\text{control}})}}$

**$F$-test output – Option 5b.** For $F$-test p value and degrees of freedom (df) when $n_{\text{treatment}} = n_{\text{control}}$, and samples are dependent:

i. Reference $F$ value from an $F$ value distribution table using df and p value.

ii. $n_{\text{treatment}} = df+1$, $n_{\text{control}} = df+1$, and $n_{\text{treatment}} = n_{\text{control}}$

iii. $d' = \pm \sqrt{\frac{F\text{ value}(n_{\text{treatment}} + n_{\text{control}})}{(n_{\text{treatment}} \times n_{\text{control}})}}$

6. **$F$-test output – Option 6a.** For $F$-test p value and overall sample size (N) when $n_{\text{treatment}} = n_{\text{control}}$, and samples are independent:

i. $n_{\text{treatment}} = N/2$, $n_{\text{control}} = N/2$, and $n_{\text{treatment}} = n_{\text{control}}$

ii. $df_{\text{numerator}} = 1$

iii. $df_{\text{denominator}} = (n_{\text{treatment}} + n_{\text{control}})-2$
iv. Reference F value from an F value distribution table using df and p value.

v. \( d' = \pm \sqrt{\frac{F_{\text{value}}(n_{\text{treatment}} + n_{\text{control}})}{(n_{\text{treatment}} \times n_{\text{control}})}} \)

**F-test output – Option 6b.** For F-test p value and overall sample size (N) when \( n_{\text{treatment}} = n_{\text{control}} \), and samples are *dependent*:

i. \( n_{\text{treatment}} = N/2, n_{\text{control}} = N/2, \text{ and } n_{\text{treatment}} = n_{\text{control}} \)

ii. \( df_{\text{numerator}} = 1 \)

iii. \( df_{\text{denominator}} = \left(\frac{n_{\text{treatment}} + n_{\text{control}}}{2}\right)-1 \)

iv. Reference F value from an F value distribution table using df and p value.

v. \( d' = \pm \sqrt{\frac{F_{\text{value}}(n_{\text{treatment}} + n_{\text{control}})}{(n_{\text{treatment}} \times n_{\text{control}})}} \)

**Computing Individual Study-Level Hedges’ g Effect Sizes**

To address the upward bias of \( d' \), the following formulas can be used to calculate the individual study-level Hedges’ g effect sizes within a *single* study from \( d' \).

**Computing model independent quantities.** Model independent quantities represent the set of Hedges’ g effect size statistics computed for an individual study-level contrast. Computation of the model independent quantities only utilizes the information from the specific contrast to compute the statistics listed below. These statistics are considered “model independent” because they don’t consider information from other contrasts for their computations. Conversely, when model independent quantities are combined, or modeled, to produce summary-level effects across a range of contrasts, then additional statistics need to be computed that are dependent upon the type of model used for the summary-level effects (i.e., a fixed effects model and a random effects model). The sets of analysis dependent quantities for an individual study that are used in computation of fixed effects or random effects model will be presented after this sub-section.

There are five model independent quantities. Hedges and Olkin’s (1985) and Bornstein et al.’s (2009) formulas for computing these model independent quantities are listed below.

1. **Hedges’ g:**

   \[
   \text{Hedges’ } g = g_i = d \left( 1 - \frac{3}{4N - 9} \right), \text{ where } N = n_t + n_c, \]

   \[
   \text{Hedges’ } g = g_i = d \left( 1 - \frac{3}{4N - 9} \right), \text{ where } N = n_t + n_c, \]
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2. **Within study variance of Hedges’ \( g \):**

\[
\text{Variance of } g_t = \hat{\sigma}_t^2 = \left( \frac{1}{n_t} + \frac{1}{n_c} + \frac{g_t^2}{2(n_t+n_c)} \right) \times \left( 1 - \frac{3}{4(n_t+n_c)-9} \right)^2
\]

3. **Standard error of Hedges’ \( g \):**

\[
SE \text{ of } g = \hat{\sigma}_t = \sqrt{ \frac{1}{n_t} + \frac{1}{n_c} + \frac{g_t^2}{2(n_t+n_c)} \left( 1 - \frac{3}{4(n_t+n_c)-9} \right)}
\]

or

\[
SE \text{ of } g = \hat{\sigma}_t = \sqrt{\hat{\sigma}_t^2}
\]

4. **Lower limit of the 95% confidence interval around Hedges’ \( g \):**

\[
95\% \text{ C.I. of } g = g_t - (1.96 \times \hat{\sigma}_t)
\]

5. **Upper limit of the 95% confidence interval around Hedges’ \( g \):**

\[
95\% \text{ C.I. of } g = g_t + (1.96 \times \hat{\sigma}_t)
\]

**Computing fixed effect quantities.** Fixed effect quantities represent the additional set of Hedges’ \( g \) effect size statistics (used in conjunction with the model independent quantities) computed for an individual study-level contrast that are used in computation of fixed effects model summary statistics. Fixed effects models assume a single source of variation between effect sizes due only to sampling error (i.e., within-study variance). The assumption of a fixed effects model is that each contrast’s effect size is a sample from a distribution of effect sizes around a true population mean. Consequently, the only source of variation around the true population mean is random variation of each contrast’s estimate from the true mean. A fixed effects model is typically chosen when the modeler assumes that each research study is an equivalent context of training assessment; that is, each study is assumed to be estimating the same true population effect rather than different population effects associated with between-study differences in training environment, sample characteristics, training tasks, etc. The single variation parameter associated with the assumption a single true population mean and random variation of each contrast’s estimate around that mean is used to compute the set of fixed effects quantities that are later used to compute the fixed effect model summary-level statistics. There
are five fixed effects quantities. Bornstein et al.’s (2009, p. 88-89) formulas for computing these fixed effects quantities are listed below.

1. **Fixed effect weight of** \( g \):  

   \[
   \text{Fixed Effect Weight (inverse variance)} = w_i = \frac{1}{\hat{\sigma}_i^2}
   \]

2. **Fixed effect relative weight of** \( g \):  

   \[
   \text{Fixed Effect Relative Weight} = \frac{w_i}{\sum_{i=1}^{k} w_i}
   \]

3. **Fixed effect weighted** \( g \):  

   \[
   \text{Fixed Effect Weighted } g = (g_i)(w_i)
   \]

4. **Fixed effect weighted** \( g^2 \):  

   \[
   \text{Fixed Effect Weighted Squared } g = (g_i)^2(w_i)
   \]

5. **Fixed effect squared weight of** \( g \):  

   \[
   \text{Fixed Effect Squared Weight} = (w_i)^2
   \]

**Computing random effects quantities.** The random effects model is considered a more advanced modeling alternative because the random effects model makes more assumptions about how effect size estimates vary. To be consistent with the general logic of TARGET, the simplest high-level information is always presented first and then more advanced more restricted options are made available depending upon the individual user’s preference and comfort level. As such, the fixed effects model is the default model in TARGET.

Random effects quantities represent the set of Hedges’ \( g \) effect size statistics computed for an individual study-level contrast that are used in computation of random effects model summary-level statistics. In contrast to the fixed effects model, the assumption of a random effects model is that each contrast’s effect size is a sample from a distribution of effect sizes around a unique population mean. Consequently, two sources of variation exist for the random effects model; random variation of the sample from the distribution around the unique population mean, and random variation of the sample from the mean of the distribution of unique population means.
A random effects model is typically chosen when the modeler assumes that each research study represents a different context of training assessment; that is, each study is assumed to be estimating a different population mean due to between-study differences in training environment, sample characteristics, and/or training tasks. The random effects model summary statistic is a calculation of the mean of the distribution of different unique population parameters. Therefore, random effects models assume two sources of variation: within-study variance (as with the fixed effects model) and variation due to true differences between effect size estimates (i.e., between-study variance). The two variation parameters are used to compute the set of random effects quantities that are later used to compute the random effects summary-level statistics. There are five random effects quantities. Bornstein et al.’s (2009, p. 72-73, 88-89) formulas for computing these random effects quantities are listed below.

1. **Between study variance of \( g \), or \( T^2 \):**

\[
T^2 = \left( \frac{\sum_{i=1}^{k} w_i g_i^2 - \left( \frac{\sum_{i=1}^{k} g_i}{\sum_{i=1}^{k} w_i} \right)^2}{\sum_{i=1}^{k} w_i^2 - \frac{\sum_{i=1}^{k} w_i^2}{\sum_{i=1}^{k} w_i}} \right) - (k-1)
\]

2. **Total variance of \( g \), or \( \sigma_i^2 \):**

\[
\text{Total Variance of } g_i = \sigma_i^2 = \sigma_1^2 + T^2
\]

3. **Random effects weight of \( g \):**

\[
\text{Random Effects Weight (inverse total variance)} = w_i^* = \frac{1}{\sigma_i^2}
\]

4. **Random effects relative weight of \( g \):**

\[
\text{Random Effects Relative Weight} = \frac{w_i}{\sum_{i=1}^{k} w_i}
\]

5. **Random effects weighted \( g \):**

\[
\text{Random Effects Weighted } g^* = (g_i)(w_i^*)
\]
Computing Summary-Level Hedges’ $g$ Statistics

The previous section described the Hedges’ $g$ computations for each individual study-level contrast. To view the summary-level effects for a range of individual contrasts (i.e., the mean Hedge’s $g$), the set of contrasts must be modeled in order to pool the contrasts into an overall effect. The purpose of this section is to provide formulas for computing summary-level Hedges’ $g$ statistics using either a fixed effect model or random effects model.

Computing Fixed Effects Summary Statistics

There are five fixed effects summary statistics. Bornstein et al.’s (2009, p. 66) formulas for computing these fixed effects summary statistics are listed below.

1. $g^+$: The summary effect, or mean of $g$ under a fixed effects model.

$$g^+ = \frac{\text{sum of weighted } g}{\text{sum of weights}} = \frac{\sum_{i=1}^{k} w_i g_i}{\sum_{i=1}^{k} w_i}$$

2. **Within study variance of $g^+$**: The within study variation in the estimate of $g^+$.

$$\hat{\sigma}_{g^+}^2 = \left( \frac{1}{\sum_{i=1}^{k} \frac{1}{\hat{\sigma}_{g_i}^2}} \right)^{-1} = \frac{1}{\sum_{i=1}^{k} \frac{1}{\hat{\sigma}_{g_i}^2}} = \frac{1}{\sum_{i=1}^{k} w_i}$$

3. **Standard error of $g^+$**: The standardized estimate of the mean deviation error of the sample around $g^+$.

$$\hat{\sigma}_{g^+} = \sqrt{\hat{\sigma}_{g^+}^2}$$

4. **Lower limit of the 95% confidence interval around $g^+$**: The lower bound of the 95% confidence interval likely to contain the true $g^+$.

$$g^+ - (1.96 \times \hat{\sigma}_{g^+})$$

5. **Upper limit of the 95% confidence interval around $g^+$**: The upper bound of the interval likely to contain the true $g^+$.

$$g^+ + (1.96 \times \hat{\sigma}_{g^+})$$

Computing Random Effects Summary Statistics
There are five random effects summary statistics. Bornstein et al.'s (2009, p. 73-74) formulas for computing these random effects summary statistics are listed below.

1. **\( g^+ \):** The summary effect, or mean of \( g \) under a random effects model.

\[
g^+ = \frac{\text{sum of weighted}^* g}{\text{sum of weights}^*} = \frac{\sum_{i=1}^{k} w_i \hat{g}_i}{\sum_{i=1}^{k} w_i}
\]

2. **Total variance of \( g^+ \):** The composite variation in the estimate of \( g^+ \).

\[
\hat{\sigma}_{g^+}^2 = \frac{1}{\sum_{i=1}^{k} \frac{1}{\hat{\sigma}_i^2}} = \frac{1}{\sum_{i=1}^{k} w_i}
\]

3. **Standard error of \( g^+ \):** The standardized estimate of the mean deviation error of the sample around \( g^+ \).

\[
\hat{\sigma}_{g^+} = \sqrt{\hat{\sigma}_{g^+}^2} \quad \text{where} \quad \hat{\sigma}_{g^+} \text{ is computed from total variance}
\]

4. **Lower limit of the 95% confidence interval around \( g^+ \):** The lower bound of the 95% confidence interval likely to contain the true \( g^+ \).

\[
g^+ - (1.96 \times \hat{\sigma}_{g^+}) \quad \text{where} \quad \hat{\sigma}_{g^+} \text{ is computed from total variance}
\]

5. **Upper limit of the 95% confidence interval around \( g^+ \):** The upper bound of the interval likely to contain the true \( g^+ \).

\[
g^+ + (1.96 \times \hat{\sigma}_{g^+}) \quad \text{where} \quad \hat{\sigma}_{g^+} \text{ is computed from total variance}
\]