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1. INTRODUCTION

The impact point prediction (IPP) of a thrusting/ballistic projectile is affected by the following important practical issues: the total observation time, the wind effect and the sensor accuracy.

The very short total observation time is one of the major challenges we always face in practical situations. For the IPP problem, using a state model with drag coefficient and thrust estimated as separate components, it is very important to have enough available total observation time to initialize the estimator, overcome the estimation ambiguity between the drag coefficient and the thrust and have the probability of the correct mode converge close to unity before the prediction procedure starts [10]. The available observation time is thus one of the key factors that significantly affect the IPP performance. To achieve a desired IPP performance using only the observation data collected in a very limited time necessitates a sensitivity study of the IPP performance with respect to the total observation time.

The wind, as one of the important meteorological parameters for endoatmospheric projectiles, can significantly affect the IPP performance. The wind effect causes the moving projectile to turn into the “apparent” wind, i.e., causes the nose of the moving projectile to be pointed into the wind [13]. We shall assume a constant wind during the estimation and prediction procedure.\(^1\) A tail or head wind, if unaccounted for, would cause the IPP to give under- or over-prediction for the projectile’s range, hence the term range wind effect; a cross wind would lead to left- or right-deviation. The vertical wind is ignored in this study, as it is typically not significant. Consequently, the projectile’s dynamic model is modified from [9,10] to incorporate the wind effect and, based on the modified model, the sensitivity of the IPP performance with respect to the wind strength and direction is studied.

The sensor accuracy also has a significant impact on the IPP performance. Due to the nonlinear nature of the dynamics of the thrusting/ballistic projectiles, linearization and discretization of the nonlinear system is an approximation of reality. For a fixed sampling rate, the approximation quality is determined by the sensor accuracy. The observation uncertainty caused by the sensor errors in range and in angles (azimuth and elevation) affects the estimation result, as well as the prediction procedure that follows, and hence the final IPP performance.


\(^1\)The wind is considered as a constant during the whole trajectory period. Altitude and location-dependent wind could also be considered.
In this paper, based on the multiple interacting multiple model (MIMM) estimator (with different initial drag coefficient estimates and using unbiased mixing) developed earlier in [10], the sensitivity of the IPP performance with respect to the total observation time, the wind effect and the sensor accuracy are extensively studied.

The paper is organized in the following manner. Under a flat Earth assumption (suitable for short range projectiles), the dynamic model with its corresponding discretized form and the measurement model are presented in Section 2. The wind effect and the corresponding modified dynamic model are presented in Section 3. The MIMM estimator and the IPP procedure are described in Section 4. The parameter selection for the design of the MIMM estimator and an \( N \)-point adaptive initialization approach are presented in Section 5. Then the sensitivity of the IPP performance with respect to the total observation time, the wind effect and the sensor accuracy is evaluated by simulation in Section 6. Conclusions are presented in Section 7.

2. DYNAMIC MODEL AND MEASUREMENT MODEL

The trajectory of a thrusting projectile, from launch to impact, can be divided into two phases: thrusting and ballistic. An IMM estimator with a thrust mode (TM) and a ballistic mode (BM) to match these phases is the natural choice.

The state vector for the TM is denoted as

\[
\mathbf{x}(t) = [x(t) \ y(t) \ z(t) \ \dot{x}(t) \ \dot{y}(t) \ \dot{z}(t) \ \alpha(t) \ \tau(t)]'
\]  

where \(\alpha(t)\) is the drag coefficient and \(\tau(t)\) is the thrust. The state vector of the BM is the same as above but excludes the thrust component. The time arguments will be omitted where no ambiguity is caused.

It is known that the drag coefficient varies significantly with the Mach number regime: subsonic, transonic and supersonic. This will be accounted for by a Mach number-dependent multiplier.

Under flat Earth assumption, the dynamic model for this problem can be written as follows

\[
\begin{bmatrix}
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{bmatrix} = \frac{\tau}{V} \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} + \alpha \alpha_m D \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} + g \begin{bmatrix}
0 \\
0 \\
-1
\end{bmatrix} + \tilde{\nu}_1
\]

(2)

and

\[
\dot{\alpha} = \tilde{\nu}_2
\]

(3)

\[
\dot{\tau} = \tilde{\nu}_3
\]

(4)

where

- The first term on the right side of (2) is the specific thrust in the \(x\), \(y\), and \(z\) directions. For the ballistic phase, the thrust is zero.
- The second term is the drag part, which is related to velocity and altitude.
- \(V\) is the magnitude of the velocity \(\mathbf{v} = [\dot{x} \ \dot{y} \ \dot{z}]',\) i.e., the speed (in m/s).
- \(\alpha\) is the drag coefficient (in m\(^2\)/kg) at subsonic speed and \(\tau\) is the thrust (in m\(^2\)/s).
- \(\alpha_m\) is the (dimensionless) \textit{Mach number-dependent drag coefficient multiplier}, which is approximated by a cubic spline curve shown in [10] (based on the curve with sharp nose projectile in [12]).
- \(D = -\frac{\rho(z)V}{2}\), where \(\rho(z) = \rho_0 e^{-cz}\) is the air density (in kg/m\(^3\)) at altitude \(z\) (in m) and \(c\) is the air density constant (in m\(^{-1}\)) [8].
- \(g\) is the standard acceleration due to gravity at sea level, assumed to be the same throughout the trajectory, with value 9.812 m/s\(^2\).
- \(\tilde{\nu}_1\), \(\tilde{\nu}_2\), and \(\tilde{\nu}_3\) are assumed to be continuous-time zero-mean white Gaussian noises. The drag coefficient and thrust acceleration are thus modeled as Wiener processes with slow variation [1].
Combining the dynamic equations (2)–(4), we have the following compact form

\[
x(t) = f[x(t)] + \tilde{\nu}(t)
\]

where

\[
f[x(t)] = \begin{bmatrix}
\dot{x}(t) \\
\dot{y}(t) \\
\dot{z}(t)
\end{bmatrix}
= \begin{bmatrix}
\tau \frac{\dot{x}(t)}{V(t)} + \alpha(t)\alpha_m(t)D(t)\dot{x}(t) \\
\tau \frac{\dot{y}(t)}{V(t)} + \alpha(t)\alpha_m(t)D(t)\dot{y}(t) \\
\tau \frac{\dot{z}(t)}{V(t)} + \alpha(t)\alpha_m(t)D(t)\dot{z}(t) - g
\end{bmatrix}
\]  

and

\[
\tilde{\nu}(t) = \begin{bmatrix}
\dot{\nu}_1(t) \\
\dot{\nu}_2(t) \\
\dot{\nu}_3(t)
\end{bmatrix}
\]

Note that \(\alpha_m(t)\) is March-number dependent and \(D(t)\) is assumed to be related to both altitude and velocity.

Using the discrete time notation \(x(k) = x(t)|_{t=kT}\) and \(x(k+1) = x(t+T)|_{t=kT}\), we have the discretized form for (5) by a second order Taylor expansion \([4]\) as

\[
x(k+1) = x(k) + f[x(k)]T + A(k)f[x(k)]\frac{T^2}{2} + \nu(k)
\]

where \(A(k)\) is the Jacobian of (6) evaluated at \(x(k)\) and \(\nu(k)\) is the discretized continuous time process noise for the sampling interval \(T\). Based on the assumption that \(\alpha\) is nearly constant and \(D\) is related to both \(z\) and \(V\), the detailed form of \(A\) is given in \([10]\).

The covariance matrix of the discretized process noise is

\[
Q = \begin{bmatrix}
\frac{T^3}{3} I_3 & \frac{T^2}{2} I_3 & \frac{T}{2} I_3 \\
\frac{T^2}{2} I_3 & T I_3 & 0 \\
\frac{T}{2} I_3 & 0 & T q_r
\end{bmatrix}
\]

where \(I_3\) is the \(3 \times 3\) identity matrix and the continuous time process noise “intensities” \(q_v\), \(q_\alpha\) and \(q_r\) are the corresponding power spectral densities (PSD).

Assuming the sensor is located at \((x_s, y_s, z_s)\), the measurements in spherical coordinates are

\[
r_m = r + w_r = \sqrt{(x-x_s)^2 + (y-y_s)^2 + (z-z_s)^2} + w_r
\]

\[
\theta_m = \theta + w_\theta = \tan^{-1}\left(\frac{y-y_s}{x-x_s}\right) + w_\theta
\]

\[
\epsilon_m = \epsilon + w_\epsilon = \tan^{-1}\left(\frac{z-z_s}{\sqrt{(x-x_s)^2 + (y-y_s)^2 + (z-z_s)^2}}\right) + w_\epsilon
\]

where \(r\), \(\theta\) and \(\epsilon\) are the independent true range, azimuth and elevation components, respectively. \(w_r\), \(w_\theta\) and \(w_\epsilon\) denote the corresponding zero-mean white Gaussian measurement noises with standard deviations (SD) \(\sigma_r\), \(\sigma_\theta\) and \(\sigma_\epsilon\), respectively.

An unbiased measurement conversion from spherical to Cartesian coordinates was presented \([2]\), so that the measurement can be described entirely in Cartesian coordinates as

\[
z(k) \overset{\Delta}{=} Hx(k) + w(k)
\]

where \(H = [I_3 \ 0]\), \(w(k)\) is the equivalent measurement noise vector in Cartesian coordinates obtained from the unbiased measurement conversion and \(R(k)\) is the corresponding equivalent state-dependent covariance matrix.
3. WIND EFFECT

To estimate the state of thrusting/ballistic endoatmospheric projectiles one has to model the wind effect, which is one of the important meteorological factors that can significantly affect the IPP performance in many practical situations.

The contribution of the wind comprises the range wind, cross wind and vertical wind effects. The vertical wind is generally considered as less important and is ignored in the present study. The range (head/tail) wind will pull back or push forward the moving object and the cross wind causes the moving object deviate to the side. These wind components together comprise the true wind velocity and are combined with the target velocity (with respect to the ground) to yield the so-called “apparent wind”. The moving target turns into the apparent wind, i.e., its nose is pointed into the wind (or “upwind”) while its tail pointing “downwind” [13]. With the wind effect shown in Fig. 1, we have

$$v_a = v_w - v$$

where $v$ is the target ground velocity, $v_w$ is the wind velocity and $v_a$ is the apparent wind velocity.

![Figure 1: The wind effect.](image)

Assuming the wind is constant and as the drag and the thrust in the dynamic model should be aligned with the direction of the projectile, which is aligned with the apparent wind, we have the modified version (accounting for the wind effect) of the dynamic model described in (2) as follows

$$\begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix} = \frac{\tau}{V_a} \begin{bmatrix} \dot{x} - \dot{x}_w \\ \dot{y} - \dot{y}_w \\ \dot{z} - \dot{z}_w \end{bmatrix} + \alpha(t) \alpha_m(t) D_a(t) \begin{bmatrix} \dot{x} - \dot{x}_w \\ \dot{y} - \dot{y}_w \\ \dot{z} - \dot{z}_w \end{bmatrix} + g \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix} + \tilde{\nu}_1$$

where, as in (2), $\tau$ is the thrust, $\alpha$ is the drag coefficient, $\alpha_m$ is the (dimensionless) Mach number-dependent drag coefficient multiplier and $g$ is the standard gravity. In addition, we have the apparent wind magnitude $V_a$, the true wind components $\dot{x}_w$, $\dot{y}_w$ and $\dot{z}_w$ in Cartesian coordinates and the new drag coefficient factor $D_a(t) = -\frac{\alpha(t)\alpha_m(t)}{2}V_a^2$. The process noise $\tilde{\nu}_1$ is assumed to be zero mean white Gaussian, the same as in (2). A sample scenario with the cross or/and range (tail) wind is illustrated in Fig. 2 (the trajectories of the projectile of caliber 120 mm with no wind present, “W0”; 10 m/s cross wind, “C10”; 7 m/s cross wind and 7 m/s tail wind, “C7T7”).

Accordingly, the modified version of the dynamic equation (5) is

$$\dot{x}(t) = f_w[x(t), x_w(t)] + \tilde{\nu}(t)$$

where

$$f_w[x(t), x_w(t)] = \begin{bmatrix} \dot{x}(t) \\ \dot{y}(t) \\ \dot{z}(t) \end{bmatrix} + \alpha(t)\alpha_m(t) D_a(t) \begin{bmatrix} \dot{x}(t) - \dot{x}_w(t) \\ \dot{y}(t) - \dot{y}_w(t) \\ \dot{z}(t) - \dot{z}_w(t) \end{bmatrix} + g \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix}$$

$$\begin{bmatrix} \dot{x}(t) - \dot{x}_w(t) \\ \dot{y}(t) - \dot{y}_w(t) \\ \dot{z}(t) - \dot{z}_w(t) \end{bmatrix}$$
with the wind effect compensation vector

\[ x_w(t) = [0 \ 0 \ 0 \ \dot{x}_w(t) \ \dot{y}_w(t) \ \dot{z}_w(t) \ 0 \ 0]^T \]  

(18)

and \( \tilde{\nu}(t) \) is as in (7).

The discretized form of the modified dynamic equation (17) and its Jacobian are modified accordingly.

4. MULTIPLE IMM ESTIMATOR FOR IPP

In the TM, the drag parameter (drag coefficient) and thrust are separate state components as shown in (1). However, the drag force and thrust force are acting simultaneously (see equation (2)) and the IMM estimator has difficulty distinguishing between them if the initial uncertainty in the drag coefficient is large. The sensitivity of the estimation to the initial drag coefficient estimate necessitates the use of an MIMM estimator to overcome this “marginal observability” problem [1].

The procedure starts by establishing a set of \( L \) IMM estimators, each with an appropriate set of modes (TM and BM in present case) to describe the system behavior. Each IMM estimator will be initialized with a different value of the drag coefficient with a suitable initial standard deviation (SD). The initial SD is taken equal to 25% of the initial estimate of the drag coefficient. The filter design parameters are discussed in Section 5.

In order to select the best initial drag coefficient estimate, we need to determine the most likely one of the \( L \) IMM estimators, during the observation period. The likelihood function of IMM estimator \( l \) for the time interval \([k_0, K]\) is

\[ \Lambda_l^{k_0, K} = \prod_{k=k_0}^{K} \Lambda_l(k) \quad l = 1, \ldots, L \]  

(19)

where [2]

\[ \Lambda_l(k) = \sum_{j=1}^{r} \left\{ \mathcal{N} [z(k); \tilde{z}_i^j(k|k-1), S_i^j(k)] \sum_{j=1}^{r} p_{ji} \mu_i^j(k-1) \right\} \]  

(20)

with \( \mathcal{N} [\cdot] \) is the Gaussian probability density function, \( \tilde{z}_i^j \) is the predicted measurement, \( S_i^j \) is the innovation covariance in mode \( i \) of IMM estimator \( l \), \( \mu_i^j(k-1) \) is the mode probability of mode \( j \) of IMM estimator \( l \) at time \( k-1 \) and \( p_{ji} \) is the transition probability from mode \( j \) to mode \( i \) over one sampling time interval. Then

\[ l^* = \arg \max_l \Lambda_l^{k_0, K} = \arg \min_l \left[ -\ln \Lambda_l^{k_0, K} \right] \]  

(21)

\[ ]
selects the best IMM estimator. This yields the best initial estimate of the drag coefficient.

Based on the MIMM estimator, we can choose at the end of the observation period the most likely initial drag coefficient from the most probable mode from the best IMM estimator \((21)^2\). Then a numerical IPP algorithm (we use the 4th order Runge-Kutta method \([7]\), incorporating the wind effect if the wind information is available) is employed to predict the trajectory down to its impact point (at a known altitude, assumed here to be zero). At the same time, the corresponding covariance is also predicted to the impact point using a zero-gain (open loop) EKF covariance equation. Then the 99% chi-square probability region ellipse for the true impact point is \([1]\)

\[
\begin{bmatrix} x_{ip} - \hat{x}_{pd} \\ y_{ip} - \hat{y}_{pd} \end{bmatrix} P_{pd}^{-1} \begin{bmatrix} x_{ip} - \hat{x}_{pd} \\ y_{ip} - \hat{y}_{pd} \end{bmatrix} = \chi^2_{2}(99\%)
\]

where \((x_{ip} y_{ip})\) is the true impact point, \((\hat{x}_{pd} \hat{y}_{pd})\) is the predicted impact point, \(P_{pd}\) is the corresponding predicted covariance matrix, and \(\chi^2_{2}(99\%)\) denotes the 99% point on the chi-square cumulative distribution function with two degrees of freedom \([1]\). This can be used as the “warning zone” in practical situations.

5. MIMM PARAMETER SETTING

The MIMM estimator using unbiased mixing with different initial drag coefficient estimates is used \([10]\). The unbiased mixing is necessary because of the different dimension state vectors in the two modes (TM and BM).

The MIMM estimator is chosen to consist of \(L = 4\) IMM estimators with initial drag coefficient estimates \(\hat{\alpha}^{(0)}\), \(i = 1, 2, 3, 4\) as 0.18, 0.13, 0.065 and 0.03 \((\text{m}^2/\text{kg})\), respectively.\(^3\) The initial SD of each drag coefficient estimate is 25% of the corresponding initial estimate of the drag coefficient.

In the dynamic equations, we actually assume a nearly constant velocity model (continuous time white noise acceleration — CWNA \([1]\)) for the kinematic components and a Wiener process with slow variation for the drag coefficient and thrust. In order to satisfy this model’s assumptions, we choose small process noise “intensities” (power spectral densities — PSD) based on the process noise induced RMS change (in velocity \(d_v/\text{thrust } d_x\) over an interval of 1 s \([10]\), as shown in Table 1. Note that \(d_v\) is chosen differently for the four initial drag coefficient estimates \(\hat{\alpha}^{(0)}\), \(i = 1, 2, 3, 4\).

<table>
<thead>
<tr>
<th>Filter</th>
<th>(d_v) [(\text{m/s}/\text{s})]</th>
<th>(d_x) [(\text{m}^2/\text{kg}/\text{s})]</th>
<th>(d_v) [(\text{m}^2/\text{kg}/\text{s})]</th>
<th>(d_x) [(\text{m}^2/\text{kg}/\text{s})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMM (TM)</td>
<td>3.5</td>
<td>2.5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.12(\hat{\alpha}^{(0)}/\text{s})</td>
<td>0.25(\tau^{(0)}/\text{s})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMM (BM)</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>0.10(\hat{\alpha}^{(0)}/\text{s})</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The transition probability matrix for the two-mode IMM is chosen based on the mean sojourn time \([1]\) as

\[
\pi = \begin{bmatrix} 0.950 & 0.050 \\ 0.002 & 0.998 \end{bmatrix}
\]

with initial mode probability vector \([0.90, 0.10]\) for TM and BM.

The initialization is crucial to the accuracy of the state estimates. Due to the high sensitivity of the estimation with respect to the drag coefficient, which is velocity (Mach number)-dependent and “marginally distinguishable” from the thrust estimate, an \(N\)-point adaptive initialization method is used here (the number \(N\) is discussed later). This method is based on the polynomial fitting of a set of noisy position measurements \([1]\), with the polynomial order adaptively chosen based on the corresponding goodness-of-fit error.

\(^2\)In practice, the thrusting period is relatively short and by the end of the observation period the BM should be the dominant one in the IMM. Otherwise, if one does not know the burnout time (which is typically the case), one cannot make a meaningful IPP.

\(^3\)This grid of values was chosen based on the tracking results in the absence of wind. It seems that the 60 mm projectile has a somewhat different drag coefficient in the presence of wind (it turns somewhat slowly into the wind). In the absence of information about how fast the projectiles align themselves with the apparent wind, it is assumed that this happens instantaneously.
The \( N \)-point fitting of a polynomial of order \( n \) is done as follows. The position measurements for the three Cartesian coordinates are

\[
z(k) = H_a(k) a + w(k)
\]

\[
\Delta = \begin{bmatrix} h(k)' & 0 & 0 \\ 0 & h(k)' & 0 \\ 0 & 0 & h(k)'
\end{bmatrix} \begin{bmatrix} a_x \\ a_y \\ a_z
\end{bmatrix} + w(k) \tag{24}
\]

where \( k = 1, 2, \ldots, N \) and

\[
h(k) = \left[ 1 \ t_k \cdots \frac{(t_k)^n}{n!} \right]' \tag{25}
\]

with \( t_k \) is the sampling time and the parameter vectors

\[
a_i = [a_{i0} \ a_{i1} \cdots a_{in}]' \quad i = x, y, z \tag{26}
\]

contain the coefficients of the polynomials (one for each coordinate).

For the time covered by \( N \) points, we get the estimate for the parameter vector \( \hat{a} \) (of dimension \( 3(n+1) \)) as

\[
\hat{a} = \left[ H_a^N (R^N)^{-1} H_a^N \right]^{-1} H_a^N (R^N)^{-1} z^N \tag{27}
\]

with the corresponding covariance matrix

\[
P_a = \left[ H_a^N (R^N)^{-1} H_a^N \right]^{-1} \tag{28}
\]

where, for the fitting interval, the stacked vector of measurements (of dimension \( 3N \times 1 \)), the stacked measurement matrix (of dimension \( 3N \times 3(n+1) \)) and the block diagonal covariance matrix of measurement noise (of dimension \( 3N \times 3N \)) are

\[
z^N = \begin{bmatrix} z(1) \\ \vdots \\ z(N) \end{bmatrix} \quad H_a^N = \begin{bmatrix} H_a(1) \\ \vdots \\ H_a(N) \end{bmatrix} \quad R^N = \begin{bmatrix} R(1) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & R(N) \end{bmatrix} \tag{29}
\]

respectively.

The goodness-of-fit error has the following chi-square distribution [1]

\[
J_N \overset{\Delta}{=} \left[ z^N - H_a^N \hat{a} \right]' (R^N)^{-1} \left[ z^N - H_a^N \hat{a} \right] \sim \chi^2_{3N-n_a} \tag{30}
\]

Using as acceptance region for (30) its 99\% probability region, we can adaptively choose the best order \( n^* \). This is done by starting with \( n = 1 \) and increasing it until the test statistic (30) falls below the 99\% probability threshold. Based on the selected order, we obtain the estimate \( a^* \) (of dimension \( 3(n^*+1) \)) and the corresponding covariance matrix \( P_a^* \). This is used to initialize the position, velocity and thrust components in the state vector \( x \).

The \( N \)-point adaptive initialization used \( N = 12 \) (about 1 s data). The constant velocity (CV, \( n^* = 1 \)) and the constant acceleration (CA, \( n^* = 2 \)) may be selected in the present study. Typically, \( n^* = 2 \), in which case the acceleration estimate is used (after subtracting the gravity acceleration and drag vector) to obtain the initial estimate of the thrust, \( \hat{\tau}(0) \). If the model choice is \( n^* = 1 \) (this happens rarely, for a low thrust projectile), then

\[
\hat{\tau}(0) = g \text{ with SD } g/4.
\]
6. SIMULATION RESULTS

Three categories of thrusting/ballistic projectiles of different caliber sizes are considered: 60 mm, 81 mm and 120 mm. For each category, there are trajectories with no wind present, labeled as “W0”; with 5 m/s cross wind only, labeled as “C5”; with 5 m/s cross wind and 5 m/s tail wind, labeled as “C5T5”; with 7 m/s cross wind and 7 m/s tail wind, labeled as “C7T7”. Note that the tail wind blows in the travel direction of the projectiles [13]. Totally, 15 trajectories were generated using [11] with flat Earth model with quadrant elevation 45° (i.e., aimpoint is NE). Measurements were obtained with no missed detections and no false alarms.

The parameters of the trajectories of the different caliber projectiles considered, namely, the projectile range to impact \((R_t)\), the impact time \((T_{tip})\), the sampling interval \((T)\), the maximum ground speed \((V_{tmax})\), the ground speed at impact point \((V_{tip})\) and the apogee altitude \((H_{tapg})\), are summarized in Table 2. The launch point of each projectile was at the origin of coordinates. The sensor location was \((5000 \ 4000 \ 0)\) m.

As shown in Table 3, four different sensor accuracy settings are used and labeled as Case 1 (good sensor accuracy), Case 2 (bad angle accuracy), Case 3 (bad range accuracy) and Case 4 (excellent sensor accuracy).

Table 2: The parameters of the trajectories of the different caliber projectiles considered

<table>
<thead>
<tr>
<th>Caliber</th>
<th>(R_t) (m)</th>
<th>(T_{tip}) (s)</th>
<th>(T) (s)</th>
<th>(V_{tmax}) (m/s)</th>
<th>(V_{tip}) (m/s)</th>
<th>(H_{tapg}) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 mm</td>
<td>3600 ± 100</td>
<td>30 ± 1</td>
<td>0.1</td>
<td>240 ± 3</td>
<td>155 ± 3</td>
<td>1085 ± 5</td>
</tr>
<tr>
<td>81 mm</td>
<td>5700 ± 100</td>
<td>37 ± 1</td>
<td>0.1</td>
<td>295 ± 3</td>
<td>200 ± 3</td>
<td>1680 ± 10</td>
</tr>
<tr>
<td>120 mm</td>
<td>7150 ± 150</td>
<td>41 ± 1</td>
<td>0.1</td>
<td>315 ± 5</td>
<td>230 ± 5</td>
<td>2055 ± 10</td>
</tr>
</tbody>
</table>

Table 3: Sensor accuracy settings

<table>
<thead>
<tr>
<th>Case</th>
<th>(\sigma_r)</th>
<th>(\sigma_\theta)</th>
<th>(\sigma_\epsilon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>10 m</td>
<td>5 mrad</td>
<td>5 mrad</td>
</tr>
<tr>
<td>Case 2</td>
<td>10 m</td>
<td>10 mrad</td>
<td>10 mrad</td>
</tr>
<tr>
<td>Case 3</td>
<td>25 m</td>
<td>5 mrad</td>
<td>5 mrad</td>
</tr>
<tr>
<td>Case 4</td>
<td>5 m</td>
<td>3 mrad</td>
<td>3 mrad</td>
</tr>
</tbody>
</table>

With 100 Monte Carlo (MC) runs for each sensor accuracy, we examine the IPP performance with “given wind information” (g.w.i.) and with “no wind information” provided (n.w.i.) for different total observation time percentages of the whole trajectory (denoted as “OT” for conciseness): 15%, 20%, 25%, 30%, 40% and 50%. Particularly, under the same sensor accuracy and the same OT setting, in each MC run, the same random number set (but different in different MC runs, of course) has been used for different trajectories (W0/ C5/ C10/ C5T5/ C7T7) to examine how significant the wind effect affects the IPP performance with the corresponding wind information provided.

Note that all the IPP results are by default obtained with given wind information unless “n.w.i” is indicated. The indicating term “g.w.i.” is omitted in Figures, Tables and discussions if there is no ambiguity.

A sample estimated trajectory, indicating the portions corresponding to the MIMM filtering and to the IPP, including the estimated burnout point (BoP) and the uncertainty ellipse centered at the true impact point, is presented in Fig. 3.

6.1 IPP RMS Error

The IPP root mean square (RMS) errors of the trajectories of caliber 60 mm, 81 mm and 120 mm (in different situations) are shown in Tables 4, 5 and 6, respectively. The IPP RMS errors (g.w.i. and n.w.i.) for different OTs and different sensor accuracy are evaluated and compared.

From Tables 4–6, it can be seen that, generally, as the wind becomes stronger, the difference between the IPP RMS error (g.w.i.) and the IPP RMS error (n.w.i.) will increase, especially for smaller OTs; as OT increases, the influence of the wind on the IPP performance becomes smaller. As the sensor accuracy becomes worse, the IPP performance is gradually degraded. Particularly, the sensor error that causes more uncertainty along the travel direction of the projectiles, compared with the sensor error that causes more uncertainty perpendicular to
travel direction of the projectiles, has more influence on the IPP performance. We can get an IPP RMS error up to 507.9 m (Table 4: Case 2, OT=15% and 60C7T7 (n.w.i.)) for 60 mm, 708.5 m (Table 5: Case 3, OT=15% and 81C7T7 (n.w.i.)) for 81 mm and 984.4 m (Table 6: Case 3, OT=15% and 120C7T7 (n.w.i.)) for 120 mm. These are unacceptable errors of about 14%, 12% and 13% of the projectile ranges for 60 mm, 81 mm and 120 mm, respectively. A strong wind effect, combined with a poor sensor accuracy, will lead to an unacceptable IPP RMS error when only a very short total observation time is available. If we have an excellent sensor accuracy in the presence of decent wind environment (Tables 4–6: Case 4), a good IPP performance always yields.

In Tables 4–6, the columns with the wind information provided (g.w.i.) show that, given a sufficient observation time (say, OT= 25%– 50%) to correctly select the best IMM from the MIMM estimator, the IPP RMS errors are practically the same as without wind. This implies that the wind effect can be fully compensated if the wind information is correctly provided.

6.2 IPP Uncertainty Ellipse

With different OTs and sensor accuracies, the IPP uncertainty ellipses using (22), centered at the true impact point, with the corresponding MC IPP “cloud of points” (both g.w.i. and n.w.i.) for different caliber size trajectories in the presence of wind are shown in Figs. 4–6.

From Fig. 4, it can be seen that as the OT increases, more IPP points fall in the corresponding uncertainty ellipses and the size of the uncertainty ellipses gradually shrinks. The total observation time is crucial for the evaluation: given the OT is large enough (50%), most of the MC IPP points fall within the uncertainty ellipses with acceptable IPP RMS errors. The outliers are due to the forced early decision when OT is small.

From Fig. 5, it can be seen that as the sensor accuracy worsens, the corresponding IPP uncertainty ellipses are longer and fewer MC IPP points fall into them. Particularly, the larger sensor error in range (which causes more uncertainty along the major axis of uncertainty ellipse) results in the MC IPP points scattered more randomly along the major axis of the corresponding IPP uncertainty ellipse.

From Fig. 6, comparing the IPP clouds (n.w.i.) with smaller wind (“C5” / “C5T5”) to those (n.w.i.) with stronger wind (“C10” / “C7T7”), respectively, it is obvious that the stronger the wind is, the more significant the

---

In practical situations, a minimum acceptable IPP RMS error is expected to be within 10% of the projectile range.
Table 4: IPP RMS errors (in m, 100 MC runs) for different OTs and different sensor accuracies, caliber 60 mm

<table>
<thead>
<tr>
<th>Case</th>
<th>60W0</th>
<th>60C5</th>
<th>60C5(n.w.i.)</th>
<th>60C10</th>
<th>60C10(n.w.i.)</th>
<th>60C5T5</th>
<th>60C5T5(n.w.i.)</th>
<th>60C7T7</th>
<th>60C7T7(n.w.i.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15%</td>
<td>520.6</td>
<td>520.4</td>
<td>518.6</td>
<td>520.4</td>
<td>520.6</td>
<td>508</td>
<td>501.1</td>
<td>484.4</td>
<td>585.0</td>
</tr>
<tr>
<td>20%</td>
<td>161.9</td>
<td>163.3</td>
<td>163.5</td>
<td>164.8</td>
<td>169.2</td>
<td>166.1</td>
<td>169.9</td>
<td>165.8</td>
<td>176.4</td>
</tr>
<tr>
<td>25%</td>
<td>134.5</td>
<td>136.4</td>
<td>136.4</td>
<td>136.4</td>
<td>137.3</td>
<td>134.7</td>
<td>135.6</td>
<td>134.8</td>
<td>141.4</td>
</tr>
<tr>
<td>30%</td>
<td>104.4</td>
<td>104.9</td>
<td>103.6</td>
<td>103.6</td>
<td>115.8</td>
<td>102.1</td>
<td>116.3</td>
<td>98.6</td>
<td>122.2</td>
</tr>
<tr>
<td>40%</td>
<td>61.2</td>
<td>61.1</td>
<td>66.8</td>
<td>60.8</td>
<td>79.5</td>
<td>59.2</td>
<td>73.5</td>
<td>58.4</td>
<td>81.3</td>
</tr>
<tr>
<td>50%</td>
<td>43.3</td>
<td>43.2</td>
<td>48.3</td>
<td>43.1</td>
<td>59.3</td>
<td>43.1</td>
<td>53.9</td>
<td>43.1</td>
<td>56.2</td>
</tr>
</tbody>
</table>

Table 5: IPP RMS errors (in m, 100 MC runs) for different OTs and different sensor accuracies, caliber 81 mm

<table>
<thead>
<tr>
<th>Case</th>
<th>81W0</th>
<th>81C5</th>
<th>81C5(n.w.i.)</th>
<th>81C10</th>
<th>81C10(n.w.i.)</th>
<th>81C5T5</th>
<th>81C5T5(n.w.i.)</th>
<th>81C7T7</th>
<th>81C7T7(n.w.i.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15%</td>
<td>464.3</td>
<td>470.5</td>
<td>484.2</td>
<td>476.3</td>
<td>485.1</td>
<td>462.7</td>
<td>472.9</td>
<td>477.2</td>
<td>465.7</td>
</tr>
<tr>
<td>20%</td>
<td>427.1</td>
<td>423.9</td>
<td>429.3</td>
<td>426.3</td>
<td>431.8</td>
<td>424.8</td>
<td>403.5</td>
<td>410.6</td>
<td>417.1</td>
</tr>
<tr>
<td>25%</td>
<td>310</td>
<td>306.8</td>
<td>308</td>
<td>306.2</td>
<td>314.2</td>
<td>304.2</td>
<td>347.6</td>
<td>304.5</td>
<td>369.8</td>
</tr>
<tr>
<td>30%</td>
<td>202.2</td>
<td>201.3</td>
<td>205.3</td>
<td>200.7</td>
<td>214.3</td>
<td>201.3</td>
<td>228.3</td>
<td>201.9</td>
<td>237.7</td>
</tr>
<tr>
<td>40%</td>
<td>107.4</td>
<td>106.7</td>
<td>112.4</td>
<td>106.4</td>
<td>122.4</td>
<td>107.7</td>
<td>122.6</td>
<td>103.3</td>
<td>126.4</td>
</tr>
<tr>
<td>50%</td>
<td>47.7</td>
<td>47.5</td>
<td>52.5</td>
<td>48.6</td>
<td>62.7</td>
<td>48.2</td>
<td>57</td>
<td>48.2</td>
<td>63.2</td>
</tr>
</tbody>
</table>

Table 6:...
errors up to 10 mrad are necessary. A condition to obtain good IPP performance is $OT=20\%$ (n.w.i) with the sensor has more impact on IPP performance than the angle measurement errors of the sensor). Projectiles are more crucial to IPP performance (in the present discussion, the range measurement error of the impact on the IPP performance. The sensor errors that cause more uncertainty along the travel direction of the projectiles are more significant while the sensor's range error (which (with sufficient observation time) if the wind information is available. The sensor accuracy also has significant impact to the side and the range (head/tail) wind causes the IPP (n.w.i.) to overshoot or undershoot the actual range error no more than 10% of the projectile range. The wind effect has significant influence on the IPP performance. 

Fig. 7 shows, for the best IMM estimator selected from the MIMM approach with OT=50% and different sensor accuracies, the NEES consistency in position and velocity and the NIS. Note that the NIS is evaluated \(94.3\). Comparing the cases with smaller wind ("C5"/"C5T5") to those (n.w.i.) and those with stronger wind ("C10"/"C7T7"), as the wind strength increases, the inconsistency of the IMM estimator becomes more significant in the later part of the observation window.

7. CONCLUSIONS

Using the MIMM approach developed in [10], the sensitivity of the IPP performance with respect to the total observation time, the wind effect and the sensor accuracy, are extensively studied. The total observation time is a critical factor for the IPP performance. Given the observation of the trajectory up to the apogee one can always expect a very good IPP performance; in many practical situations, the observation with OT=20% (given good sensor accuracies) is the minimum required to achieve an acceptable IPP performance with the IPP RMS error no more than 10% of the projectile range. The wind effect has significant influence on the IPP performance. The stronger the wind the greater is the IPP drift. The cross wind causes the IPP (n.w.i.) performance deviate for TM before the estimated BoP and for BM afterward [10]. It can be seen that as the sensor errors increase, the IMM estimator selected becomes less consistent. In particular, the larger the sensor's range error (which causes more uncertainty along the travel direction of the projectiles in present cases), the more significant is the inconsistency. The wind effect can be explicitly accounted for in the dynamic equation and fully compensated in the IMM estimator (with sufficient observation time) if the wind information is available. The sensor accuracy also has significant impact on the IPP performance. The sensor errors that cause more uncertainty along the travel direction of the projectiles are more crucial to IPP performance (in the present discussion, the range measurement error of the sensor has more impact on IPP performance than the angle measurement errors of the sensor).

Generally, to achieve the minimum acceptable IPP performance, i.e., that the IPP RMS error is within 10% of the projectile range, at least OT=15% (n.w.i) with the range measurement error up to 10 m and the angle errors up to 10 mrad are necessary. A condition to obtain good IPP performance is OT=20% (n.w.i) with the

<table>
<thead>
<tr>
<th>Case</th>
<th>120W0</th>
<th>120C5</th>
<th>120C5(n.w.i.)</th>
<th>120C10</th>
<th>120C10(n.w.i.)</th>
<th>120C15</th>
<th>120C15(n.w.i.)</th>
<th>120C10(n.w.i.)</th>
<th>120C7T7</th>
<th>120C7T7(n.w.i.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15%</td>
<td>743.5</td>
<td>745.7</td>
<td>740.6</td>
<td>753.3</td>
<td>742.3</td>
<td>742.8</td>
<td>769.5</td>
<td>728.9</td>
<td>794.9</td>
<td></td>
</tr>
<tr>
<td>20%</td>
<td>523.3</td>
<td>514.9</td>
<td>524</td>
<td>511.1</td>
<td>539.5</td>
<td>531.5</td>
<td>561.7</td>
<td>520.4</td>
<td>575.9</td>
<td></td>
</tr>
<tr>
<td>25%</td>
<td>431.1</td>
<td>427.2</td>
<td>435.8</td>
<td>420.3</td>
<td>440.4</td>
<td>436</td>
<td>473.7</td>
<td>432.5</td>
<td>450.8</td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>308.7</td>
<td>309.9</td>
<td>309.8</td>
<td>307.2</td>
<td>317.7</td>
<td>315.1</td>
<td>335.4</td>
<td>315.9</td>
<td>331.8</td>
<td></td>
</tr>
<tr>
<td>40%</td>
<td>130.9</td>
<td>130.9</td>
<td>134.2</td>
<td>131.1</td>
<td>142.2</td>
<td>132.6</td>
<td>144.9</td>
<td>128.8</td>
<td>150.2</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>48.7</td>
<td>49.7</td>
<td>51.7</td>
<td>50.6</td>
<td>53.9</td>
<td>50.1</td>
<td>55.7</td>
<td>47.2</td>
<td>56.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: IPP RMS errors (in m, 100 MC runs) for different OTs and different sensor accuracies, caliber 120 mm
range error less than 10 m and the angle errors less than 5 mrad. If the wind information is provided for the IPP procedure, both the total observation time and the sensor accuracy can be relaxed somewhat. There is a trade-off between the OT and the sensor accuracy, if the variations of both are in their reasonable regions (OT: 15% ~ 30%; sensor range error: 5 m ~ 25 m).
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Figure 4: The IPP uncertainty ellipse and MC IPP cloud for different OTs, trajectory 81C5T5, Case 1, 100 MC runs
Figure 5: The IPP uncertainty ellipse and MC IPP cloud for different sensor accuracies, trajectory 60C10, OT=25%, 100 MC runs

(a) Case-1
(b) Case-2
(c) Case-3
(d) Case-4

Figure 6: The IPP uncertainty ellipse and MC IPP cloud for different 120mm trajectories, OT=30% 100 MC runs

(a) Trajectory 120C5
(b) Trajectory 120C5T5
(c) Trajectory 120C10
(d) Trajectory 120C7T7
Figure 7: Consistency test (NEES in pos. and vel. and NIS), trajectory 120C7T7, OT=50%, 100-MC run