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ABSTRACT

This effort addressed ignition and combustion of aluminum particles in different environments. The focus was on identifying quantifiable characteristics of aluminum ignition and combustion that are useful for development and validation of the respective reaction models.

It was shown that aluminum ignition in any oxidizing environment is governed by changes in the diffusion resistance of the protective surface layer of alumina and that these changes occur rapidly when the alumina film undergoes polymorphic phase changes. It was also shown that presence of water as an oxidizer dramatically affects alumina properties, in particular resulting in the disruption of the film continuity upon aluminum melting. It was further shown that the effect is amplified in mixed H₂O/CO₂ environments. Finally, the model of aluminum oxidation is expanded and validated in high-heating rate thermo-analytical measurements. This model is directly applicable for describing thermally activated ignition of aluminum powders.

A new experimental technique is developed to investigate combustion dynamics of individual metal particles in the size range of 2 – 15 µm. The technique is applied to study combustion of Al in different oxidizers. It is observed that stages reported earlier to be distinguished in combustion of coarse Al particles can also be observed for fine particles. A transition from the vapor phase to surface combustion regime was observed when the Al particle sizes decreased. The change in the combustion regime was explained by analyzing the heat transfer for a single Al particle combusting in room temperature air, and accounting for a transition heat transfer regime in vicinity of the micron-sized particles with dimensions comparable to the mean free path of the gas molecules. Burn times for Al particles were measured as a function of particle size for different oxidizers.
1. Background: descriptions of aluminum ignition and combustion processes

Aluminum and other metal powders are widely used as fuels or fuel additives in explosives, propellants, and pyrotechnics. However, metal ignition processes crucial for accurate modeling of metallized energetic materials remain poorly understood. For example, aluminum, the most common reactive metal additive, is known to ignite after the integrity of a protective Al₂O₃ layer is disrupted. A quantitative description of the processes leading to such a disruption is lacking. In most practical models, it is simply assumed that the oxide coating stops being protective at a fixed temperature close to the melting point of Al₂O₃. Recent research involving ignition of powders with different size distributions and, in particular, nanopowders, showed that the value of the fixed ignition temperature must be adjusted as a strong function of particle size [1]. One hypothesis posed that the disruption of integrity of the Al₂O₃ layer occurs as a result of thermal expansion mismatch between Al and Al₂O₃, and led to the suggestion that ignition should be triggered by aluminum melting, when this mismatch is at its maximum [2, 3]. However, this hypothesis did not explain many reports of much higher ignition temperatures measured for micron-sized Al powders and somewhat lower than melting point ignition temperatures for nano-sized Al powders. Furthermore, multiple thermal analysis studies with micron-sized and nano-sized Al powders [4 – 6] showed no accelerated Al oxidation during melting, contradicting the expected higher oxidation rate that would be caused a non-continuous Al₂O₃ layer.

A new model of heterogeneous oxidation of Al powder leading to ignition was recently developed and quantified for reaction of aluminum in environments containing oxygen as the only oxidizer [6 – 8]. This model considers the oxidation process that is limited by the rates of diffusion of aluminum and oxygen ions through the growing layer of aluminum oxide. Most importantly, this model considers the changing properties of the aluminum oxide layer at elevated temperatures, including polymorphic phase transitions accompanied by substantial changes in the oxide density. The model predicts a broad range of ignition temperatures for aluminum powders of different sizes, consistent with many available experimental reports. The quantitative description is currently available for ignition of aluminum particles in air [7] but not in the many practically interesting environments, in which H₂O and CO/CO₂ molecules serve as primary oxidizers.

Aluminum combustion has been studied broader than ignition and one critical parameter of aluminum combustion, universally important for all applications and identified in many studies is the particle burn time, \( \tau_b \), as a function of the particle diameter, \( D \). For practical purposes the burn time is commonly expressed as a power law \( \tau_b \sim D^n \), with the exponent \( n \) and pre-exponent factor depending on the oxidizing environment, temperature, and pressure, e.g., [9 – 12]. Various \( D^n \) type trends were reported by different authors based on a diverse set of experiments. Generally, laboratory experiments in well-characterized environments reported in the literature can be broadly divided into two groups: experiments using individual metal particles, e.g., [13 – 18], and experiments employing aerosolized powders or clouds, e.g., [11, 19 – 23]. For individual particles, the measurements of combustion times are often direct, while indirect methods and data analyses are used to extract the information on particle burn times or burn rates.
from the cloud combustion experiments. It is also worth noting that single metal particle combustion experiments in general, and direct measurements of combustion times for individual aluminum droplets in particular, were restricted to relatively large particles, with sizes 50 µm or greater. However, most practical applications deal with finer aluminum powders with particle sizes on the order of, or finer than, 20 µm. It is also interesting that in many experimental configurations, aluminum particles burn in combustion products of hydrocarbon fuels. In such cases, the oxidizers are mixtures of CO₂, H₂O, and O₂ in various proportions. While this situation imitates some practical applications, the specific oxidizer mixtures produced in laboratory burners and in practical energetic formulations differ from one another substantially. Laboratory experiments with mixed oxidizers are also not particularly useful for extracting the information about efficiency of individual oxidizing species, which is required to model the practical configurations. The information on aluminum combustion in CO₂ and H₂O is very limited [13, 23, 24], with most data coming from experiments in mixed oxidizers, where the effects of different oxidizers are somewhat difficult to uncouple.

References

2. Objectives and approach

The main objective of this effort was to develop adequate and useful descriptions of metal particle ignition and combustion in practically interesting environments. Specific objectives were:
1. Characterize kinetics of aluminum oxidation in H₂O/O₂/CO₂ gases that are available as oxidizing species in the combustion products of common high explosives.
2. Develop a quantitative ignition model for aluminum particles in varied environments.
3. Characterize combustion dynamics and burn rates of single aluminum particles and aerosolized aluminum powders in different environments.

The approach of this effort was based on detailed experimental characterization of Al ignition and combustion processes. The main tool in characterization of oxidation reactions leading to ignition was thermal analysis. Thermo-analytical experiments and respective ignition descriptions were validated in experiments exploiting rapid heating of Al particles in a laser beam. The laser ignition experiment was further modified to characterize the rates of particle combustion as a function of the particle size. Furthermore, Al combustion was studied for aerosolized clouds, in a constant volume explosion apparatus. All experiments emphasized the effects of oxidizing environments and were focused on generating quantitative descriptions of the ignition and combustion processes.

3. Oxidation of Aluminum Particles in the Presence of Water

3.1. Introduction

Ignition and combustion of aluminum particles continues to be studied extensively [1 - 4]. Different mechanisms, based on the disruption of a protective Al₂O₃ layer on aluminum particles, have been proposed for ignition of aluminum powder [5 - 12].
Recent research investigated related processes of aluminum powder oxidation in dry air [5 - 7]. However, practical applications involve ignition and combustion of aluminum particles in mixed environments involving CO₂ and H₂O species as primary oxidizers [13 - 15]. A description of Al ignition behavior in water containing atmospheres requires reliable information regarding the reaction rates involved. This necessitates a quantitative mechanistic model of the processes involved in aluminum powder oxidation in H₂O. Specifically, similarities with and differences from the previously proposed model of aluminum powder oxidation in dry oxygen developed based on thermal analysis experiments [5] need to be identified. In dry oxygen, the rate of aluminum oxidation was determined to be governed by the diffusion of oxygen, and to some extent, diffusion of aluminum, through the surface oxide layer, as well as by polymorphic phase changes in the oxide layer. No connection was established to the melting of aluminum metal.

The present study aims to provide the experimental data needed to develop a quantitative oxidation (and eventually ignition) model for aluminum powder in atmospheres that contain steam. Experimental results are presented, and the implications for an oxidation model are discussed.

3.2. Experimental

Aluminum powder (Alfa Aesar, 3-4.5 µm nominal size, 97.5 % pure) was heated in a Netzsch STA409PG thermal analyzer using a thermogravimetric sample carrier with a 17 mm diameter flat corundum plate to hold the sample. The furnace of the STA409PG is connected to a pressurized boiler, which is held at 180 °C, and the connecting lines are also all heated to temperatures above 150 °C to prevent condensation. The gas flow pattern of the STA409PG was modified from its default configuration to increase homogeneity of the purge gas. The oxidizers, steam and oxygen, were fed into the furnace from the same port, allowing them to mix before they entered the sample location while in the original setup, different gases are fed into the furnace at opposite ends, leading to potential mixing problems. Initial experiments established that above the melting point, the aluminum particles tended to coalesce into droplets with sizes in the 0.5 – 1 mm range. To mitigate the associated drastic loss in surface area, the powders in subsequent measurements were ultrasonically mixed with 150-nm α-alumina powder (Inframat Advanced Materials, 99.8 % pure) to contain approximately 25 wt-% free Al. For the blend of alumina and aluminum powders, coalescence was not observed on heating.

In all experiments, argon, steam, and oxygen were present in varying proportions. Argon is introduced into the furnace in two locations. The first, and invariant gas flow of 20 mL/min serves to protect the thermobalance from any condensation. It enters the furnace from below. Due to the furnace geometry, it has a negligible contribution to the atmosphere that the sample is exposed to. The second argon flow was used as a carrier gas for steam, entering the furnace from above; its flow rate can be widely varied. The steam flow rate could also be varied over a wide range. In experiments where oxygen was required, it replaced part of the argon carrier gas flow.

Initial experiments established the salient differences between oxidation in oxygen and in steam, using respectively similar oxidizer concentrations. Several experiments in steam/argon mixtures with fixed concentration were performed at heating
rates of 1, 5, 10, and 20 K/min. Finally, two experimental series were conducted where the amounts of the oxidizers steam and oxygen were systematically varied. In the first series, the argon carrier gas flow was kept constant, while steam and oxygen were balanced against each other. In the second series, steam was kept constant, while argon and oxygen were balanced.

The behavior in steam was expected to be comparable to that in dry oxygen, at least to some extent. Therefore, in analogy to previously published work [5, 6], partially oxidized samples that were heated to intermediate temperatures were recovered for further analysis by X-ray diffraction. The diffraction patterns were collected on a Philips X’pert MRD diffractometer operated at 45 kV and 40 mA. Samples were held on a zero-background quartz plate. The specific samples recovered for XRD analysis were not blended with α-alumina, in order to avoid introducing a potential oxidation product. Quantitative x-ray analysis was not attempted, therefore the loss of surface area due to coalescence was not a concern.

3.3. Results
Figure 3.1 shows thermogravimetric (TG) curves illustrating the differences between oxidation in steam and oxygen. Note that due to the nature of the steam generation, there is more experimental noise in the data than expected for dry atmospheres. The origin of the occasional noise, observed especially at high steam concentration, is not entirely understood. It has been suggested by the manufacturer that water may condense at the furnace exhaust, and block the exhaust momentarily. This explanation is consistent with the type of noise seen. Aside from this, the experiments are reproducible, and the noise was not found to have any influence on the conclusions drawn below. Figure 3.1 shows that in both environments, aluminum oxidizes in several distinct stages. In steam, initial slow oxidation between 300 – 500 °C is followed by a stepwise weight increase of less than 10 % near 550 °C. An additional, relatively sharp, oxidation step is observed near the aluminum melting point of 660 °C. These initial two oxidation steps are followed by a spread-out oxidation reaction that terminates when the material is fully oxidized above 1000 °C.
Fig. 3.1. Thermogravimetric curves for aluminum particles oxidizing in steam and oxygen. The gas concentrations were 27 vol % H$_2$O, and 21 vol-% O$_2$, respectively. The balance was argon in both cases.

The most striking difference from oxidation in dry oxygen is the sharp oxidation step near the Al melting temperature. The second important difference is that in steam the oxidation is complete at a much lower temperature than it is in dry oxygen.

Material recovered after the complete heating cycle was analyzed by XRD, and showed $\alpha$-alumina as the only oxide phase present. To determine whether the step around 660 °C is caused by any structural transition in the surface oxide layer, samples were heated to temperatures below the Al melting point (580 °C) as well as above the Al melting point (680 °C). The samples were kept for approximately 30 minutes in order to accumulate oxide in quantities that are detectable by powder XRD, and subsequently cooled to room temperature and recovered. The XRD patterns of these samples are shown in Fig. 3.2. The only crystalline alumina phase that could be detected in either sample was $\gamma$-alumina, and furthermore, no difference was seen between the two samples. This suggests that the oxidation step near the Al melting point is not related to any readily detectable structural change in the oxide layer.
To further test whether the surface oxide is structurally different when grown in dry vs. wet environments, and that it may therefore mechanically respond differently to stress caused by the melting of the Al metal, a sample was heated in dry oxygen to 850 °C to grow a significant amount of γ-alumina on its surface. If this surface oxide, grown under dry conditions, is structurally different from the oxide grown in the presence of water, then that sample should not exhibit a stepwise weight increase on Al melting when it is re-heated in steam. The result of this experiment is illustrated in Fig. 3.3. The sample pre-heated in dry oxygen shows no weight increase (and thus, no appreciable additional oxidation) upon its reheating in steam until the melting temperature of aluminum is reached. However, the TG curve for the re-heated sample clearly shows a stepwise weight increase upon aluminum melting. This suggests that there is no significant difference in the structure of the surface oxide whether it formed in the presence or absence of water. Additionally, although structural differences can not be rigorously ruled out due to the inherent resolution limits of thermogravimetry, the conclusion is reasonably well supported for the purpose of describing oxidation rates.

Measurements at varying heating rates are shown in Fig. 3.4. The onset temperature of the oxidation step near the aluminum melting point does not change systematically with the heating rate. This suggests that at least initially, this oxidation step is caused by an equilibrium reaction as opposed to a thermally activated non-equilibrium process, such as diffusion.
Fig. 3.3. Repeat heating in steam of a sample pre-oxidized in dry oxygen. A sample heated directly in steam is shown for comparison.

Fig. 3.4. TG traces of Al powders oxidized in 27 vol-% steam (balance Ar) at varying heating rates.

The results of oxidation in atmospheres with variable composition are shown in Figure 3.5. All atmospheres were mixtures of H$_2$O, O$_2$, and Ar. In the series shown in Fig. 3.5, the concentration of argon was kept constant, while the flow rates of steam and oxygen were balanced against each other. For the purpose of comparison, three weight
change reference points were distinguished in these measurements: an initial increase near 550 °C (referred to as “1st step” below), a sharp step near the Al melting point, 660 °C, and the total weight change between approximately 400 °C and 900-1100 °C. In most cases, the first step and the Al melting step overlapped to some extent. To separate the individual contributions, the procedure described below and illustrated in Fig. 3.6 was applied consistently for all measurements. Initial and final baselines were identified as sections where the TG signal could be approximated by a straight line. Then, a temperature was identified where the difference between the TG signal and the initial baseline was half the difference between the initial and final baselines. The difference between the baselines at that temperature was then taken as the weight change corresponding to this step. Figure 3.7A shows the processed results that correspond to the measurements shown in Fig. 3.5. This procedure is routinely applied to step transitions, see for instance Ref. [16].

![Fig. 3.5. TG traces of Al powders oxidized in systematically varied H₂O/O₂/Ar atmospheres. The numbers on the graph indicate the ratio H₂O/(H₂O + O₂).](image)

As Figs. 3.5 and 3.7A show, the composition of the atmosphere has little effect on the oxidation behavior below the Al melting point. Conversely, the relative weight increase near Al melting does show a distinct dependence on the concentration of water in the atmosphere. Absent in a dry environment, the weight change increases with increasing water concentration. The total weight change, observed above 1000 °C, only depends on water concentration in relatively dry atmospheres. The dry measurement behaves as previously reported [5, 6] with a significantly slowed oxidation above ~900 °C, and less than 50 % relative weight change at 1100 °C. Slightly more water in the atmosphere brings the weight change close to what is expected for complete oxidation (Δm/m₀ = 89 %), and the measurement with H₂O/(H₂O + O₂) = 17.2 % already shows the same final sample mass as the other, more water-rich measurements. The variations
in final sample mass observed for experiments in the more water-rich atmospheres do not show a systematic trend, and are attributed to minor compositional variations in the initial Al/Al₂O₃ mixtures.

Fig. 3.6. Procedure to consistently assign weight changes to observed oxidation steps.

Fig. 3.7. Observed weight changes for various atmospheric compositions. A: Left column: Ar constant, H₂O and O₂ vary; B: right column: H₂O constant, Ar and O₂ vary.
In an attempt to gain insight in the processes behind the sharp weight change near the Al melting point, the oxidizer concentrations were further systematically varied in a second set of experiments. The flow rate of steam was kept constant, while the concentrations of oxygen and argon were balanced against each other to keep the total gas flow rate constant. The measurements were processed like described above, and the results are shown in Fig. 3.7B. None of the weight changes showed a marked dependence on the oxygen flow rate, and therefore on the total oxidizer concentration. This result clearly shows that the mass change at the Al melting point at least primarily correlates only with the concentration of steam in the atmosphere. This could suggest that hydrous species diffuse more easily through the oxide layer when it is stressed due to the volume increase of the melting aluminum core. However, the effect could also be caused by transient porosity, where the degree of porosity depends on the concentration of steam in the atmosphere. A clear distinction can not be drawn based on the observations in this study.

3.4. Discussion

Reaction mechanism
As noted above, two significant differences between aluminum oxidation in steam and in dry oxygen were observed. The first is the step-wise increase in the oxidation rate correlating with aluminum melting that is observed in steam and not in dry oxygen. The second is the difference in the temperature at which complete oxidation is observed in the TG experiments: about 1000 ºC in steam vs. 1500 ºC in dry oxygen.

A sharp increase in the oxidation rate associated with disruption of the oxide shell caused by the expansion of the aluminum core, particularly on melting, has been hypothesized to occur in previous papers, e.g., [8 - 12]. Despite this hypothesis, such an increase in the oxidation rate at the Al melting point has never been observed with dry oxygen serving as oxidizer in previous studies. In this paper, a sharp increase in the oxidation rate is unambiguously observed to occur, and it correlates with aluminum melting when the oxidizer contains water. There is some evidence in the literature that spinel-based transition aluminas—specifically δ-alumina, which is structurally similar to the γ polymorph—may be stabilized by the adsorption of H₂O on its surface, resulting in the preferred formation of fresh alumina surface, and a corresponding reduction in the oxide’s crystallite size [17]. This could conceivably cause the oxide layer to exhibit no resistance to breaking up under stress in the presence of H₂O, leading, if not to actual porosity, so at least to a dense network of grain boundaries through which diffusion can be significantly faster than through bulk γ-alumina. Due to the surface stabilization of the transition alumina by water adsorption, the degree of porosity would likely depend on the concentration of steam in the atmosphere. Therefore, the oxide layer would act as a membrane the permeability of which is controlled by the steam concentration. Further, a stabilized and porous γ-alumina layer may allow the complete oxidation of the material before the onset of α-alumina formation.

Conversely, the oxidation step could also be caused by preferential diffusion of hydrous species through the stressed oxide layer. Both cases – porosity and accelerated
diffusion of hydrous species – are functionally equivalent and can not be distinguished based on the observations available.

Prior to aluminum melting, oxidation in wet and dry environments proceeds in a similar way. A step-wise oxidation step observed for dry oxygen and assigned earlier to the polymorphic phase change from amorphous to $\gamma$-Al$_2$O$_3$ [5 - 7] is clearly observed in steam. After aluminum melting, the oxidation in dry oxygen is separated into at least two well-identifiable steps assigned previously to growth of transitional alumina polymorphs ($\gamma$-Al$_2$O$_3$ with possible transformations into other polymorphs with similar densities, such as $\delta$-Al$_2$O$_3$ and $\theta$-Al$_2$O$_3$), and transformation to and growth of the much denser $\alpha$-Al$_2$O$_3$, respectively [5]. In dry oxygen, the transformation to $\alpha$-Al$_2$O$_3$ is accompanied by a substantial reduction in the oxidation rate. A similar reduction in the oxidation rate is not observed for oxidation in steam. This can be readily explained by the stabilization of $\gamma$-Al$_2$O$_3$ polymorph in presence of water [17], so that the formation of $\alpha$-Al$_2$O$_3$ is delayed to higher temperatures. However, the powder is completely oxidized before such higher temperatures are attained.

Reaction kinetics
This study is part of a larger scale effort aimed to establish a quantitative description of the oxidation of aluminum in various oxidizers, and especially at high heating rates. Therefore, one motivation for this study is to provide the experimental background for a quantitative description of aluminum oxidation and oxidation rate in steam. To this end, preliminary kinetic processing of the TG results was performed. Measurements performed at the heating rates of 2, 5 and 10 K/min were processed by an isoconversion algorithm [18]. The algorithm was chosen because it has the advantage that it does not depend on a strict temperature program in the experiments, i.e. linear heating, while also being relatively insensitive to noisy experimental data. For further details on this algorithm, please see Ref. [18]. For this present study, the algorithm was implemented in MATLAB. The preliminary result, an apparent activation energy that varies with the degree of oxidation, or reaction progress defined as $\alpha = (m - m_0)/(m_f - m_0)$, where $m$ is the sample mass at a given temperature, and $m_0$ and $m_f$ are initial and final sample masses, respectively, is shown in Fig. 3.8.

At least two regions can be distinguished. The melting of aluminum near 660 °C (933.15 K) is an equilibrium transition, not a thermally activated reaction, and an activation energy can not be meaningfully assigned. The activation energy in the region at lower values of $\alpha$, and at lower temperatures, is near 200 kJ/mol. Above the Al melting point, the activation energy increases from about 200 kJ/mol to approximately 320 kJ/mol. The interpretation of these results is not straightforward, and the results must be considered preliminary. In a strict sense, the activation energy only applies to the specific type of material used here – spherical aluminum with a nominal size of 3-4.5 µm. Further, it describes the bulk oxidation of the material, which is not directly applicable to, for instance, single particle oxidation and ignition, unless the specific particle size distribution is accounted for. Work to address this, and to derive more generally applicable kinetic parameters, e.g., diffusion coefficients, is currently in progress.
Fig. 3.8. Apparent activation energy for aluminum oxidation in steam/argon gas mixtures.

With the above caveats, the activation energies determined here can be compared to previously determined values. In Ref [5], an aluminum particle ignition-oxidation model was established, where the oxidation of aluminum to form the γ polymorph of alumina was found to be described best with an activation energy of 227 kJ/mol. This is broadly consistent with the 200-320 kJ/mol range seen above the Al melting point in the present study. Comparison of the oxidation below Al melting is not straightforward. The model established in [5] states that at low heating rates, between 550 and 600 °C, formation of amorphous alumina \((E_{am} = 120 \text{ kJ/mol})\) competes with the transition of amorphous to γ alumina \((E_{am-\gamma} = 458 \text{ kJ/mol})\). Although the value of ~200 kJ/mol determined here falls within this range, the current resolution of the isoconversion processing is insufficient to distinguish individual processes.

The isoconversion method used here to process the thermoanalytical data is currently considered state-of-the-art; however the current results are preliminary, as previously stated. Resolving individual oxidation processes, that could not be achieved based on the present data processing, is important for development of practically useful oxidation models. A processing approach enabling one to better separate individual oxidation steps was previously discussed in the literature [5] and used to describe oxidation of aluminum in oxygen. While its application requires detailed analysis of each individual TG curve and is outside the scope of the present manuscript, such processing is planned in the future to establish a more rigorous kinetic model.

3.5. Conclusions

Systematic differences between aluminum powder oxidation in wet and dry environments were observed. In wet environments, oxidation is complete at significantly lower temperatures compared to dry oxygen. Further, an additional sharp, stepwise weight
increase occurs in presence of steam. This stepwise weight increase clearly correlates with the Al melting point. The size of this oxidation step correlates with the concentration of steam, although it is independent of the total oxidizer concentration in the mixed steam/oxygen/argon environments. It is proposed that the γ-alumina polymorph is stabilized in the presence of water, allowing the oxidation to complete before the γ-to-α transition drastically limits diffusion rates. It is further proposed that γ-alumina when stressed when the aluminum core expands upon its melting may act as a semipermeable membrane, where OH can diffuse at much higher rates compared with oxygen. Alternatively, it is possible that the stressed γ-alumina layer temporarily becomes porous, and that the degree of porosity depends on the concentration of steam in the atmosphere.

Preliminary estimates for activation energies associated with the overall oxidation reaction occurring in the presence of steam were determined to be broadly consistent with values previously determined for aluminum powder oxidation in dry oxygen.
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4. Aluminum powder oxidation in CO₂ and mixed CO₂/O₂ environments

4.1. Introduction

Aluminum and other metal powders are widely used as fuels or fuel additives in explosives, propellants, and pyrotechnics [1 – 3]. However, metal ignition processes crucial for accurate modeling of metallized energetic materials remain poorly understood. For example, aluminum, the most common reactive metal additive, is thought to ignite after the integrity of a protective Al₂O₃ layer is disrupted. A quantitative description of the processes leading to such a disruption is lacking. In most practical models, it is simply assumed that the oxide coating stops being protective at a fixed temperature selected between the melting points of Al and Al₂O₃ [4, 5]. Recent research involving ignition of powders with different size distributions and, in particular, nanopowders, showed that the value of the fixed ignition temperature must be adjusted as a strong function of particle size [6]. One hypothesis posed that the disruption of integrity of the Al₂O₃ layer occurs as a result of thermal expansion mismatch between Al and Al₂O₃, and led to the suggestion that ignition should be triggered by aluminum melting, when this mismatch is at its maximum [7, 8]. However, this hypothesis did not explain many reports of much higher ignition temperatures measured for micron-sized Al powders and somewhat lower than melting point ignition temperatures for nano-sized Al powders. Furthermore, multiple thermal analysis studies with micron-sized and nano-sized Al powders [9 – 12] showed no accelerated Al oxidation during melting, contradicting the expected higher oxidation rate that would be caused by a non-continuous Al₂O₃ layer.

A model of heterogeneous oxidation of Al powder leading to ignition was recently developed and quantified for reaction of aluminum in environments containing oxygen as the only oxidizer [10 – 12]. This model considers the oxidation process that is limited by the rates of diffusion of aluminum and oxygen ions through the growing layer of aluminum oxide. Most importantly, this model considers the changing properties of the aluminum oxide layer at elevated temperatures, including polymorphic phase transitions accompanied by substantial changes in the oxide density. The model predicts a broad range of ignition temperatures for aluminum powders of different sizes, consistent with many available experimental reports. The quantitative description is currently available for ignition of aluminum particles in air [11] but not in the many practically interesting environments, in which H₂O and CO/CO₂ molecules serve as primary oxidizers. To extend this model, one needs to understand how the change in the gaseous oxidizer affects processes of oxidation for aluminum powder. In particular, the changes in the reaction rates of individual oxidation stages need to be quantified. This paper presents an experimental study of aluminum powder oxidation with CO₂ and CO₂/O₂ mixtures serving as oxidizers. The oxidation processes are characterized experimentally and respective reaction rates are recovered from the obtained measurements.

4.2. Experimental

Aluminum powder (Alfa Aesar, 3-4.5 µm nominal size, 97.5 % pure) was heated in a Netzsch STA409PG thermal analyzer using a thermogravimetric (TG) sample carrier with a 17 mm diameter flat corundum plate to hold the sample. Large diameter TG
sample holders enhance access of the oxidizing gas to the powdered sample; also sintering of the powder upon heating is minimized. The furnace with TG sample holders was calibrated using a set of certified pure metals, the melting points of which were recovered from the recorded sample temperature as a function of time. The TG balance was continuously flushed with ultra high purity argon by Matheson at 20 ml/min. In all experiments, argon, carbon dioxide, and oxygen were present in varying proportions. The experiments systematically addressed aluminum powder oxidation in environments with varied CO₂ concentration balanced with argon and argon/oxygen mixtures. Partially oxidized samples were cooled from several selected temperatures, recovered, and analyzed using x-ray diffraction. The diffraction patterns were collected on a Philips X’pert MRD diffractometer operated at 45 kV and 40 mA. Samples were held on a zero-background quartz plate. The kinetics of aluminum oxidation in CO₂ was studied using experiments at varied heating rates. Two different methods were used to process experimental results and obtain respective descriptions of the oxidation kinetics.

Initial TG experiments established that above the melting point, the aluminum particles tended to coalesce into droplets with sizes in the 0.5 – 1 mm range. To mitigate the associated drastic loss in surface area, the powders in subsequent measurements were ultrasonically mixed with 150-nm α-alumina powder (Inframat Advanced Materials, 99.8 % pure) to contain approximately 25 wt-% free Al.

4.3. Experimental results

TG oxidation curves measured at a fixed heating rate of 5 °C/min for the aluminum powder heated in Ar/CO₂ mixtures with different concentrations of CO₂ and in an Ar/O₂ mixture are shown in Fig. 4.1. The total gas flow rate in all experiments shown in Fig. 4.1 was fixed at 100 mL/min. The characteristic stepwise oxidation behavior reported earlier for aluminum oxidation in oxygen [9 – 12] is clearly observed in all cases. As was earlier proposed for oxidation of aluminum in oxygen, the oxidation process can be broken down into four stages, as schematically shown at the bottom of Fig. 4.1 (the beginnings and the ends of individual stages are only shown approximately and vary from one TG trace to another). Note that the oxidation during stage I is barely noticeable for these relatively coarse powders mixed with aluminum oxide.

All TG curves nearly coincide for the stages I and II, and at the beginning of stage III, for temperatures under 800 °C. At higher temperatures, when stage III continues and a clear second oxidation step is observed in Fig. 4.1, oxidation occurs noticeably faster in the Ar/O₂ mixture. However, for the experiment in Ar/O₂ mixture this oxidation stage ends at a lower temperature (around 900 °C) than it does for Ar/CO₂ mixtures (around 1000 °C). As a result, by 1000 °C, the oxidation is substantially more complete by the end of stage III for the experiments in Ar/CO₂ as compared to Ar/O₂ environments. As expected, the completeness of aluminum oxidation by the end of stage III increases with the increase in the CO₂ concentration. By the end of the heating cycle, the sample is at about 1450 °C and the oxidation completeness is nearly the same for experiments performed in all environments.
Figure 4.2 shows a similar set of TG traces collected at a heating rate of 5 °C /min when mixed Ar/O2/CO2 environments were used. The total gas flow rate was again set to 100 ml/min and the argon flow rate was fixed at 50 ml/min. The balance between the O2 and CO2 flows was varied. For comparison, Ar/CO2 and Ar/O2 traces shown in Fig. 4.1 are also shown in Fig. 4.2 as dashed lines. Oxidation in the presence of oxygen occurs identically for all samples at temperatures below ~ 900 °C. However, for the sample heated to this temperature in the absence of CO2, the oxidation step ends here, while in the presence of CO2 it is extended by about 50 °C resulting in a higher degree of oxidation achieved around 1000 °C. No meaningful difference in the oxidation behavior could be detected when the O2/CO2 ratio was varied from 15/35 to 35/15.

In previous work, the stepwise oxidation pattern of aluminum in oxygen was found to correlate with the polymorphic phase changes in the alumina produced on the surface of the powder particles [10 – 12]. To establish whether similar phase transitions occur in oxidation of aluminum in CO2, a set of samples was oxidized to selected temperatures, cooled, and recovered for X-ray diffraction analysis. Note that in these experiments, the starting aluminum powder was not mixed with alumina so that the oxidation was affected by partial sintering occurring after melting. Figure 4.3 shows the TG traces recorded for the quenching experiments, which effectively coincide for all four runs, with the temperatures at which the samples were quenched labeled by stars. The effect of admixed alumina powder is illustrated by the dashed line in Fig. 4.3, recorded under identical conditions with the Al/Al2O3 blend. Figure 4.4 shows sections of the obtained X-ray diffraction patterns, in which the peaks produced by different alumina polymorphs can be distinguished. Consistently with our previous results [10 – 12], formation of γ-Al2O3 is observed after the first oxidation step occurring before aluminum melting (referred to as Stage II oxidation). Stage III starts with the growth of the thickness of the γ-Al2O3 layer. At higher temperatures, formation of θ-Al2O3 is observed. Finally, before the stage III oxidation is completed, formation of α-Al2O3 is also detected.

The effect of heating rate on the oxidation behavior of aluminum powder in CO2 is shown in Fig. 4.5. As in the previous experiments, the total gas flow rate was set to 100 ml/min with a fixed 50 ml/min Ar flow and the Ar/CO2 ratio fixed at 1/1. Generally, the traces shift to higher temperatures at increased heating rates, as anticipated for the thermally activated oxidation processes. A minor irregularity is observed for the traces recorded at 5 and 10 °C/min at higher temperatures, most likely caused by partial sintering in the samples occurring above the Al melting point despite dilution of aluminum powder with alumina.
Fig. 4.1. TG traces recorded for aluminum oxidation in Ar/CO₂ and Ar/O₂ gas mixtures. The heating rate is fixed at 5 °C /min, the total gas flow rate is 100 ml/min.

Fig. 4.2. TG traces recorded for aluminum oxidation in Ar/CO₂/O₂ and Ar/O₂ gas mixtures. The heating rate is fixed at 5 °C /min, the total gas flow rate is 100 ml/min.
Fig. 4.3. TG traces recorded for the samples heated to and cooled from specific temperatures for subsequent product analysis by x-ray diffraction. For reference, a trace for aluminum powder diluted with alumina is also shown. The heating rate is 5 °C/min, the environment is a CO₂/Ar mixture with the flow rates of 90/10 ml, respectively.

Fig. 4.4. Segments of the XRD patterns for the samples quenched at different temperatures. The 2θ range is selected to show the relatively weak peaks produced by aluminum oxide polymorphs.
Fig. 4.5. TG traces recorded for aluminum oxidation in Ar/CO\textsubscript{2} gas mixture at varied heating rates. The total gas flow rate is 100 ml/min.

4.4. Oxidation kinetics
The kinetics of oxidation processes in CO\textsubscript{2} was quantified using two different signal processing techniques.

The first technique used a recently developed isoconversion algorithm described in detail elsewhere [13]. The algorithm was chosen because it has the general advantage that it does not depend on a strict temperature program in the experiments, i.e., linear heating, while also being relatively insensitive to noisy experimental data. For this present study, the algorithm was implemented in MATLAB and applied to process simultaneously all four measurements shown in Fig. 4.5. The result, an apparent activation energy that varies with the degree of oxidation, or reaction progress, defined as $\alpha = (m - m_0)/(m_f - m_0)$, where $m$ is the sample mass at a given temperature, and $m_0$ and $m_f$ are initial and final sample masses, respectively, is shown in Fig. 4.6. The initial range of $\alpha$, corresponding to stage II (or the first oxidation step observed in Figs. 4.1, 4.2, and 4.5) is resolved poorly. The activation energy varies substantially, and no consistent value could be assigned to the respective oxidation processes. Relatively little variation in the activation energy is observed for $10\% < \alpha < 60\%$. This range of the reaction progress generally corresponds to the stage III reaction or the second oxidation step visible in the TG curves, in Figs. 4.1, 4.2, and 4.5. During this oxidation stage the thickness of the $\gamma$-Al\textsubscript{2}O\textsubscript{3} increases and $\theta$-Al\textsubscript{2}O\textsubscript{3} forms. It is also apparent that the activation energy increases at $\alpha \approx 20\%$. A sharp decrease in the activation energy at $\alpha$ close to 70-80% correlates with
the initial formation of α-Al₂O₃ and transition to the oxidation stage IV, and does not reflect an actual change in the activation energy.

![Graph showing activation energy as a function of reaction progress](image)

Fig. 4.6. Activation energy as a function of reaction progress obtained by isoconversion processing developed in ref. [13] applied for the TG traces measured for four heating rates (2, 5, 10, and 20 °C/min) shown in Fig. 4.5.

The second technique used to quantify the reaction kinetics relied on processing individual TG curves. It was described in detail elsewhere [11] and used to process similar experiments on oxidation of aluminum powders in oxygen. It is only briefly described below. Particles are assumed to be spherical and oxidation is assumed to occur as a series of individual processes. Thus, it is assumed that at any given time the rate of oxidation is limited by a single thermally activated mass transfer process, such as diffusion of one species, A. With these assumptions, at any given moment the rate of sample mass change, \( \frac{dm}{dt} = \frac{dm}{dT} \frac{dT}{dt} \), can be described as:

\[
\frac{dm}{dT} = \frac{C_A^* \exp \left( -\frac{E}{RT} \right) \beta}{r_{Al}^2 - r_{ox}^2}
\]

where \( T \) is temperature, \( t \) is time, \( C_A^* \) is the combined oxidation constant depending on the reaction stoichiometry, the initial sample mass, and the type of the species \( A \); \( r_{Al} \) and \( r_{ox} \) are the radii of the aluminum core and oxide shell, respectively; \( E \) is the activation energy; \( R \) is the universal gas constant, and \( \beta = dT/dt \) is the heating rate. In this analysis it is expected that each process occurring during oxidation can be characterized by its
specific activation energy. The values of these process-specific activation energies can be found from the differential TG curves (i.e., from $\frac{dm}{dT}$ as a function of temperature):

$$\frac{E}{RT} = \ln C^*_A - \ln \left( \frac{dm}{dT} \right) - \ln (\beta) - \ln \left( \frac{1}{r_{al}} - \frac{1}{r_{ox}} \right)$$

(4.2)

The radii $r_{al}$ and $r_{ox}$ at different temperatures are also readily derived from the current sample mass $m$ obtained from the TG [11]. Therefore, the right side of Eq. (4.2) depends only on the experimental sample mass. In this processing technique, a function, $Y(TG)$, equivalent to the right side of Eq. (4.2) is determined from the TG signal and is plotted vs. inverse temperature. A typical plot is shown in Fig. 4.7. Portions of this function approaching straight lines are identified and interpreted as parts of the oxidation process for which the activation energy remains constant and equal to the slope of the line. Data for experiments with different heating rates are processed independently. The results of the processing of multiple TG curves are summarized in Table 4.1. For each value of activation energy corresponding to a portion of the function $Y(TG)$, the range of values of the reaction progress, $\alpha$, corresponding to the same portion of $Y(TG)$ is also shown. The activation energies determined from different experiments should coincide for the same ranges of $\alpha$ if the same oxidation processes control the reaction during the oxidation stages observed in the TG traces.

The activation energy for the stage I oxidation could only be obtained from several experiments performed with undiluted aluminum samples due to limits in the resolution of the measurement. These experiments were interrupted at higher temperatures, so that the activation energies corresponding to the other oxidation stages are not available.

Stage II is characterized by a relatively high activation energy, consistent for all experiments. This stage was earlier assigned to the transformation from amorphous to $\gamma$-Al$_2$O$_3$. Although this high activation energy was obtained consistently from the individual runs, it is not supported by the processing shown in Fig. 4.6, which is based on simultaneous evaluation of measurements with different heating rates.

Stage III consistently comprises two straight segments with distinct slopes (cf. ranges III-a and III-b in Fig. 4.7). This suggests two processes occurring in series. Once again, these processes could not be meaningfully resolved from the processing in Fig. 4.6. The temperatures of transition between these processes, $T^*$ (when the slope of the straight line fit for the function $Y(TG)$ changes) are shown in an Arrhenius-type plot of the logarithm of the average heating rate vs. inverse temperature in Fig. 4.8 for both Ar/O$_2$ and Ar/CO$_2$ environments. For the Ar/O$_2$ environments [10 – 11], experimental data reported earlier were reprocessed to obtain the respective values of $T^*$. Analysis of the samples heated and quenched in the CO$_2$/Ar environment (cf. Fig. 4.4) suggests that the change in the slope of the function $Y(TG)$ can be correlated with the onset of formation of $\theta$-Al$_2$O$_3$. Note that based on the available XRD results it is difficult to separate clearly the onsets of formation of $\theta$- and $\alpha$-Al$_2$O$_3$ polymorphs. From Fig. 4.8, the activation energy associated with the transition can be roughly estimated with the assumption that the
slopes represent $E_a/R$ [14]. The activation energy of the transition in oxygen is $559 \pm 48$ kJ/mol, which is consistent with activation energies that have been reported for generalized $\gamma$-to-$\alpha$ transitions [15]. In contrast, the transition in CO$_2$ appears to be characterized by a much lower activation energy of $207 \pm 19$ kJ/mol. A number of mechanisms for the structural transitions among transition aluminas and from transition aluminas to the stable $\alpha$ alumina have been proposed. In ref. [16] Zhou and Snyder propose that $\theta$-alumina is a necessary precursor of $\alpha$-alumina, that therefore the $\gamma$ polymorph will not transform to the $\alpha$ phase without first undergoing the structural change that leads to the formation of $\theta$. This scenario is consistent with the close association of $\theta$ and $\alpha$ phases in the present XRD results.

The presence of carbon in the system could potentially stabilize the transition aluminas by the absorption of CO or CO$_2$ onto the alumina surface [17]. Therefore, the rate of the observed transition may be determined by a combination of the structural transition between the alumina polymorphs and the desorption kinetics of CO/CO$_2$ from the surface of $\gamma$ or $\theta$ alumina, which are characterized by much lower activation energies [17].

In summary, the activation energies obtained by this second technique for different oxidation stages from individual experiments are in reasonably good agreement between themselves for the experiments performed at different heating rates or with varied environments. While the processing is labor-intensive and involves analysis of each individual trace, the results allow a relatively straightforward assignment of activation energies to the stages clearly detected in the TG traces. These activation energies are expected to be useful for detailed modeling of aluminum oxidation in CO$_2$ and mixed CO$_2$/O$_2$ oxidizers.

To allow some comparison between the data processing methods, Table 4.1 also shows the ranges of the reaction progress $\alpha$ for which respective straight line segments were identified. Those ranges should be relatively consistent between measurements, but they also should ideally correspond to identifiable sections of the plot shown in Fig. 4.6. However, comparison is difficult. When the oxidation slows down, e.g., after stage II and IIIb, the lower reaction results in a substantial variation in the reaction progress for different heating rates. This variation influences the activation energy calculated by method 1 over significant intervals of $\alpha$: from about 2 % to 10 %, and again between 70 % and 90 %, the activation energy is depressed, and can not be taken as a meaningful representation of the oxidation process. This may be the main reason that the changes in the activation energy are detected better in the processing method based on individual measurements. The values shown in Fig. 4.6 vary between 200 and 350 kJ/mol, while the values in Table 4.1 range from 190 to 630 kJ/mol and are likely to represent better the activation energies corresponding to different processes occurring during powder oxidation.
Fig. 4.7. TG trace processing for recovery of the activation energies for different parts of the oxidation process. The trace processed here corresponds to an experiment performed at a heating rate of 5 ºC/min in Ar/CO₂ (10/90) environment.

Fig. 4.8. Effect of heating rate on the temperature $T^*$ at which the slope of the function $Y(TG)$ changes for different oxidizing environments. The experimental data reported in ref. [10 – 11] for Ar/O₂ environments were reprocessed here to obtain one of the data sets shown.
Table 4.1. Activation energies for different oxidation stages obtained by interpretation of the function $Y(TG)$ described in Eq. (4.2).

<table>
<thead>
<tr>
<th>Materials</th>
<th>CO$_2$:O$_2$:Ar flow rates [ml/min]</th>
<th>Heating rate [K/min]</th>
<th>$E_a$ [kJ/mol] (reaction progress $\alpha$ in parentheses)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum  (3-4.5 μm)</td>
<td>90 : 0 : 10</td>
<td>5</td>
<td>108 (0.9-1.0)</td>
</tr>
<tr>
<td></td>
<td>90 : 0 : 10</td>
<td>5</td>
<td>89 (0.9-1.0)</td>
</tr>
<tr>
<td></td>
<td>90 : 0 : 10</td>
<td>5</td>
<td>59 (0.9-1.0)</td>
</tr>
<tr>
<td></td>
<td>90 : 0 : 10</td>
<td>5</td>
<td>78 (0.7-0.8)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>84 ± 20</td>
</tr>
</tbody>
</table>

| Aluminum  (3-4.5 μm) diluted with alumina | 0 : 50 : 50 | 5 | - | - | 202 (4.2-11) | 520 (11-41) | 257 (56-85) |
| | 10 : 0 : 90 | 5 | - | 360 (0.4-2.3) | 229 (5.4-18) | 483 (18-51) | 211 (75-91) |
| | 50 : 0 : 50 | 5 | - | 631 (0.2-1.8) | 268 (4.7-14) | 622 (14-58) | 187 (80-91) |
| | 90 : 0 : 10 | 5 | - | 515 (0.3-2.2) | 236 (5.0-19) | 601 (19-57) | 188 (85-92) |
| Average | | | 562 ± 72 | 259 ± 21 | 592 ± 34 | 202 ± 21 |

| Aluminum  (3-4.5 μm) diluted with alumina | 50 : 0 : 50 | 2 | - | 460 (0.3-2.8) | 284 (5.2-15) | 551 (15-77) | 189 (90-99) |
| | 50 : 0 : 50 | 5 | - | 631 (0.2-1.8) | 268 (4.7-14) | 622 (14-58) | 187 (80-91) |
| | 50 : 0 : 50 | 10 | - | 577 (0.2-1.3) | 243 (5.3-16) | 617 (16-75) | 199 (85-96) |
| | 50 : 0 : 50 | 20 | - | 579 (0.2-1.0) | 240 (4.4-14) | 577 (14-58) | 233 (78-91) |
| Average | | | 545 ± 38 | 245 ± 23 | 636 ± 77 | 208 ± 2 |

* Lower accuracy measurements because of the effect of particle coalescence upon melting
4.5. Discussion

The oxidation of aluminum powder in CO\textsubscript{2} containing environments is generally similar to that observed in oxygen. The main distinctive feature observed in CO\textsubscript{2} is the extended Stage III oxidation resulting in a greater degree of reaction at about 1000 °C. This indicates stabilization of the transition alumina phases (\(\gamma\) and \(\theta\)-Al\textsubscript{2}O\textsubscript{3}) in the presence of CO\textsubscript{2}. On the other hand, the beginning of the Stage III oxidation is slower when CO\textsubscript{2} is the only oxidizer in the system. This could be due to the lower effective oxygen concentration, since both, O and CO are species diffusing through the growing oxide layer. In the presence of both O\textsubscript{2} and CO\textsubscript{2} as oxidizers, the Stage III oxidation begins as fast as in O\textsubscript{2} but, like in CO\textsubscript{2} it is extended to higher temperatures than in O\textsubscript{2}. The comparison of activation energies determined in this work for Stages I, II, III, and IV with those reported in ref. [11] for oxidation of aluminum powder in oxygen is presented in Table 4.2.

Table 4.2. Comparison of oxidation stages and reaction kinetics for aluminum powder oxidation in O\textsubscript{2} and CO\textsubscript{2}

<table>
<thead>
<tr>
<th>Environment</th>
<th>Activation energy, (E_a) [kJ/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>Ar/O\textsubscript{2} [11]</td>
<td>120</td>
</tr>
<tr>
<td>Ar/CO\textsubscript{2}</td>
<td>84</td>
</tr>
</tbody>
</table>

Considering a relatively large error typically expected from the activation energy values obtained from TG or similar experiments, the results are consistent between each other. The relatively large differences in the activation energies observed for stages III-b and IV can be attributed to real differences in the oxidation rates in different environments.

4.6. Conclusions

Oxidation of aluminum powders in CO\textsubscript{2} occurs in several stages, qualitatively similar to that in oxygen. Aluminum oxidation rates are effectively the same for O\textsubscript{2} and CO\textsubscript{2} oxidizers for the low-temperature oxidation processes controlled by the growth of the initial amorphous oxide, its transformation to \(\gamma\)-Al\textsubscript{2}O\textsubscript{3} polymorph, and initial growth of \(\gamma\)-Al\textsubscript{2}O\textsubscript{3}. At higher temperatures, the growth of transition alumina in oxygen occurs faster than it does in CO\textsubscript{2}. However, the thermal area of stability of the transition alumina polymorphs, primarily for \(\theta\)-Al\textsubscript{2}O\textsubscript{3} is extended to higher temperatures in presence of CO\textsubscript{2}. Therefore, in presence of CO\textsubscript{2}, the denser \(\alpha\)-Al\textsubscript{2}O\textsubscript{3} polymorph that has a higher diffusion resistance forms later, allowing for a higher degree of oxidation to be achieved at lower temperature as compared to the environments containing oxygen as the only oxidizer. In mixed, CO\textsubscript{2}/O\textsubscript{2} oxidizers, the initial growth of \(\gamma\)-Al\textsubscript{2}O\textsubscript{3} is observed to proceed as fast as with oxygen only, while the region of stability of transition alumina polymorphs remains extended to higher temperatures. Activation energies for individual aluminum powder oxidation steps observed in CO\textsubscript{2} are determined from processing
the measured TG traces and compared to the activation energies reported earlier for aluminum oxidation in oxygen.

4.7. References

5. Oxidation of aluminum particles in mixed \( \text{CO}_2/\text{H}_2\text{O} \) atmospheres

5.1. Introduction

Advances in computational capabilities enable increasingly more detailed modeling of combustion dynamics in various energetic systems. Respective fluid dynamics and heat transfer processes are being described more and more accurately using both novel modeling approaches [1-3] and detailed numerical schemes [4, 5].

However, contemporary combustion models still rely on very simplified and often inaccurate submodels to describe the dynamics of ignition and combustion of metals present in energetic formulations. For aluminum, the most common metallic additive in both propellants and explosives, ignition is commonly described by a somewhat arbitrarily chosen fixed ignition temperature as reviewed in ref. [6] and combustion is modeled to fit the “d-power law” inferred from a modified hydrocarbon droplet combustion model [7]. Many experimental studies, e.g., [8-10] have shown such simplified descriptions for both ignition and combustion of aluminum to be inadequate. In particular, recent research on aluminum particle ignition has shown that it is controlled by diffusion processes of oxygen and aluminum through the surface oxide, and that this diffusion is critically affected by polymorphic phase changes occurring in alumina upon heating [11,12]. A quantitative oxidation model was developed [12] describing ignition of aluminum particles in \( \text{O}_2/\text{N}_2 \) environments reasonably well [13]. It is interesting that aluminum melting, often hypothesized to result in “cracking” of the oxide film due to the difference in the thermal expansion coefficients for aluminum and its oxide [14], plays effectively no role in the model proposed in ref. [12], which was based on thermo-analytical experiments performed in \( \text{O}_2/\text{Ar} \) environments. In such experiments, aluminum melting was clearly registered, but it did not correlate in any way with the observed oxidation processes.

Further development of this reaction model is desired to describe aluminum oxidation and ignition kinetics in practical environments. This is the main objective of the present study. Most energetic formulations include hydrocarbon energetic compounds, which react or gasify faster than aluminum, so that the igniting aluminum particles are surrounded by the respective reaction products, including \( \text{H}_2\text{O} \) and \( \text{CO}_2 \). Recent research expanding on the thermo-analytical studies [11,12] addressed oxidation kinetics for aluminum powders in \( \text{H}_2\text{O} \) [15] and \( \text{CO}_2 \) [16] serving as oxidizers instead of, or in addition to oxygen. In all oxidizers, aluminum oxidation can be described as a sequence of relatively well-defined stages. The presence of \( \text{H}_2\text{O} \) causes an additional oxidation step to occur, which is clearly associated with aluminum melting, unlike in cases when the oxidizers are either \( \text{O}_2 \) or \( \text{CO}_2 \) or respective mixtures. In \( \text{H}_2\text{O}/\text{O}_2 \) environments, the magnitude of the oxidation step occurring upon Al melting correlates with the concentration of \( \text{H}_2\text{O} \), but is effectively independent on the concentration of \( \text{O}_2 \) [15]. The mechanism of this oxidation step is poorly understood and warrants further investigation. This paper continues the experimental study begun in refs. [11,12,15,16], and addresses oxidation reactions and their kinetics for aluminum powders in mixed \( \text{O}_2/\text{CO}_2/\text{H}_2\text{O} \) oxidizers.

5.2. Experimental

Experiments were organized similar to the previous experiments performed in \( \text{H}_2\text{O}, \text{CO}_2, \) and mixed \( \text{H}_2\text{O}/\text{O}_2 \) and \( \text{CO}_2/\text{O}_2 \) oxidizers [15,16]. Spherical aluminum powder (Alfa Aesar, 3-4.5 \( \mu \text{m} \) nominal size, 97.5 %) was heated in a Netzsch STA409PG thermal analyzer using a thermogravimetric (TG) sample carrier with a 17 mm diameter flat corundum plate to hold the
sample. To study the effect of particle size, spherical aluminum with nominal sizes of 4.5-7 µm (Alfa Aesar, 97.5 %), and 10-14 µm (Alfa Aesar, 98 %) were used in a subset of the experiments.

The furnace of the STA409PG is connected to a pressurized boiler, which is held at 180 °C. The connecting lines are also all heated above 150 °C to prevent condensation. The gas flow pattern of the STA409PG was modified from its default configuration to increase homogeneity of the purge gas. The oxidizers steam, carbon dioxide, and oxygen, were fed into the furnace from the same port, allowing them to mix before they entered the sample location while in the original setup, different gases are fed into the furnace at opposite ends, leading to potential mixing problems. Argon is introduced into the furnace in two locations. The first, and invariant, gas flow of 20 mL/min, serving to protect the thermobalance from condensation, enters the furnace from below. Due to the furnace geometry, it has a negligible contribution to the atmosphere that the sample is exposed to. The second argon flow was used as a carrier gas for steam, entering the furnace from above; its flow rate could be widely varied. The steam flow rate could also be varied over a wide range. In experiments where carbon dioxide or oxygen was required, part of the argon carrier gas flow was replaced with the respective oxidizing gas. In all experiments, argon, carbon dioxide, water, and oxygen were present in varying proportions. The total gas flow was in the range of 100-200 mL/min. Figure 5.1 shows an overview of the gas compositions used in this study.

![Figure 5.1](image.png)

Fig. 5.1. Open circles are the compositions in vol-% of the atmospheres used in this work. Smaller filled symbols along the bottom edge are projections of the actual compositions onto the H$_2$O-CO$_2$ binary system.
To mitigate substantial loss in the surface area of aluminum upon melting and associated particle coalescence, the samples were prepared as mixtures of aluminum with 150-nm α-alumina powder (Inframat Advanced Materials, 99.8%). The powders were mixed using an ultrasonic bath and the final samples contained approximately 25 wt-% free Al. The furnace with TG sample holder was calibrated using a set of certified pure metals, the melting points of which were recovered from the recorded sample temperature as a function of time.

Heating rates were varied from 2 to 20 K/min.

5.3. Results

Qualitative differences of aluminum oxidation observed in H₂O, CO₂, and mixed H₂O/CO₂ environments are illustrated in Fig. 5.2. To make comparison easier, the bold lines show measurements at 5 K/min for each environment, while other heating rates are shown as thin lines. The oxidation in all environments shown in Fig 5.1 proceeds nearly identically until about 900 K. The stepwise weight increase between about 750 K and 900 K has been previously observed in dry oxygen, and was attributed to the transition of the surface oxide from its amorphous form to the more stable γ polymorph [11,12]. Following this step, the oxidation rate decreases in CO₂ [16], as it does in O₂ [11], and gradually increases over the temperature range 1000 – 1250 K. At this point the surface oxide transforms to the α polymorph, which reduces the reaction rate once more. In CO₂, like in O₂, aluminum powder does not oxidize completely until temperatures above ~1700 K are reached. In contrast to this behavior, an additional stepwise weight increase is observed in steam near the melting point of aluminum at 933 K. The size of this step was previously found to correlate with the water concentration in H₂O-O₂-Ar mixed atmospheres [15]. This step was attributed to higher diffusion rates through the oxide layer modified by the presence of water as it is stressed by the volume change of aluminum melting.

Further, oxidation in steam is complete at temperatures as low as 1250 K. These qualitative changes in oxidation behavior were attributed to changed properties of the γ-alumina surface layer in the presence of water [15].
Fig. 5.2. Oxidation of aluminum with 3-4.5 µm nominal size in various oxidizing atmospheres. Measurements are grouped by oxidizer composition, and varying heating rates are shown within each group. Although the measurements are offset for clarity, the vertical scaling is the same.

In H$_2$O/CO$_2$ gas mixtures, oxidation is qualitatively similar to oxidation in steam: a stepwise weight change is observed at the aluminum melting point, and oxidation is complete at comparatively low temperatures. However, the weight change associated with aluminum melting is much larger than observed in steam in the absence of CO$_2$, while the oxidation rate following this step is slightly lower than in either CO$_2$ or H$_2$O alone. The size of this step increases with increasing concentration of CO$_2$, although it is not observed at all when H$_2$O is completely absent.

Figure 5.3 shows measurements at 5 K/min for aluminum powders with different particle sizes.
Fig. 5.3. Oxidation of aluminum with varying particle sizes in various oxidizing atmospheres. Measurements are grouped by oxidizer composition, and nominal particle sizes are shown within each group. Although the measurements are offset for clarity, the vertical scaling is the same.

5.4. Reaction kinetics

Measurements at varying heating rates are shown as thin lines in Fig. 5.2. In order to quantitatively relate the new measurements to previous investigations of oxidation of aluminum powder, oxidation kinetics were determined according to a formalism [12] first introduced for aluminum oxidation in oxygen. Particles are assumed to be spherical and oxidation is assumed to occur as a series of individual diffusion processes through the growing surface oxide layer. In this model, at any given time the rate of oxidation is limited by a single, thermally activated mass transfer process, such as diffusion of one species. The recorded TGA traces are processed according to the following equation:

\[
\frac{E}{RT} = \ln C_A^* - \ln \left( \frac{dm}{dt} \right) - \ln \left( \frac{1}{r_{Al}} - \frac{1}{r_{ox}} \right)
\]

where \( T \) is temperature, \( t \) is time, \( C_A^* \) is the combined oxidation constant depending on the reaction stoichiometry, the initial sample mass, and the type of the diffusing species; \( r_{Al} \) and \( r_{ox} \) are the radii of the aluminum core and oxide shell, respectively; \( E \) is the activation energy, and \( R \) is the universal gas constant. For details of the derivation, please see Ref. [12].

The right side of Eq. (5.1) depends only on the experimental sample mass, and is readily plotted vs. inverse temperature to identify regions that can be described by a positive slope. This is shown in Fig. 5.4. For each such region, the assumptions used to derive Eq. (5.1) are considered valid so that the slopes represent the activation energies of the specific reaction processes governing oxidation at the respective values of the reaction progress. Fig. 5.4 also shows that despite numerical smoothing, the continuously calculated “instantaneous activation energy” is very noisy, although relatively constant regions can be identified at low and high
temperatures, respectively. To aid classifying the results, all experiments that were performed were therefore processed identically. Intervals in 1/T were identified where the slope of the plot of the RHS of Eq. (5.1) vs. 1/T was continuously positive. The assumptions for Eq. (5.1) were considered valid in these intervals; therefore respective values of 1/T above the 10th percentile were averaged, and the standard deviation was calculated. Three such intervals were identified for each measured TG trace. They were assigned to the growth of amorphous alumina, reaction associated with aluminum melting, and growth of γ-alumina, occurring respectively at decreasing values of 1/T or increasing temperatures, similar to earlier observations [15, 16]. These intervals in 1/T correspond to specific intervals in temperature, and in the degree of oxidation, α. Therefore, the end points in T and in α of these intervals were also recorded. Figure 5.5 shows these intervals for experiments performed at different heating rates and in different environments. Fig. 5.6 shows activation energies corresponding to the growth of amorphous and γ-alumina corresponding to the first and third of these intervals.
Fig. 5.4. Kinetic processing of a measurement at 5 K/min with an intermediate CO$_2$ concentration. The first panel shows the measurement and its derivative, while the bottom panel shows the RHS of Eq. (5.1) plotted vs. inverse temperature. Also shown is the derivative, indicating the “instantaneous activation energy”.

3-4.5 µm nominal size
CO$_2$/(CO$_2$+H$_2$O): 48 %
5 K/min
Fig. 5.5. Intervals where the RHS of Eq. (5.1) shows a consistently positive slope vs. $1/T$. Shown are all measurements from Fig. 5.2 where multiple heating rates were available. Different oxidizer compositions are offset for clarity, although the heating rates for each group is the same.
It is observed that in the first and final oxidation phases (growth of amorphous alumina corresponding to the reaction progress below 5% and growth of $\gamma$-alumina occurring at reaction progress above 50%, respectively), the results for different heating rates largely overlap. For large reaction progress values, the resulting activation energy is consistently between 50 and 100 kJ/mol for different runs, suggesting that for that stage the oxidation rate is controlled by a single process. For the initial stages of reaction, the resulting activation energy increases slightly from about 300 to about 450 kJ/mol as the heating rate increases from 2 to 20 K/min. This is likely an indication that the reaction rate during this step is limited by more than a single process.

The stage associated with Al melting includes a sharp initial peak, caused by the Al melting itself, and, and a lower shoulder at higher reaction progress values, which is again consistent between heating rates. Calculating activation energies in this range is not meaningful,
but it can be noted that both, the temperature interval and the range of the degree of oxidation increase with increasing CO$_2$ concentration as well as with increasing heating rate.

5.5. Discussion

Despite the fact that the oxidation step at the Al melting point has been observed before when water was the only oxidizer, the behavior in combined CO$_2$/H$_2$O oxidizers is quantitatively different. As Fig. 5.2 illustrates, the oxidation step at moderate H$_2$O concentrations is much more pronounced in the presence of CO$_2$, than at higher H$_2$O concentrations in the absence of CO$_2$. In a previous study on mixed H$_2$O/O$_2$ oxidizers, it was found that the size of this oxidation step only correlates with the concentration of H$_2$O, and is independent of the concentration of O$_2$ [15]. It has therefore been hypothesized that water may play a structural role in the growing surface layer of $\gamma$-alumina, and that this changes the transport properties of the surface oxide. A possible mechanism for this is that H$_2$O could thermodynamically stabilize the surface of the continuously forming alumina, so that its most stable form is not the bulk material but nm-sized crystallites [17]. A surface layer consisting of such crystallites may not pose any mechanical resistance to breaking up under the stress imposed by the melting aluminum core.

CO$_2$, on the other hand, in the absence of water does not cause increased oxidation rates when aluminum melts, suggesting that CO$_2$ may not influence the permeability of the surface oxide [16]. However, it was also found that the transformation rates between transition aluminas was influenced by the presence of CO$_2$, likely via surface adsorption [16,18] suggesting that CO$_2$ could affect the stability of the surface oxide. Therefore, the following scenario becomes possible. Water may stabilize small alumina crystallites, which when the surface oxide is stressed, aids the penetration by all oxidizers, including CO$_2$. Stabilization of nano-sized alumina crystallites by adsorbed CO$_2$ or its decomposition products (CO and C) effectively delays their eventual sintering and shifts the healing of the oxide layer to temperatures higher than in the absence of CO$_2$.

Another possibility is that the hydrogen that is generated by the reaction of aluminum and water proceeds to react with fresh CO$_2$ to form CO and water. This may substantially increase the effective local H$_2$O concentrations, especially in the porous samples used in this TGA study. The locally increased availability of H$_2$O could amplify the effect of water on the growing $\gamma$-alumina layer. Note that local production of water directly on the surface of alumina in this scenario may be more effective in modifying the alumina structure than increase in the water concentration in the oxidizing gas.

The ranges for activation energies observed for the oxidation of aluminum powder in mixed CO$_2$/H$_2$O atmospheres are broadly consistent with previous observations. In O$_2$, as in CO$_2$, the first oxidation step, attributed to the initial formation of $\gamma$-alumina, was associated with activation energies of 458 kJ/mol, and 562 kJ/mol, respectively [12,16]. In Fig. 5.6, the first observed oxidation phase below 5 % reaction progress falls approximately in that range.

The following growth phase of the $\gamma$ polymorph was associated with activation energies in the 200-250 kJ/mol range in O$_2$ and CO$_2$ [12,16]. From Fig. 5.4 it is evident that the oxidation stage that includes the step on Al melting involves at least two separate processes. The melting of Al itself is an equilibrium process, and therefore has an infinite activation energy, visible as the initial peak with an unphysical maximum. The ensuing oxidation is thermally activated, and the corresponding activation energy can be determined from the shoulder towards
higher reaction progress values. Observed activation energies are in the 200-300 kJ/mol range, consistent with $\gamma$ oxide growth in $O_2$ and $CO_2$.

The only unexplained feature in $CO_2/H_2O$ mixed oxidizers is the final oxidation phase identified in Fig. 5.5 above 50-60 % reaction progress. Activation energies are near 100 kJ/mol throughout, contrary to what was observed previously for the growth of either $\gamma$ alumina or of other transition polymorphs [12, 16].

5.6. Conclusions

The oxidation of spherical aluminum powder was investigated by thermogravimetry in mixed $CO_2/H_2O$ atmospheres. The oxidation process is qualitatively similar to previous observations where $H_2O$ was the only oxidizer. An initial stepwise weight increase of less than 5 % is followed by a more pronounced step at the Al melting point. The size of this step is larger than what was observed for pure $H_2O$, it depends on the oxidizer composition with the observed maximum at high $CO_2$ and low $H_2O$ concentrations. Oxidation is complete at temperatures as low as 1250 K.

Activation energies were evaluated for all oxidation steps using an explicit kinetic model describing the diffusion of oxidizing species through a growing surface oxide layer. Values for activation energies determined in this study are broadly consistent with values previously reported for oxidation in the respective component oxidizers $O_2$, $CO_2$, and $H_2O$.

Future work will incorporate the observations presented here in a quantitative oxidation model that will be used to describe oxidation and ignition of aluminum particles in oxidizers of arbitrary compositions and over a range of heating rates of interest for combustion applications.

5.7. References

6. Heating and Ignition of Metallic Particles by a CO₂ Laser

6.1. Introduction

Reactive metals and metalloids, e.g., Al, B, Mg, Zr, Ti, Li, etc., as well as their alloys are promising ingredients for high energy density compositions used in propulsion systems, explosives, and pyrotechnics. Metallic powder fuel additives enable one to achieve higher combustion enthalpies and reaction temperatures. In most practical systems, metal ignition and combustion occur in environments with rapidly changing temperatures and gas compositions. On the other hand, most of the available quantitative characteristics describing ignition and combustion of metal particles were obtained from laboratory experiments in which the environment temperature and composition were carefully controlled. Thus, ignition of metallic particles has been often characterized by a predetermined ignition temperature [1, 2]. Ignition is also commonly assumed to occur after an ignition delay, which is estimated as the time required to preheat the particle up to the ignition temperature. The ignition temperature is classically understood in terms of the Semenov’s thermal theory as the minimum environment temperature which leads to self-sustaining combustion of an inserted particle [3, 4]. This definition has been successfully used for applications where the heating rates are characteristically low, e.g., dealing with fire safety and ignition of solid fuels in large furnaces [5, 6]. However, it becomes inadequate for applications in which the particles are heated rapidly, and the particle’s temperature can exceed the classically defined ignition temperature before the self-sustaining combustion is established. Furthermore, the whole concept of ignition temperature appears inadequate considering the nature of heterogeneous oxidation leading to ignition of most metals. For example, for aluminum, the thermally accelerated heterogeneous oxidation producing the heat necessary for a self-sustaining combustion also accelerates the growth of a protective oxide layer, which could prevent the combustion from occurring. This situation is typical for metal particle ignition in explosives, propellants and pyrotechnics. Thus, to describe ignition for such application, it is necessary to analyze specific transient heat transfer problems in which one or more of the exothermic processes leading to the particle ignition are considered. Such analyses require quantitative descriptions of these, typically thermally controlled, exothermic processes.
balanced by the conventional heat transfer terms of convection and radiation. The kinetics of exothermic reactions in related energetic materials is commonly characterized by thermal analysis, where the heating rates are very low, on the order of 1 – 50 K/min. The extrapolation of the identified kinetics to the high heating rates is difficult and requires direct experimental verification. This difficulty led to development of new experimental approaches to directly characterize ignition kinetics for the heating rates in the range of $10^3 – 10^4$ K/s \[7, 8\]. However, the practically interesting heating rates of $10^6$ K/s range have not been achieved. Also, there is a critical difficulty in the interpretation of all the experimental data dealing with ignition of metal powders, which is caused by the presence of particles of different sizes. The heating rates are different for particles of different sizes, and so must be the rates of the thermally controlled processes leading to ignition. Therefore, interpretation of the experimental data obtained with regular, polydispersed metal powders is difficult while experiments with highly monodispersed particles are impractical.

This study presents a new experimental technique and the corresponding heat transfer model that enables one to quantify ignition kinetics for reactive particles heated at varied heating rates approaching to or exceeding $10^6$ K/s. Therefore, the identified ignition kinetics must be directly useful in modeling ignition of such particles in practical applications involving rapid heating. The proposed experimental technique uses CO\(_2\) laser heating of aerosolized powders, which is particle size sensitive. As a result, only particles in a narrow range of sizes are effectively heated and ignited. This allows interpreting the results using a detailed heat transfer model for the specific, effectively heated particle size, even though a commonly available polydispersed powder is used in experiments. The laser is fired at a minimum possible power at which ignition starts to be observed, so that only the most effectively heated particles are ignited. The technique allows achieving different particle heating rates by varying the speed of particles fed into the laser beam. The paper describes the developed experimental technique, the heat transfer model, and experiments aimed to calibrate the model using a metal powder with well-established ignition kinetics.

### 6.2. Technical Approach

The technical approach is based on feeding individual micron-sized metal particles into a focused CO\(_2\) laser beam. Because the CO\(_2\) laser wavelength (10.6 µm) is comparable to the particle diameter, the laser heating is particle size dependent and is most effective for the particles of about 3.4 µm in diameter (as discussed in detail below). The experiment is conducted in an oxidizing environment, so that if the laser power exceeds a specific threshold, the heated particles of 3.4 µm diameter start igniting when they cross the laser beam. A detailed heat transfer model is developed, taking into account heating of metal particles in the laser beam, thermally controlled heterogeneous exothermic reactions leading to ignition, convection, and radiation terms. The model needs to consider only the specified above particle diameter, while experiments are conducted with a commercial polydispersed Al powder. The model includes one adjustable parameter that is effective diameter of the focused laser beam. Specifically, it is the standard deviation for the Gaussian function describing the energy distribution across the laser beam. An experimentally determined laser power ignition threshold obtained for spherical Al particles, for which the kinetics of exothermic reactions leading to ignition has been recently described \[9 – 12\] is used to determine the adjustable parameter and thus to calibrate the model.
The calibrated model is validated by experiments conducted with the same particles but at different heating rates. The validated model can be used to determine ignition kinetics of different materials igniting in various environments.

6.3. Experimental

The powder used in these experiments was spherical, 99% pure aluminum with nominal average particle size of 4.5 – 7 µm by Alfa Aesar. The experimental setup is shown in Fig. 6.1 and includes a generator of an aerosol jet, a 125 W CO₂ laser (Synrad, Evolution 125) with a ZnSe convex lens (0.75” aperture and 4” focal length), and a modulated green laser (SUWTECH model DPGL-3000 by Photop Technologies, Inc) operated with a set of a semi-cylindrical and convex glass lenses to produce a laser sheet for the jet visualization. Also, not shown in the Fig. 6.1 but employed in the experiments were a digital camera (Panasonic GS-35), used to obtain particle streaks, and a photomultiplier tube (PMT) used to identify events of particle ignition. In addition, a power meter (Synrad, POWER WIZARD 250), was used to measure the laser beam energy and verify the accuracy of the pre-set laser power.

Fig. 6.1. Schematic diagram of the experimental setup.

The aerosol jet generator uses electrostatic aerosolization described elsewhere [13]. In this technique, a conductive (e.g., metal) powder is placed between the electrodes of a parallel plate capacitor. A high DC voltage in a range of 1-15 kV is applied and conductive particles acquire electric charge. They are repelled from the bottom electrode and attracted to the top electrode, at which they re-charge upon collision. The motion of the charging and re-charging particles continues so that an aerosol is produced in the space between the capacitor’s electrodes. The applied voltage can be used to control the particle number density in the produced aerosol. In the device used in this project, a small opening (nozzle) was made in the center of the top electrode to allow formation of a thin aerosol jet escaping from the capacitor. The number density of the produced aerosol was maintained small so that the number of particles fed into aerosol jet was of the order of 1000 per second. The space between the capacitor’s electrodes was enclosed in a chamber. A controlled air flow, measured by a gas flow meter (M-200SCCM-D by Alicat Scientific Inc.), was fed into the chamber to adjust the speed of the escaping laminar
aerosol jet. The speed could be readily controlled in the range of 0.1 - 3 m/s. An additional, slow (~ 0.1 m/s) shroud air flow (not shown in 6.1) was also produced around the aerosol jet which was found to enhance the jet’s stability [13].

The aerosol jet was illuminated by a vertical green laser sheet. To enable particle image velocimetry, the laser sheet was modulated at 600, 1500 and 2000 Hz, depending on the jet speed. Produced particle streaks were recorded using the digital camera and the streak lengths were measured to determine the jet velocity.

The CO₂ laser was focused about 1.5 cm above the jet nozzle using an auxiliary red laser aligned with the CO₂ laser beam and the ZnSe lens. Once a stable aerosol jet was established, the CO₂ laser was fired continuously for 8 seconds, at a preset power level. The visible radiation, generated by heating and/or ignition of particles, was monitored using a photomultiplier connected to a PC-based data acquisition system. The streaks of heated particles were also visualized by a digital camera operated with a shutter open for the entire duration of the laser firing. The experiment was repeated with gradually increased laser powers until ignition was clearly observed. The peaks recorded by the PMT were analyzed to determine the minimum laser power needed for ignition for each specific aerosol jet velocity.

The images recorded by the digital camera showed short and bright streaks of particles crossing the laser beam. However, discrimination between the streaks produced by luminous particles that did not ignite and those that ignited and burned was ambiguous. Thus, using the PMT with a temporal resolution of 20 μs was necessary for clear identification of the ignition events. Typical examples of PMT peaks produced by different particles crossing the laser beam are shown in Fig. 6.2. Figure 6.2 (a) shows a peak produced by a particle that ignited and burned. A sharp voltage rise is followed by small changes in the radiation signal occurring during the particle combustion. On the other hand, the peak shown in Fig. 6.2b shows the heating and cooling of the particle that never ignited, and the voltage rise is immediately followed by the voltage decrease as the particle exits from the beam. The minimum ignition threshold was determined if at least one ignition event was detected during an 8-s period the laser was fired. An 8-s experiment was performed at least three times for each laser power setting.

The experiment was performed for three different particle velocities, so that the igniting particles were heated at three different rates. Both the jet velocity and the laser power measurements were repeated immediately before and after each ignition experiment.

In a separate measurement, the effective diameter of the focused laser beam was evaluated. Because the laser energy is distributed across the beam according to a Gaussian profile [14], the laser beam diameter is poorly defined. However, experimentally this diameter was roughly assessed by firing the laser on a ceramic surface and measuring the diameter of the produced impression.

Figure 6.3 shows magnified images of the impressions obtained at 12.5 W, 25 W and 62.5 W laser powers with exposure time of 90 ms, 15 ms and 3 ms respectively. Minimum exposure times required to obtain an impression were used for each laser power setting. The sizes of the external and internal circles observed on the obtained impressions did not change as a function of the laser power and could indicate the diameters of the zone of thermal influence and of the laser beam, respectively. The diameter of the inner circle was measured to be close to 330 μm. This size was considered as an initial approximation for the beam diameter. As described below, the width of the Gaussian distribution of the laser beam energy profile was used as an adjustable parameter in the developed heat transfer model. The measurement using the
laser beam impressions served as a guide for the reasonable range, in which the adjustable parameter could vary.

Fig. 6.2. PMT signal from micron size Al particles crossing the CO2 laser beam. The aerosol jet velocity is 2.4 m/s and the laser power is 37.7 W: (a) Signal corresponding to ignition and combustion of a particle; (b) Signal corresponding to heating and cooling of an unignited particle.

Fig. 6.3. CO2 laser beam impressions on a ceramic plate obtained at different laser power levels. The impressions are painted over with a dark marker to improve contrast. The laser powers and exposure times are shown for each impression.

6.4. Heat Transfer Model

The model calculates the temperature history of a single particle heated by a focused CO2 laser beam. The experimental aerosol jet is assumed to be sufficiently thin to neglect the interaction between the particles. The velocimetry data suggests the particle in the jet separated by few millimeters which is 1000 times the particle diameter. The particles are heated while crossing the laser beam, so that the characteristic particle heating times, determined by the
particle speed and the beam diameter are in the range of 0.1 – 3 ms. These times are much longer than the characteristic time of temperature equilibration within the particle, \( \tau \approx D^2/\alpha \sim 0.1 \mu s \), where \( D \) is the particle diameter and \( \alpha \) is the metal’s thermal diffusivity. Thus, the temperature gradients within metal particles are neglected. The model considers only the particles of a selected diameter that are heated by the CO\(_2\) laser most effectively. This diameter is determined below while analyzing the interaction of the laser irradiation with the metal particle.

The particle’s temperature history is calculated using the heat balance:

\[
MC \frac{dT_p}{dt} = \dot{Q}_{\text{Laser}} + \dot{Q}_{\text{Chemical}} - \dot{Q}_{\text{Radiation}} - \dot{Q}_{\text{Convection}}
\]  

(6.1)

where \( M \) is the particle mass, \( C \) is its specific heat, and \( T_p \) is its temperature; \( \dot{Q}_{\text{Laser}} \) is the heat transfer rate to the particle from the laser beam, \( \dot{Q}_{\text{Chemical}} \) is the chemical heat generation rate, which is the term describing an exothermic process responsible for ignition, and \( \dot{Q}_{\text{Radiation}} \) and \( \dot{Q}_{\text{Convection}} \) are the radiation and convection heat transfer rates, respectively. The overall goal of the proposed experimental methodology and this model is to determine the term \( \dot{Q}_{\text{Chemical}} \) as a function of temperature, and thus obtain the quantitative description of the ignition kinetics. Therefore, all the other heat transfer terms must be readily calculated. The radiation term is readily determined from the Stefan-Boltzmann law:

\[
\dot{Q}_{\text{Radiation}} = \varepsilon \sigma_{SB} \pi D^2 \left( T_p^4 - T_g^4 \right)
\]  

(6.2)

where \( \varepsilon \) is emissivity, \( \sigma_{SB} \) is Stefan-Boltzmann constant, \( T_p \) and \( T_g \) are the particle and ambient air temperatures, respectively, and \( D \) is the particle diameter. The radiation heat loss does not play any significant role in determining particle temperature as it is always less than 1 % of the laser power absorbed by the particle.

The calculation of terms \( \dot{Q}_{\text{Convection}} \) and \( \dot{Q}_{\text{Laser}} \) is less straightforward. The convection term was calculated considering that for micron-sized particles, the mean free path of the gas molecules is comparable to the particle diameter. As a result, a transition regime heat transfer model based on Fuchs’ model [15 – 18] was used. The laser absorption efficiency of the particle was estimated by taking into account the absorption and scattering of the laser beam, due to comparable particle size and laser wavelength [19-21]. A theoretical analysis describing the laser heating of micron-sized metal particles was reported in the literature [19]. However, the effects of particle melting and the specific distribution of the laser power across the beam have not been considered. The analysis presented in Refs. [19-21] was reproduced and expanded in this paper. The width of the laser beam was difficult to determine and it was treated as an adjustable parameter. In order to find this parameter, in these experiments aluminum particles igniting in air were used, for which the ignition kinetics relations were reported recently [9 – 12]. Therefore, the term \( \dot{Q}_{\text{Chemical}} \) was known so that the comparison of the predicted by this model and experimental results was used to fully define the laser heat input to the particle. The developed model and the fully quantified term \( \dot{Q}_{\text{Laser}} \) can be used to determine unknown \( \dot{Q}_{\text{Chemical}} \) terms for different powders ignited in different environments.

\textit{Convection Term}
For a 3.4 µm diameter particle in an atmospheric pressure air at room temperature, the value of Knudsen number (Kn) is close to 0.03. The conventional, continuum convection model is only valid for Kn<0.01, and at greater values of Kn, a transition model needs to be considered. The correction for the dimensionless heat transfer coefficient or Nusselt number (Nu) is shown in Fig. 6.4 for a specific combination of the particle and gas temperatures as relevant to this work. It is clear that the correction is significant compared to Nu≈2 for continuum heat transfer.

Recently, detailed Monte-Carlo simulations [15, 16] validated a simplified heat transfer model proposed by Fuchs [17, 18] for transition heat transfer regime. In the Fuchs’ model, a particle is assumed to be surrounded by a hypothetical Langmuire’s layer with thickness δ. The thickness of this layer is very close to the molecular mean free path in the ambient gas, λ_MFP, calculated in Ref. [15] as:

\[ \delta \approx \lambda_{\text{MFP}} = \frac{4}{5} \frac{k_g(T_g)T_g}{P_g} \sqrt{\frac{m_g}{2K_B T_g}} \]  

(6.3)

where \( k_g \) is the gas thermal conductivity, \( P_g \) is the gas pressure, \( m_g \) is the mass of the gas molecule, and \( K_B \) is the Boltzmann constant. Heat transfer within the Langmuire’s layer is calculated using a free-molecular expression:

\[ \dot{q} = \dot{q}_{\text{Free molecular}} = A\pi D^2 P_g \frac{k_B(T_\delta)\gamma^{*+1}}{8\pi m_g\gamma^{*-1}} \left( \frac{T_g}{T_\delta} \right)^{i+1} \]  

(6.4)

where \( A \) is the accommodation coefficient, \( T_\delta \) is the temperature at the boundary of the Langmuire’s layer, and \( \gamma \) is the adiabatic index of the gas. The superscript ‘*’ indicates that the value of \( \gamma \) is averaged over the temperature range of \((T_p - T_\delta)\), as described in Ref. [15].

Outside the Langmuire’s layer, the heat transfer is calculated using a continuum regime heat transfer expression:

\[ \dot{q} = \dot{q}_{\text{Continuum}} = \frac{4\pi(\delta + D/2)}{i+1} k_g(T_g)T_g \left[ \frac{T_\delta}{T_g} \right]^{i+1} \]  

(6.5)

where \( i \) is the power law dependence coefficient for the gas thermal conductivity (taken as 1/2 for a mono-atomic gas). For a quasi-steady temperature profile, that can be used in this case, equations (6.4) and (6.5) are solved iteratively for the temperature at the boundary of the Langmuire’s layer, \( T_\delta \). Once the boundary temperature is found, the rate of heat transfer from the particle to gas is calculated.

The Fuchs’ model validated in Ref. [15] considered a mono-atomic gas and a definition of mean free path given by Eq. (6.3). A more generic definition for the mean free path, suitable for polyatomic gases is commonly considered, e.g. Ref. [16]:

\[ \lambda'_{\text{MFP}} = \frac{4k_g(T_g)}{[9\gamma(T_g) - 5]P_g} \left[ \gamma(T_g) - 1 \right] \sqrt{\frac{\pi m_g T_g}{2k_B}} \]  

(6.6)

In order to use the Fuchs’ model validated in Ref. [15] to describe heat transfer in a polyatomic gas, Eq. (6.6) should replace Eq (6.3) while being corrected by a factor of ‘3/\sqrt{\pi}’, which is the difference between the two expressions when applied to a mono-atomic gas. Thus, the corrected Eq. (6.6) was used in this model. Properties of dry air [22] including the adiabatic index, \( \gamma \) and thermal conductivity, \( k_g \) were used. An accommodation coefficient of \( A = 0.85 \) for Al particle [23] was used. Figure 6.4 shows Nusselt number as a function of Knudsen number or particle diameter for a selected combination of particle and gas temperatures. The dashed curve was
calculated in Ref. [15] for mono-atomic gas and was reproduced here. The solid line, used in the present ignition model, shows a modified dependency taking into account properties of air as a diatomic gas.

Fig. 6.4. Nusselt number as a function of Knudsen number (or particle diameter) is calculated for transition regime heat transfer using Fuchs’ two layer model [15]. Calculations for mono-atomic gas are reproduced and the model is adapted for dry air.

**Laser Heating Term**

To determine the energy delivered to a particle from the laser beam, consider a particle that crosses a horizontal beam while moving along the vertical axis, $z$. The laser energy delivered to the particle is a function of the particle absorption efficiency, $\eta$, and laser spatial power density $I(z)$, and can be calculated as:

$$\dot{Q}_{\text{Laser}} = \frac{1}{4} \pi D^2 \eta(\lambda, D, f) I(z)$$  \hspace{1cm} (6.7)

where $\eta$ is the particle’s laser absorption efficiency [19, 20] depending on the laser wavelength, $\lambda$, particle diameter, $D$, and material’s complex refractive index, $f$. The laser power density $I(z)$, is commonly described by a Gaussian profile [14] and can be expressed as:

$$I(z) = \frac{W}{2\pi\sigma^2} \exp(-z^2/2\sigma^2)$$  \hspace{1cm} (6.8)

where $W$ is the total beam power and $\sigma$ is the standard deviation for the beam’s Gaussian function centered around $z=0$. The value of $\sigma$ (or $6\sigma$ approximately equal to the beam diameter, $D_{\text{beam}}$) was varied as the model’s adjustable parameter, as further discussed below.

The laser energy absorption efficiency as a function of particle size and temperature has been described in the literature for spherical metal particles [19, 20]. The absorption efficiency was calculated for the temperatures below the particle’s melting point using the Mie’s scattering theory. Drude’s model was used to find the complex refractive index as a function of temperature. The computations presented in Ref. [19] were reproduced here for aluminum particles, as shown in Fig. 6.5. The calculations were also performed for other metals and it was observed that for a specific laser wavelength (10.6 µm for CO$_2$ laser), the absorption efficiency calculated using the Mie’s scattering theory [19, 20], peaks at nearly the same particle size ($D \approx 3.37$ µm) for different metals. Because of this particle size selective heating, only the particles
with the peak absorption efficiency ignite at the threshold laser power in the present experiments. It should be noted that particle of diameter 3.37 µm is theoretically most efficient absorber of CO₂ laser energy and assumed to ignite first but practically there is a very narrow range of particle igniting at the threshold laser power. This range is sensitive to the size of laser power steps used to calculate the threshold. The use of 3.37 µm particle size for modeling the experiment is considered a good assumption.

![Graph of CO₂ laser beam absorption efficiency as a function of aluminum particle size for different temperatures.](image1)

Fig. 6.5. CO₂ laser beam absorption efficiency as a function of aluminum particle size for different temperatures. The results are obtained in this work and reproduce the data reported earlier [19]. The peak efficiency occurs for the metallic particle diameter of 3.37 µm, nearly independently of material.

The model was further modified to account for the effect of melting on the absorption efficiency [21]. On melting, the particle density changes abruptly [22] and the absorption efficiency experiences a jump as shown in Fig. 6.6. The overall absorption efficiency for a particle undergoing melting was calculated as a weighted average of the efficiencies for its solid and liquid parts.

![Graph of CO₂ laser beam absorption efficiency as a function of aluminum particle temperature.](image2)

Fig. 6.6. CO₂ laser beam absorption efficiency as a function of aluminum particle temperature. The jump occurring upon melting is described in Ref. [21].
**Chemical Term**

For Al powder used in the experiments, the ignition model described recently [9 – 12] was used. The model calculates the rate of oxidation that is limited by the rate of transport of oxygen or aluminum through the protective surface oxide layer. As the particle temperature increases, different polymorphs of Al₂O₃ become stable [9, 24] and the model considers the kinetics of respective polymorphic phase transitions. The transformations accompanied by significant increase in density of alumina, such as amorphous to \( \gamma \)-alumina and \( \gamma \)- to \( \alpha \) alumina can also be accompanied by disruptions in continuity of the protective oxide. Thus, the oxidation rates and respective heat release rates are predicted to increase rapidly when such phase changes occur. Further details of the oxidation model for aluminum particles are available in Ref. [12].

### 6.5. Results and Discussion

The model was used to predict the temperature history for a particle crossing a laser beam. The calculations were performed for different particle velocities, corresponding to the experimental aerosol jet velocities. For each calculation, the laser power was allowed to vary to find the threshold power at which ignition was predicted to occur. Figure 6.7 shows calculated Al particle temperature histories at three different particle velocities. The dashed curves show the particle temperatures when the laser power is just under the ignition threshold. The heating up and cooling down parts of the curves correspond to the particle’s entrance to and exit from the laser beam. The solid curves, showing the particle temperature histories at the threshold power, are closely following the dashed curves during the initial heating period. The curves diverge as the particle temperature increases and the role of term \( \dot{Q}_{\text{chemical}} \) becomes increasingly significant.

The calculations were performed until the particle temperature reached the alumina melting point of 2320 K. Above this temperature, the analysis of heterogeneous processes rate limited by diffusion through the oxide layer is no longer relevant. Furthermore, the oxide coating can no longer remain protective and so the particles reached this temperature considered ignited.

Three cases illustrated in Fig. 6.7 correspond to different heating rates (or different velocities at which the particles crossed the laser beam.) It is clear that at lower heating rates, the predicted ignition threshold laser power is also lower.
Fig. 6.7. Temperature histories for laser-heated 3.37 µm diameters Al particles calculated for three different particle velocities. The dashed lines show the cases when the laser power is just below the ignition threshold and the solid lines show the cases with the laser power at the threshold.

The breakup of particle heat balance is shown in Fig. 6.8 for the case of particle crossing the laser beam at 0.59 m/s and laser power at 14.5 W. The figure shows the laser and chemical heat input along with radiation and convection heat losses. Radiation heat loss is not significant as it is always less than 1% of the laser heat input. Convection heat loss is responsible for almost all the heat loss by the particle. The chemical heat input comes into play only after the particle reaches certain temperature. The sharp increase after the melting plateau illustrates gas phase diffusion allowed by phase transformation of amorphous oxide to gamma oxide on particle surface. Once the gamma layer heals, the gas phase diffusion stops and shows up as sudden decrease in chemical heat input. Chemical heat release thereafter is calculated by diffusion through gamma oxide layer and its transformation to alpha oxide [9, 10].
Fig. 6.8. Heat balance breakup of an Al particle of 3.37 µm diameter crossing the CO₂ laser beam at 0.59 m/s. Convection heat loss is responsible for almost all the heat loss from the particle while radiation is always less than 1% of the laser heat input. The shape of chemical heat input curve reflects phase transformation mechanism responsible for particle ignition.

Experimental laser power thresholds for ignition of Al powder at three different particle velocities are shown in Fig. 6.9. The powder ignited at 14.5 W, 23.5 W, and 37.4 W for the particle velocities of 0.59 m/s, 1.37 m/s, and 2.42 m/s respectively. For each pre-set laser power level, the ignition was detected optically, using the PMT ignition peaks. At the threshold power, at least one particle was observed to ignite during a period of 8 second. This ignition statistics is reasonable considering a small number of particles with diameters of about 3.37 µm among polydisperse aluminum particles fed into the aerosol jet. In addition, only a fraction of the particles in the jet crossed the laser beam close to its centerline while the particles crossing the beam at its periphery were heated to a much lower temperature. The error bars for the threshold laser power show the step size used to adjust the laser power experimentally as well as the experimental error in the laser power setting. The error bars shown for the particle velocities represent the standard deviation for the velocity measurements based on the multiple recorded particle streaks.
Fig. 6.9. Experimental results and calculated laser power thresholds for ignition of Al particles for different particle velocities (at different heating rates). Each line is calculated by selecting $6\sigma \approx D_{\text{beam}}$ to match one of the experimental points.

The adjustable parameter, $6\sigma$, describing the width of the Gaussian profile for the energy distribution across the laser beam was varied between 240 µm and 292 µm to match the experimental laser threshold powers at different heating rates. For each measured threshold laser power corresponding to a specific heating rate, the value of $6\sigma$ was found at which the predicted laser power matched the experiment. This value was then used to predict the laser threshold powers for the entire range of heating rates used in experiments. Thus, the three resulting calculated lines are shown in Fig. 6.9; each line, as described above, was selected to match one of the experimental points exactly. Most importantly, for all three cases the overall predicted dependencies of the laser threshold power on the heating rate (or particle velocity) match well the experimental trend. The value of $6\sigma = 260$ µm, selected for the laser threshold power at the highest heating rate, appears to match the experimental points at different heating rates best and is considered as the final selection for the model’s adjustable parameter.

The developed model describes the experiment adequately and the calibrated heat transfer term describing the CO$_2$ laser heating of metallic particles can now be used to determine the unknown ignition kinetics for powders other than spherical aluminum used in these experiments. The unknown term $\dot{Q}_{\text{Chemical}}$ can be found by matching the experimental and calculated trends for the laser power ignition threshold as a function of the heating rate and using the terms $\dot{Q}_{\text{Laser}}$, $\dot{Q}_{\text{Radiation}}$, and $\dot{Q}_{\text{Convection}}$ determined above.

6.6. Conclusions

A new experimental technique and respective heat transfer model, using transition regime heat transfer, have been developed for studying ignition kinetics of metallic powders at high heating rates. An experimental setup, in which aerosol particles are heated in a CO$_2$ laser beam was built and tested. The heating rates on the order of $10^6$ K/s were achieved, which are close to...
those occurring in many practical applications of metal-containing energetic materials. Because the experiment uses a CO₂ laser to heat micron-sized metallic particles, which are comparable to the laser beam wavelength, the heating is most efficient for the particles of a specific diameter, close to 3.37 µm. This particle size-selective heating simplifies dramatically the theoretical analysis of the heat transfer while allowing one to use regular polydispersed powders in experiments. The developed heat transfer model includes radiation, convection in the transition regime, and a detailed analysis of the heat transfer from a laser beam to metal particles. The model was calibrated comparing the calculations and experimental data acquired for spherical Al particles, for which the ignition kinetics parameters were determined elsewhere. The developed experimental technique and the heat transfer model enable one to quantify the kinetics of ignition of a metallic particle in a gaseous environment of interest. The heat transfer term describing the unknown ignition kinetics can be determined by matching the experimental and predicted laser power thresholds necessary for particle ignition at different velocities at which the particles cross the laser beam and, therefore, for different heating rates.

6.7. References


7. Aluminum Particle Ignition in Different Oxidizing Environments

7.1. Introduction

Aluminum powder is widely used as a fuel additive in solid propellants, explosives, and pyrotechnics. Ignition and combustion of aluminum particles have been extensively studied in the past, e.g., [1 – 3] with early work reviewed in ref. [4]. Initial combustion models were developed following the hydrocarbon droplet combustion formalism and then expanded to include condensed reaction products and their transfer between the particle and the flame zone [5 – 8]. Noticeably less attention was paid to aluminum particle ignition processes which could be equally or even more important for practical applications. Most commonly, ignition is assumed to occur at a specific temperature, varied from 1350 K [9] to 2370 K [10, 11] Despite extensive previous research, many of the aluminum ignition and combustion processes are not understood sufficiently well to enable their quantitative modeling. Currently, research of aluminum ignition and combustion in various configurations is very active involving both experimental [12-15] and
modeling [16-18] efforts. Quantitative description of particle ignition processes is of specific importance for the practical applications, in which such processes determine ignition delays and bulk burn rates for aluminum. Recently, an ignition model for aluminum particle in oxygen was suggested based on detailed thermo-gravimetric (TG) studies of aluminum powders oxidation [16]. Oxidation was established to occur in several steps, including growth of the initial amorphous oxide layer, a phase change from the amorphous to $\gamma$-Al$_2$O$_3$ polymorph accompanied by an increase in the oxide density and formation of discontinuities in a thin alumina scale, growth of $\gamma$-Al$_2$O$_3$ and its transformations into $\theta$- and later $\alpha$-Al$_2$O$_3$ polymorphs. Each alumina polymorph presents a specific diffusion resistance and thus is oxidized at a specific rate. The polymorphic phase transitions result in stepwise changes in the oxidation rate. The rates of mass transfer processes accompanying oxidation of different alumina polymorphs and rates of polymorphic phase changes occurring in alumina were quantified based on the TG measurements [12]. Combining the quantitative description of heterogeneous oxidation processes with the heat transfer analysis for aluminum particles introduced in a hot gas environment or heated by another source (e.g., laser beam) enables one to predict the ignition delay as a function of the particle size and external conditions. The model was validated experimentally for aluminum particles rapidly heated and ignited in air using a CO$_2$ laser [19].

However, in many practical applications oxygen is not the primary oxidizer available for ignition of aluminum powders. Instead, ignition occurs in CO$_2$ and H$_2$O environments [20, 21]. This paper describes an experimental study of ignition of aluminum particles heated rapidly in well-controlled environments with H$_2$O and CO$_2$ being the primary oxidizers. The laser ignition experimental methodology is similar to that for ignition experiments in air as described in ref. [19]. The experimental setup is modified to enable studies of aluminum ignition in water vapor, carbon dioxide, and mixed oxidizers.

7.2. Experimental

The experimental approach is similar to the earlier experiments conducted in air [19]. A threshold CO$_2$ laser power required to ignite a particle is measured for a set of particle jet velocities in different gas environments. A narrow, low number density particle jet is fed through the focal spot of a CO$_2$ laser. The laser power is increased in steps, until ignition is detected. The minimum ignition threshold indicates that the particles passing through the center of the laser beam are heated sufficiently to transition to the self-sustained combustion, detectable optically. Particles passing through the beam periphery will not be heated as much as those passing through the beam center, so that only a small fraction of the powder particles ignites upon achieving the ignition threshold.

The experimental setup is described in detail elsewhere [19]; its modified version is schematically shown in Fig. 7.1. It includes an aerosol jet generator, a 125 W CO$_2$ laser (by Synrad, Evolution 125 series) with a ZnSe convex lens (0.75” aperture and 4” focal length), and a modulated green laser (SUWTECH model DPGL-3000 by Photop Technologies, Inc.) operated with a set of a semi-cylindrical and convex glass lenses to produce a laser sheet for the jet visualization. A photomultiplier tube (PMT) by Hamamatsu (model PMT C7247) was used to measure emission traces of the heated and ignited particles.
The device used to produce the aerosol jet was described in detail elsewhere [22, 23]. Its main part is a parallel plate capacitor with a conductive (e.g., metal) powder placed onto the bottom electrode. The bottom electrode has a concave shape and the top electrode has a small hole in its center. A DC voltage in a range of 1-15 kV is applied and conductive particles acquire electric charge. They are repelled from the bottom electrode and attracted to the top electrode, at which they re-charge upon collision. The motion of the charging and re-charging particles continues so that an aerosol is produced in the space between the capacitor’s electrodes [22]. The applied voltage is used to control the particle number density in the produced aerosol. The space between the capacitor’s electrodes was enclosed in a chamber. A controlled gas flow measured by a gas mass flow meter (M-200SCCM-D by Alicat Scientific Inc.) and fed into the space between the electrodes exits through the opening in the top electrode. Thus, an aerosol jet issues from the capacitor. In these experiments, as in ref. [19], a low number density of the produced aerosol was maintained so that the number of particles fed into the aerosol jet was of the order of 1000 per second. The carrier gas flow rate was adjusted to control the aerosol jet speed in the range of 0.1 - 3 m/s. An additional plate with a built-in electric heater is placed above the top electrode. The space between the electrode and the plate is enclosed, and the plate has an opening coaxial with that of the nozzle in the top electrode. The size of the opening is greater than the electrode nozzle, as illustrated in Fig. 7.1. A separate gas mixture is fed between this plate and the top electrode to generate a shroud gas jet around the central aerosol jet, as shown in Fig. 7.1. The shroud gas jet stabilizes the central aerosol jet as well as shields it from the room environment. For experiments with the only oxidizer being H2O, the central jet comprised of N2 while the shroud jet was a mixture of N2 and superheated steam. For the mixed H2O/O2 oxidizing environments, the steam mixture with air and/or air as the central jet carrying gas could be used. Note that argon could not be used as the central jet carrier gas because of its low electric breakdown potential, further reduced at elevated temperatures [24]. The steam gas flow tubes as well as the space between the top electrode and the additional plate were heated to about 150 °C to eliminate water condensation.

Fig. 7.1 Schematic diagram of the experimental setup. (Note modification of the setup compared to that shown in Fig. 6.1: heated plate is added to pre-heat the shroud jet.)
In experiments involving H$_2$O, superheated steam was generated using a customized steam generator. A peristaltic pump (Variable Speed Pump by Control Company) supplied a metered amount of liquid water (typically, 0.1 ml/min) into a steel tube (3.1 mm diameter, 5 m overall length) coiled inside a tube furnace (Tube Furnace 21100 by ThermoLyne). Prior to entering the furnace, the tube was connected to a tee and a second tube to which a metered nitrogen (or air) flow was supplied. Both the carrier gas (nitrogen or air) and water were pumped through the furnace. The furnace was pre-heated to 400 °C so that a superheated steam, mixed with the carrier gas at a controlled ratio, issued from the coiled tube exiting the furnace. The steam/carrier gas mixture was fed through a heated hose maintained at about 150 °C, to the aerosol jet generator (with its respective components also pre-heated). The shroud jet and the main particle carrying gas mixed rapidly as discussed in more detail below, so that a well-controlled gas environment was generated in the area where the particles entered the laser beam.

For experiments with CO$_2$ serving as an oxidizer, the shroud gas was pure CO$_2$ and the heaters for hoses and components of the aerosol generator were turned off. CO$_2$ was also used as the central jet carrier gas. For mixed CO$_2$/O$_2$ environments, a premixed CO$_2$/O$_2$ mixture was used for both shroud and central gas flows.

Threshold CO$_2$ laser power required for particle ignition was measured for three different jet velocities for each environment, similar to the experiments in air [19]. The variation in the jet velocity is equivalent to changing the particle heating rate in the laser beam, which is useful for identification and/or validation of the ignition kinetics. The aerosol jet velocity was measured using particle image velocimetry. A vertical green laser sheet modulated with a frequency in the range of 300 to 3000 Hz illuminated the aerosol jet, with the higher frequencies selected for higher jet speeds. Produced particle streaks were recorded using a digital camera and the streak lengths were measured to determine the jet velocity.

For each experiment, a stable aerosol jet was established and the CO$_2$ laser was fired continuously for 8 seconds, at a preset power level. Visible radiation generated by heating and/or ignition of particles was monitored using a PMT connected to a PC-based data acquisition system. The experiment was repeated with the laser powers gradually increased until ignition events were clearly detected (see data processing section below). The measurements for both the jet velocity and the laser power were made immediately before each ignition experiment.

Spherical aluminum powder, 99% pure by Alfa Aesar with nominal particle size of 4.5 – 7 µm was used in this study. Figure 7.2 shows the particle size distribution of the powder as measured by low angle laser light scattering (Beckman Coulter LS-230). Note that while the particle size distribution does not peak around 3.4 µm (the particle size heated by the CO$_2$ laser most effectively [19]), the number of particles with this size is substantial.
7.3. Simulation of gas mixing for ignition experiments

A numerical simulation was used to establish the gas concentrations in the mixed flows used in experiments. Gambit, a pre-processing software, was used to model the geometry of the aerosol generator outlet. Experimental geometry of the axisymmetric, cylindrical central jet nozzle and the shroud flow nozzle was directly introduced into the code. For the calculations, the space was covered by 2 different meshes with quadrilateral elements. The first, internal mesh had a node-to-node distance of 0.1 mm and described the central zone where the concentration gradients were likely to be high. The second, external mesh had a 5 mm distance between nodes, and was used for the ambient gas. Computational fluid dynamic (CFD) code Fluent was used for numerical calculations. Calculations assumed laminar gas flow and considered a gas jet neglecting the presence of particles. This analysis is adequate for the current experiments, considering the very low particle number densities used.

The gases were introduced into the system using mass flow inlets, corresponding to the mass flow rate measured in experiments. The heat transfer to the walls was neglected and walls were assumed to be at the same temperature as the adjacent gas elements.

The results of calculations for a specific case are presented for example in Figs. 7.3 and 7.4. These calculations used an N$_2$ flow rate of 100 ml/min at 293 K in the central jet and a mixture of H$_2$O/N$_2$ comprising 0.085 ml/min of liquid H$_2$O and 100 ml/min of N$_2$ at 293 K in the shroud jet. These flowrates are representative of experimental settings. The temperature of all entering gases was set at 400 K. The final mixture consisted of 57.5 mass % of N$_2$ and 42.5 mass % of H$_2$O. The environment was air at 293 K. The environment along the axis of the jet was nearly uniform across the rising jet after about 10 mm from the jet exit. Following the calculation results, in experiments, the laser spot was focused on the jet 12 mm above the nozzle, so that the particle ignition occurred in a relatively well-established and homogeneous gas mixture.
Fig. 7.3 Mole fraction of water as a function of vertical and horizontal coordinates for the produced mixed jet. The specific conditions are: Flow rate of N₂ (central jet): 100 ml/min at 293 K; Flow rates of H₂O/N₂ mixture represent 100 ml/min of N₂ at 293 K and 0.085 ml/min of liquid water. Temperature of all entering gases is 400 K. The final mixture consists of 57.5 mass % of N₂ and 42.5 mass % of H₂O. The environment is air at 293 K.

Figure 7.3 shows that mixing of the starting H₂O/N₂ gas coming as a shroud jet with the central nitrogen jet is nearly completed about 10 mm above the nozzle and that the water concentration across the jet is nearly uniform in vicinity of the focal spot of the laser beam. The specific water concentration at which ignition is studied is well quantified by this calculation.
Fig. 7.4 Concentration profiles for flow conditions presented in Fig. 7.3; (a) H$_2$O and air mole fractions along the jet’s axis; (b) H$_2$O mole fractions at three different heights plotted as a function of the distance from the jet axis.

Mole fraction profiles for H$_2$O and air are shown in Fig. 7.4 (a). There is effectively no contamination of surrounding air up to 12 mm along the jet axis where the CO$_2$ laser was focused. Figure 7.4 (b) shows H$_2$O mole fraction as a function of distance from the jet axis. H$_2$O concentration changes only slightly within 2-3 mm of the jet axis which is more than the width of the particle jet.

Specific experimental conditions used in experiments are presented in Table 7.1. For each of the shown gas flow rate combination, a detailed Fluent calculation was performed and specific gas concentrations present in vicinity of the laser focal spot were found and also shown in Table 7.1.
Table 7.1  Volumetric compositions (%) of gases in vicinity of the laser focal spot.

<table>
<thead>
<tr>
<th>Environments</th>
<th>Air</th>
<th>CO₂</th>
<th>H₂O / N₂</th>
<th>H₂O / N₂ / O₂</th>
<th>CO₂ / O₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>N₂</td>
<td>79</td>
<td>-</td>
<td>65</td>
<td>51</td>
<td>-</td>
</tr>
<tr>
<td>O₂</td>
<td>21</td>
<td>-</td>
<td>-</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>CO₂</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>79</td>
</tr>
<tr>
<td>H₂O</td>
<td>-</td>
<td>-</td>
<td>35</td>
<td>35</td>
<td>-</td>
</tr>
</tbody>
</table>

7.4. Experimental data processing

Two methods were combined to detect particle ignition, both based on the anticipated substantial difference in the emission signature of the ignited particle vs. particle that is simply heated by the laser beam. This approach assumed that the emission signatures are substantially different for ignited vs. unignited particles. This assumption is justifiable for particles burning in the vapor phase, however, it may not be useful when particles combust heterogeneously. The cases of intermediate combustion regime also require specific attention. For the particle burning with a standoff vapor phase flame, as commonly expected for aluminum, the emission signature is primarily generated by the flame rather than the particle surface. The flame temperature, limited by the alumina boiling point, is substantially greater than the particle temperature, limited by the boiling point of metallic aluminum; thus the flame-produced emission is much stronger than the emission from heated particles. Even more importantly, a burning particle produces an emission pulse with a detectable plateau (which may or may not be overlapped with an oscillatory pattern), unlike the particles that are simply heated and cooled off, for which the optical signal decrease immediately follows its rise. The plateau corresponds to the combustion period when the vapor-phase flame is maintained, and it results in a substantial extension in the overall pulse duration. Thus, the separation of particles burning with a vapor-phase flame from unignited particles based on their optical signatures is relatively straightforward when radiation intensity pulses produced by particles are visually inspected. However, developing an automated procedure for separating pulses for ignited vs. unignited particles proved to be very difficult due to substantial variation in both amplitudes and shapes of the pulses.

In order to understand results presented below, it is important to stress that detection of aluminum particles burning heterogeneously using their optical signatures is nearly impossible. Indeed, any particle heated in an oxidizing environment is reacting heterogeneously, but this reaction may remain undetected if it does not lead to a full-fledged flame. Even if the reaction is capable of balancing heat losses to the room temperature environment, the particle boiling point limits the temperature of reaction. Therefore, the emission produced by such particles is similar in intensity to that produced by particles heated in the laser beam, but not capable to maintain their high temperature. Furthermore, unlike the case of vapor-phase reaction, when most of the combustion products are formed away from the particle, for a heterogeneously reacting particle, combustion products are formed on its surface and immediately mixed in. This inevitably slows down the heterogeneous reaction, and causes the particle temperature to decay. Respectively, the emission pulse may not include a detectable plateau. Therefore, a detailed analysis of the
produced emission signature combined with the knowledge of the initial particle diameter for each individual particle is needed to discern between the heterogeneously reacting metal particles that are or are not capable of self-sustaining combustion. Such analysis is beyond the scope of the present study, so only particles burning with a stand-off vapor phase flame could be detected as described below.

The first method is based on the visual inspection of shapes of particle emission pulses as in earlier experiments [19]. Figure 7.5 shows typical examples of the recorded PMT output pulses produced by particles crossing the CO\textsubscript{2} laser beam (39.3 W) in air at a speed of 2.63 m/s. The peak shape on the left has a plateau following the initial signal increase, indicative of an ignition and combustion event. The peak on the right does not have a noticeable plateau and is typical for a particle that was heated by the laser beam without ignition. The minimum ignition threshold was registered if at least one ignition event was detected during an 8-s period the laser was fired. For each laser power setting the laser was fired three times. The laser power setting is confirmed to ignite the powder if ignition events are observed in all three 8-s runs.

![Graph showing PMT signals](image)

Fig. 7.5 Typical examples of PMT signals recorded for Al particles in air crossing the CO\textsubscript{2} laser beam (at 39.3 W) in air at a speed of 2.63 m/s. The peak on the left has a characteristic plateau indicative of combustion. The peak on the right shows heating and cooling of an un-ignited particle.

In the second method, the PMT peak data were analyzed statistically for the peak width of the ignition/heating pulses. Short pulses observed at low laser powers were attributed to particles that were heated but not ignited. As the laser power increased, appearance of longer pulses was expected to indicate ignited particles, producing emission signatures extended in time due to a self-sustaining reaction. Figure 7.6 shows the frequency distribution of peak widths for pulses accumulated during 24 s (three 8-s runs) for different CO\textsubscript{2} laser powers at the fixed jet velocity of 1.5 m/s in air. Only a very few narrow peaks are detected at the laser power of 12.1 W. Increase in the laser power to 14.8 W produces greater number of peaks and the peak widths begin forming a bell-curved distribution around 300 µs. Upon further increase in the laser power to 18.1 W, peaks with substantially greater durations, around 900 µs, first appear as a tail of the peak widths distribution. The appearance of the wider peaks and respective change in the overall distribution among peak widths is considered to indicate the ignition threshold.
The visual peak shape inspection for this experiment (according to the first method described above) gives the threshold laser power to be at 20 W (between 18.1 and 21.9 W). Thus, for the example shown in Fig. 7.6, the ignition threshold detected at 18.1 W based on the frequency distribution of peak widths is in agreement with the ignition threshold identified based on visual inspection of the peak shapes.

It is interesting that as the power increases, more and more particle combustion events are detected with the respective peak durations close to 900 μs. Because of the particle size-selective heating in the CO₂ laser beam [19], it is reasonable to attribute this combustion duration to the burn time of the 3.4 μm diameter particles most efficiently heated by the laser. Using a burn time correlation proposed in Ref. [25] for combustion of aluminum aerosol, \( t=310d \), the burn time of a 3.4 μm particle is 1054 μs. This is in good agreement with the measured time of about 900 μs, which, in fact, is expected to be shorter than the predicted time because of a faster reaction expected for the particle while it is crossing the laser beam.
Fig. 7.6. Frequency distribution of peak widths produced by emission of Al particles crossing the CO$_2$ laser beam in air. The aluminum aerosol jet speed is 1.5 m/s.

7.5. Results and discussion

The initial set of experiment was performed in air. The threshold laser power needed for ignition measured for air was slightly lower than shown in ref. [19] which was attributed to a better focusing of the CO$_2$ laser beam. In earlier measurements [19], the particle jet was placed in the visually identified focal spot of the auxiliary red laser (0.65 µm wavelength), which resulted in a less focused CO$_2$ beam (10.6 µm wavelength). In this work, the particle jet was placed at the focal spot calculated using the actual CO$_2$ emission wavelength. The current measurement in air
was processed using a similar fitting procedure of matching the measured experimental laser threshold with that calculated as described in ref. [19] and using the beam diameter as an adjustable parameter. The fitting gave the focused beam diameter equal to 200 µm (compare to 260 µm found to best describe similar experiments with a less focused beam [19]). The 200 µm beam diameter was used for processing all experiments in mixed environments discussed in this paper. We note that the beam diameter was also assessed experimentally using both luminescent thermal image plates illuminated by an ultraviolet lamp to visualize the beam profile and imprints left by the focused beam of a target metal substrate. These assessments have a limited accuracy of about ± 50 µm. Within that uncertainty, the focused beam diameter is equal to 200 µm, supporting our selection of this value as an adjustable parameter for the model.

The experiments in air were repeated while turning on the heaters in the shroud jet hoses and in the elements of the aerosolizer. It was observed that pre-heating the shroud gas to about 150 ºC did not result in a meaningful difference in the measured laser power ignition thresholds.

Fig. 7.7 shows the threshold laser power measured for all five different environments. For each environment, threshold powers are measured for three different jet velocities, thus producing three different heating rates. An increase in the jet velocity increases the threshold power. CO₂/O₂ environment has the lowest threshold and H₂O/N₂ environment has the highest. Threshold for air is slightly higher than that for CO₂/O₂ mixture, which is likely due to a higher concentration of oxidizer. However, threshold for pure CO₂ environment is higher than that for air indicating O₂ to be a better oxidizer than CO₂. In mixed H₂O/O₂/N₂ environments, the ignition threshold depends strongly on the presence of O₂. Adding 14 % by volume of O₂ to the environment with 35 % of H₂O lowered the ignition threshold to effectively the same as for pure CO₂.

![Graph showing threshold laser power required for ignition of aluminum particles crossing the laser beam in different gas environments.](image)

Fig. 7.7 Threshold laser power required for ignition of aluminum particles crossing the laser beam in different gas environments (refer to Table 7.1 for environment details).
It was considered whether a simplified Arrhenius ignition model approach could be useful for describing the ignition threshold results shown in Fig. 7.7. The heat balance of a single particle can be described as:

\[
MC \frac{\partial T_p}{\partial t} = \dot{Q}_{\text{Laser}} + \dot{Q}_{\text{Chemical}} - \dot{Q}_{\text{Radiation}} - \dot{Q}_{\text{Convection}}
\]  

(7.1)

where \(M\) is the particle mass, \(C\) is its specific heat, \(T_p\) is its temperature; \(\dot{Q}_{\text{Laser}}\) is the heat transfer rate to the particle from the laser beam, \(\dot{Q}_{\text{Chemical}}\) is the chemical heat generation rate, and \(\dot{Q}_{\text{Radiation}}\) and \(\dot{Q}_{\text{Convection}}\) are the radiation and convection heat transfer rates, respectively. Convection term is given by the Fuchs model described in ref. [26]. \(\dot{Q}_{\text{Laser}}\) and \(\dot{Q}_{\text{Radiation}}\) are described in detail in ref. [19]. For a simplified approach, the chemical term is described by a single term Arrhenius ignition model,

\[
\dot{Q}_{\text{Chemical}} = A_r \Delta H_{\text{ox}} P_{\text{ox}} (\pi d^2) \exp\left[\frac{-E_a}{RT_p}\right]
\]

(7.2)

where \(A_r\) is the Arrhenius pre-exponent, \(\Delta H_{\text{ox}}\) is the oxidation enthalpy (per mol of fuel), \(d\) particle diameter, \(P_{\text{ox}}\) oxidizer partial pressure, \(E_a\) activation energy and \(T_p\) particle temperature. For a given environment i.e. specific values of \(A_r\), \(\Delta H_{\text{ox}}\) and \(E_a\), equations 7.1 and 7.2 can be used to calculate temperature history of a particle of given diameter \(d\). For environments with several oxidizers, it is proposed that the chemical term can be treated as a sum of the respective terms given by Eq. 7.2 with kinetic parameters found for individual oxidizers.

Taking into account the selective heating of particles of around 3.4 µm by the CO\(_2\) laser, these particles were expected to ignite first at the measured threshold laser power. Thus, equations 7.1 and 7.2 were used to calculate threshold laser power to best fit the experimental results in Fig. 7.7 using \(A_r\) and \(E_a\) as variable parameters for each environment. The oxidation enthalpy, \(\Delta H_{\text{ox}}\), for each environment was calculated assuming oxidation of Al to Al\(_2\)O\(_3\), given by the global reactions:

\[
2\text{Al(s)} + 1.5\text{O}_2(g) \rightarrow \text{Al}_2\text{O}_3(s); \quad \Delta H_{\text{ox}} = 1675.7 \text{ kJ/mol} \quad (7.3)
\]

\[
2\text{Al(s)} + 1.5\text{CO}_2(g) \rightarrow \text{Al}_2\text{O}_3(s) + 1.5\text{C(s)}; \quad \Delta H_{\text{ox}} = 1282.1 \text{ kJ/mol} \quad (7.4)
\]

\[
2\text{Al(s)} + 3\text{H}_2\text{O(l)} \rightarrow \text{Al}_2\text{O}_3(s) + 3\text{H}_2(g); \quad \Delta H_{\text{ox}} = 950.1 \text{ kJ/mol} \quad (7.5)
\]

Note that the reaction (7.4) is unlikely and a more viable scenario of Al combustion in CO\(_2\) would lead to formation of Al\(_2\)O\(_3\) and CO. However, to maximize the oxidation enthalpy, and to remain consistent with the assumption of the complete oxidation implied by reactions (7.3) and (7.5), reaction (7.4) was considered. When applied to different environments, this simple approach was capable of describing the ignition threshold measurements for air and CO\(_2\)/O\(_2\). However, this approach was found to be problematic for other environments used in this study. It was observed that the heat transfer model presented above predicted that the 3.4 µm diameter
particles will be heated to the temperature exceeding aluminum boiling point at the laser powers well below the measured ignition threshold, even if no chemical heat generation was included in the calculation, i.e., $Q_{\text{Chemical}} = 0$. The results of this analysis are illustrated in Fig. 7.8. Experimental points are shown for each environment separately. For each environment, the dashed lines show the calculated laser powers required to achieve 2792 K (the aluminum boiling point) with no chemical reaction allowed. Reaching the boiling of aluminum is considered to be an indicator of beginning of the vapor-phase combustion; in other words if the particle temperature reaches 2792 K, it is assumed that further analysis of heterogeneous reaction leading to ignition becomes irrelevant.
Fig. 7.8 Experimental data for the laser ignition thresholds and calculated laser powers required to heat 3.4 µm Al particle to the Al boiling point (2792 K) with no chemical reaction allowed.

Note that mismatch between the experimental and calculated trends is increasing for higher particle velocities. The slopes of the calculated curves for the laser threshold power vs. particle velocity (shown in Fig. 7.8 as dashed lines) are strongly dependent on the size of the particles.
considered in the calculation. This effect is illustrated in Fig. 7.9, where laser powers required to heat the particles to the aluminum boiling point with no chemical reaction allowed are shown for H$_2$O/N$_2$ environment for different particle sizes. The slopes of the calculated curves become close to that of the experimental trend for the laser ignition power threshold for ~13 µm particle size. In calculations, the primary effect of the added chemical reaction term is a shift of the entire curve down; the change in slope of the predicted trend is relatively minor. Thus, calculations illustrated in Fig. 7.9 suggest that adding a chemical term would enable one to match the experimental trend considering ignition of particles of about 13 µm diameter.

The above analysis suggests that the assumption used in ref. [19] that only 3.4 µm particles ignite at the threshold power may not be suitable for all environments considered in this paper. Indeed, as described above, the optical identification of ignited particles is only useful for the particles burning in the vapor phase. It is well known, however, that heterogeneous reactions become increasingly important as the particle sizes decrease. Recently, it was shown that a simple heat transfer balance between the standoff flame, particle surface, and surrounding room temperature gas restricts the particle sizes capable of the purely vapor-phase combustion [27]. The restrictions are more severe for the oxidizing environments with lower adiabatic flame temperatures, i.e., for the same partial pressure of oxidizer, smaller particles can sustain the vapor phase flame in oxygen than in the mixtures containing CO$_2$ or H$_2$O. Therefore, even if the laser heating is the most effective for the particles of 3.4 µm diameter [19], the exothermic reaction for such particles would remain undetected in the present experiments unless it results in a vapor phase flame. In other words, the ignition thresholds detected in this research are for the smallest particles capable of maintaining the vapor phase flame, so that their dimensions depend on the oxidizing environment and are not known in advance. The following analysis treats the diameter of the igniting particle as an adjustable parameter to match the calculated and measured laser power ignition thresholds for different particle velocities.

![Graph showing laser power ignition thresholds for different particle sizes and velocities](image-url)
7.6. Arrhenius model parameter for Al ignition in different environments

Based on the above discussion, the size of the particle observed to ignite using the particle’s optical signature, is a function of the oxidizing environment. Thus, to extract the Arrhenius model parameters for ignition kinetics, i.e., $A_r$ and $E_a$, the experimental trend for the threshold ignition power is matched using Equations 7.1 and 7.2 considering $A_r$, $E_a$ and $d$ as adjustable parameters. Calculations were run to fit the experimental data for different gradually increasing particle diameters, activation energies and pre-exponents. For mixed environments, the experimental curves were not matched varying all three adjustable parameters. Instead, Arrhenius parameters determined for individual oxidizers were used as per Equation 7.2 with contributions from different oxidizers added taking into account their respective partial pressures. The only adjustable parameter varied for mixed oxidizer experiments was the particle diameter. Thus, matching the experimental data for mixed oxidizers validates the Arrhenius parameters selected for individual oxidizers. Figure 7.10 shows the same experimental results as presented in Fig. 7.8 together with the curves calculated using the selected adjustable parameters $A_r$, $E_a$ and $d$ for all environments tested. The adjustable parameters selected to fit the experiments are shown in Table 7.2.

Table 7.2 Arrhenius parameters for different environments

<table>
<thead>
<tr>
<th>Environments</th>
<th>Air</th>
<th>CO$_2$</th>
<th>H$_2$O / N$_2$</th>
<th>H$_2$O / N$_2$ / O$_2$</th>
<th>CO$_2$ / O$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>d (µm)</td>
<td>3.4</td>
<td>5.0</td>
<td>12.0</td>
<td>9.0</td>
<td>3.0</td>
</tr>
<tr>
<td>$A_r$ (s/m)</td>
<td>5.63E+03</td>
<td>3.94E+02</td>
<td>1.55E+10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$E_a$ (kJ/mol)</td>
<td>179</td>
<td>154</td>
<td>192.5</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Fig. 7.10. Experimental data and calculated laser ignition thresholds; the particle diameters found as adjustable parameters are shown in the respective plots. Arrhenius reaction kinetics parameters extracted from experiments with individual oxidizers are tabulated in Table 7.2. Experimental data for mixed oxidizers are fitted adjusting the particle diameter and using the linear superposition of individual oxidizer kinetic parameters corrected by the partial pressures of the individual oxidizers.
Figure 7.10 shows that the match between the experimental and predicted laser ignition thresholds is equally good for pure oxidizers, for which Arrhenius kinetics was selected directly and for mixed environments, for which the Arrhenius kinetics obtained for individual oxidizers was used considering respective particle pressures, according to Eq. 7.2.

The Arrhenius parameters shown in Table 7.2 indicate that H₂O as an oxidizer is associated with a faster reaction kinetics than either O₂ or CO₂. Note that it has the lowest oxidation enthalpy, which makes ignition in pure H₂O most difficult.

It is concluded that in the H₂O/N₂ environment, 12 µm sized particles ignite at the ignition threshold laser power. For the O₂/H₂O environment, the particles detected to ignite at the threshold laser power are slightly smaller, 9-µm diameter, which is reasonable considering that the flame temperature is expected to be higher when oxygen is added as an oxidizer. For other environments (O₂, CO₂ and mixed O₂/CO₂ oxidizers) the particle size selected as an adjustable parameter is quite close to 3.4 µm, the particle size that is most effectively heated in the CO₂ laser beam.

The difference in the activation energies found to be adequate for different environments (see Table 7.2) is relatively minor. The pre-exponents differ significantly, however, with the pre-exponent for H₂O being many orders of magnitude greater than the values found to describe ignition for CO₂ and O₂, serving as oxidizers.

### 7.7. Conclusions

Aluminum particle laser ignition experiments were conducted in five different oxidizer environments (Table 7.1). Three environments included a single oxidizer: O₂, CO₂ or H₂O, and the other two environments included mixtures of two oxidizers i.e., H₂O/O₂ and CO₂/O₂. CO₂ laser ignition threshold power was measured for three different particle jet velocities for each environment.

The approach described in ref. [19] for processing the experiments on metal particle ignition in CO₂ laser by considering only the particle size of 3.4 µm (because of the selective heating of this particle size) was modified to account for the effect of oxidizing environment on the minimum particle size, for which a vapor-phase flame can be maintained [27]. Because the vapor phase flame could not be sustained for fine particles in all environments tested, and because the optical ignition detection could only reliably establish the existence of the vapor-phase flames but not of heterogeneous reactions, the experimental data were processed considering particle diameter as one of the adjustable parameters.

Experimental results were processed considering particle heat balance and a simplified chemical kinetics model, including a single Arrhenius term. The Arrhenius parameters, pre-exponent $A_r$ and activation energy $E_a$ for Al ignition in O₂, CO₂, and H₂O were determined (Table 7.2). Despite the highest measured laser power threshold required for ignition of Al particles in H₂O, the data indicate the fastest kinetics of heterogeneous reaction leading to ignition and vapor phase combustion for H₂O as compared to other oxidizers. Thus, the difficulty of igniting Al in H₂O is associated with the relatively low heat release upon Al oxidation in H₂O rather than with
the respective reaction kinetics. Kinetic parameters for heterogeneous reactions leading to Al ignition in \(O_2\) and \(CO_2\) are of similar order of magnitude. For environments where two different oxidizers were mixed, the experimental results are successfully described using a sum of the Arrhenius reaction terms describing ignition of Al particles in environments with individual oxidizers corrected by the partial pressures of these oxidizers.

### 7.8. References

8. Oxidation of aluminum powders at high heating rates

8.1. Introduction

Advances in computational capabilities enable increasingly more detailed modeling of combustion dynamics in various energetic systems. Respective fluid dynamics and heat transfer processes are being described more and more accurately using both novel modeling approaches [1-3] and detailed numerical schemes [4, 5]. However, contemporary combustion models still rely on very simplified and often inaccurate submodels to describe the dynamics of ignition and combustion of metals present in energetic formulations. For aluminum, the most common metallic additive in both propellants and explosives, ignition is commonly described by a somewhat arbitrarily chosen fixed ignition temperature as reviewed in ref. [6] and combustion is modeled to fit the “d-power law” inferred from a modified hydrocarbon droplet combustion model [7]. Many experimental studies, e.g., [8-10] have shown such simplified descriptions for both ignition and combustion of aluminum to be inadequate. In particular, recent research on aluminum particle ignition has shown that it is controlled by diffusion processes of oxygen and aluminum through the surface oxide, and that this diffusion is critically affected by polymorphic phase changes occurring in alumina upon heating [11,12]. A quantitative oxidation model was developed [12] describing ignition of aluminum particles in O$_2$/N$_2$ environments reasonably well [13]. This oxidation model was developed based on thermoanalytical measurements that were performed with heating rates less than 40 K/min. While shown to be capable to predict ignition for individual Al particles heated by a laser beam [13], the model developed in ref. [12] uses a number of adjustable parameters and additional validations and improvements of that model are needed to reliably describe ignition in environments with varied oxygen concentrations and for broader range of particle sizes and ignition stimuli. There are several orders of magnitude between the heating rates used in thermal analysis (traditionally less than 1 K/s) and encountered during ignition (>10$^6$ K/s). Direct observation of changes in the surface oxide of aluminum particles or detection of any other signs of the ongoing oxidation at heating rates approaching to or even exceeding 10$^6$ K/s are not experimentally feasible. Alternatively, it is possible to extend the range of heating rates over which thermal analysis can be performed, so that the oxidation model can be verified, and if needed refined. The present study is aimed to provide experimental thermoanalytical data at heating rates up to 500 K/min (8.3 K/s) with the specific goal to extend the experimental support for the oxidation model previously developed.

8.2. Experimental

Thermogravimetric (TG) measurements of aluminum oxidation were conducted in an Ar + 50 vol-% O$_2$ mixture with heating rates of 50, 200, and 500 K/min using a TA Q5000-IR thermogravimeter. Aluminum powder (Alfa Aesar, 98 %) with a nominal size of 3-4.5 µm was loaded in an alumina sample pan. Particle agglomeration above the melting point of aluminum was a concern, since this could drastically reduce the surface area available for oxidation, and distort the results. In order to minimize particle-particle contacts, a suspension of the powder in pyridine was painted into the sample pan. After drying the pyridine, a sample mass of 0.5-1 mg was typically left so that the surface of the sample pan was coated with a thin powder layer. Examining the samples after heating through the Al melting point revealed no signs of agglomeration. The gases were mixed externally, and their combined flow was adjusted to 25 mL/min by a mass flow controller built into the thermogravimeter.
Oxidation is not complete at 1473 K, the maximum temperature of the instrument. However, with such small sample masses it is necessary to collect a baseline by heating the fully oxidized sample. Therefore the samples were held for 30 min at 1473 K to oxidize them to a substantial degree, if not fully, so that no measurable oxidation would occur on second heating. The second heating experiment was then subtracted from the first heating experiment to obtain the actual sample mass vs. temperature curve that is due only to the oxidizing sample. This method of baseline correction does not require handling the sample holder between the actual measurement and the baseline measurement. Initial experiments where an empty crucible was used instead of a fully (or substantially) oxidized sample were found to be less reproducible.

The sample temperature of the thermogravimeter was calibrated using a set of Curie point standards (alumel®, Ni, Co) as well as a set of high purity metal melting point standards (In, Sn, Bi, Zn, Al, Ag, Au). The difference between recorded and actual sample temperature depends linearly on heating rate and follows a second order polynomial with respect to temperature. At low heating rates, the temperature is estimated to be accurate to within ±2 K, while at 500 K/min, the accuracy decreases to ±15 K.

8.3. Results and Discussion

The measurements, shown in Fig. 8.1, qualitatively resemble earlier experiments [11] in that an initial stepwise weight increase of less than 5% is followed by a larger stepwise weight increase at higher temperatures. Note that the oxidation rate in none of these experiments shows any increase near the aluminum melting point at 933 K. The first oxidation step shifts to higher temperatures with an increase in the heating rate, as is expected for a thermally activated reaction. However, this shift appears to be smaller at greater heating rates and when the onset temperature approaches the aluminum melting point. A final step, leading to (near) complete oxidation that was observed in experiments [9] where the maximum temperature was 1773 K is not seen here due to the lower maximum temperature in the present experiments.

In order to quantitatively relate the new measurements to previous investigations of oxidation of aluminum powder, oxidation kinetics were determined according to a formalism first developed for measurements at lower heating rates [11, 12]. Particles are assumed to be spherical and oxidation is assumed to occur as a series of individual diffusion processes through the growing surface oxide layer. In this model, at any given time the rate of oxidation is limited by a single, thermally activated mass transfer process, such as diffusion of one species. The rate of mass increase due to oxidation, \( \frac{dm}{dt} \), is described by the equation

\[
\frac{dm}{dt} = C_A^* \exp\left(-\frac{E}{RT}\right)\left(\frac{1}{r_{Al}} - \frac{1}{r_{ox}}\right)^{-1}
\]

(8.1)

where \( T \) is temperature, \( C_A^* \) is the combined oxidation constant depending on the reaction stoichiometry, the initial sample mass, and the type of the diffusing species; \( r_{Al} \) and \( r_{ox} \) are the radii of the aluminum core and oxide shell, respectively; \( E \) is the activation energy; and \( R \) is the universal gas constant. Rearranging allows processing the recorded TGA traces according to the following equation:

\[
\frac{E}{RT} = \ln C_A^* - \ln \left(\frac{dm}{dt}\right) - \ln \left(\frac{1}{r_{Al}} - \frac{1}{r_{ox}}\right)
\]

(8.2)

The sample mass, \( m \), as well as the radii of the aluminum core and the oxide shell can be expressed in terms of the reaction progress \( \alpha \) [14].
Fig. 8.1. TGA measurements of aluminum powder oxidizing in oxygen-argon mixtures. The nominal heating rates are indicated.

\[ \alpha = \left( \frac{m - m_0}{m_f - m_0} \right) \]

\[ -\ln \left( \frac{r_{\text{at}}^{-1} - r_{\text{ox}}^{-1}}{} \right) = \ln \left( \frac{1 - \alpha}{c \cdot \alpha} \right)^{\frac{1}{2}} \]  \hspace{1cm} (8.3)

Where \( m_0 \) and \( m_f \) are the initial and final masses of the oxidizing particle, respectively, and the constant \( c \) accounts for the differences in molar weight and in density between the metal core and the oxide shell.

Therefore, the right hand side of Eq. (8.2) depends only on the experimental reaction progress, and is readily plotted vs. inverse temperature to identify regions that can be described by a positive slope. Respective plots for the thermogravimetric measurements performed at 50, 200, and 500 K/min as presented in Fig. 8.1 are shown in Fig. 8.2.
For regions where the curves appear as straight lines with positive slopes, the assumption about the reaction rate being controlled by a single thermally activated process and used to derive Eq. (8.2) is considered valid. Therefore, the slopes represent the effective activation energies of the specific reaction processes governing oxidation at the respective values of the reaction progress. For consistent data processing, the slope can be calculated at each value of $T^{-1}$, or $T$, or $\alpha$. This results in characteristic curves of $E$ vs. any parameter that varies monotonously with time. The curves illustrating changes in the activation energy as a function of $T$ and $\alpha$ are shown in Fig. 8.3. In both plots, the activation energy curve produces two humps corresponding to the first and second oxidation steps. The curves are relatively “noisy” because they are obtained from the slopes of such plots as shown in Fig. 8.2. Most of the observed noise represents small, random changes in the experimental thermogravimetric traces rather than actual variations in the activation energy. The activation energy plotted as a function of $T$ shows the temperature shift of the oxidation steps with increasing heating rate. The activation energy plotted as a function of $\alpha$ shows that the steps occur over about the same ranges of the reaction progress.

Data for experiments with different heating rates are processed independently so that the resulting activation energies can be compared directly to one another. The activation energies determined from different experiments should coincide if the same oxidation processes control the reaction in corresponding oxidation stages. This reasoning remains valid when the current measurements performed at higher heating rates are compared to earlier data [11].

Shown in Table 8.1 are average values for the activation energy determined for each group of data points in Fig. 8.3 – corresponding to the first and second oxidation steps, respectively. The activation energy was considered representative if the value was above the 20th percentile in each respective group. The limits in $T$ and $\alpha$ were determined as the points where the $E$ value rose above, and dropped below the 20th percentile, respectively. The data in Table 8.1 are also shown.
in Figs. 8.4 – 8.7. In addition, Figs. 8.4 – 8.7 include processed data from earlier experiments [11].
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Fig. 8.3. Activation energies of aluminum particle oxidation as a function of temperature (top) and reaction progress (bottom). For clarity, the bottom plot is broken into two parts with different horizontal scales. Nominal heating rates are indicated.

<table>
<thead>
<tr>
<th>Heating rate [K/min]</th>
<th>First observable oxidation step: amorphous-to $\gamma$ transition</th>
<th>Second observable oxidation step: $\gamma$ alumina growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>802 – 850</td>
<td>&lt; 2.8 %</td>
</tr>
<tr>
<td>20</td>
<td>815 – 882</td>
<td>&lt; 2.4 %</td>
</tr>
<tr>
<td>50</td>
<td>847 – 904</td>
<td>&lt; 1.8 %</td>
</tr>
<tr>
<td>200</td>
<td>885 – 930</td>
<td>&lt; 1.3 %</td>
</tr>
<tr>
<td>500</td>
<td>889 – 941</td>
<td>&lt; 0.8 %</td>
</tr>
</tbody>
</table>

Some systematic trends became apparent. The (inverse) temperatures bracketing the oxidation steps (onset and end) shift nearly linearly with the logarithm of the heating rate (Fig. 8.4). This is expected for thermally activated processes. The data from the earlier, lower heating rate measurements [11] appear to correlate with the newly produced measurements at higher heating rates. The temperature shift of the first oxidation step appears to be slightly stronger over the observed range of heating rates.
The extent of oxidation during each observable step decreases with increasing heating rates (Fig. 8.5). As a result, the onset of the second observable step occurs at lower degrees of oxidation, and for 500 K/min, the RHS of Eq. 8.2 never has a negative slope between the first and second observable steps. The end of the second oxidation step also occurs at lower degrees of oxidation at higher heating rates. This trend indicates an increased influence of the second oxidation step (and, respectively, reduced effect of the first oxidation step) on the oxidation kinetics for greater heating rates, of interest to practical ignition situations.

The activation energies calculated for the second oxidation step are consistent at an average value of 300 kJ/mol between the current set of experiments and also previous measurements at lower heating rates (Fig. 8.7). This gives further support to the idea that the growth of $\gamma$ alumina on the surface of the aluminum particles is the only process responsible for this oxidation step [11, 12], and that within the resolution of the measurement/data processing, the mechanism of oxidation remains unchanged up to the highest heating rates covered in this study.

In contrast, the activation energy of the first oxidation step (Fig. 8.6) varies more with a substantial decrease towards higher heating rates, and also has larger error bars. This can be understood when one takes the nature of this oxidation step into account. According to the current oxidation model, this oxidation step includes at least three distinct processes: the growth of amorphous alumina, the transition of amorphous to a porous layer of $\gamma$ alumina, and the eventual ‘healing’ of the porous $\gamma$ alumina layer to form regular polycrystalline $\gamma$ alumina coating [11, 12]. Therefore, the average activation energy is a composite value that shifts as the relative influence of the component processes changes. Furthermore, it is possible that the activation energy of the transition from the amorphous to $\gamma$ Al$_2$O$_3$ polymorph is not constant and is affected by the thickness of the oxide layer in which this transition occurs.

The consequence of the decrease in the activation energy of the first oxidation steps at higher heating rates is that the temperature shift with increasing heating rates becomes more pronounced. This may, at very high heating rates, lead to the second oxidation step occurring at lower temperatures than the transition between amorphous and $\gamma$ alumina. This would necessarily mean that $\gamma$ alumina starts growing on or within the amorphous alumina before the amorphous surface layer transforms to $\gamma$ alumina. This potential effect, combined with the observed decrease in the degree of reaction at the end of the first oxidation step (see Table 8.1 and Fig. 8.5), further suggests that the ignition of aluminum particles (at least for the particle sizes covered) is controlled by the processes dominating in the second oxidation step.

The activation energies that are reported depend on, and are strictly valid only for the specific particle oxidation model developed in Ref. 12. To independently assess the activation energies for the growth of amorphous and $\gamma$ alumina, an isoconversion analysis [15] was performed on all current measurements. The result, an apparent activation energy as a function of the degree of oxidation $\alpha$, is shown in Fig. 8.8. As expected, the region where amorphous-to-$\gamma$ transition occurs ($\alpha < 3 \%$) can be distinguished from the interval where $\gamma$ alumina grows ($\alpha > 5 \%$). However, the detecting transitions between these intervals, as well as the upper end of the $\gamma$ growth interval are problematic.

As can be seen in Figs. 8.1 and 8.5, the end of the amorphous-to-$\gamma$ transition and the beginning of $\gamma$ growth occurs at decreasing degrees of oxidation as the heating rate increases. A similar effect is seen at the end of the $\gamma$ growth step. This causes the isoconversion analysis in the affected intervals to break down, since at, e.g. 2 % reaction progress, the amorphous-to-$\gamma$ transition at 5 K/min is considered the same “degree of conversion” as the $\gamma$ growth at 500
K/min, while these different processes clearly are characterized by different activation energies. This breakdown is recognized in Fig. 8.8 as the wide depression of the activation energy near 3 % and before 25 %, and as a result, no meaningful activation energy can be determined by isoconversion analysis for the amorphous-to-\( \gamma \) transition. On the other hand, in the interval where \( \gamma \) growth is the only process for all heating rates, at least from 10 % to 20 % reaction progress, the activation energies obtained by isoconversion analysis are very consistent with the values shown in Fig. 8.7.
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**Fig. 8.4.** Reciprocal onset and end temperatures of the oxidation steps shown in Fig. 8.1. The figure is calculated from data in Table 8.1, including measurements at 5, 10, 20, and 40 K/min from a previous investigation [11] (open symbols, shifted in \( \beta \) for display) and at 5, 20, 50, 200, and 500 K/min from current work (filled symbols).
Fig. 8.5. Initial and final values of the reaction progress of the oxidation steps shown in Fig. 8.1, using data in Table 8.1. See Fig. 8.4 for explanation of symbols.

Fig. 8.6. Average activation energies of the first oxidation step, from data in Table 8.1. See Fig. 8.4 for explanation of symbols.
Fig. 8.7. Average activation energies of the second oxidation step, from data in Table 8.1. See Fig. 8.4 for explanation of symbols.

Fig. 8.8. Results of isoconversion analysis of the TGA measurements from 5 – 500 K/min.

8.4. Refining and validation of the oxidation model

To refine the oxidation model by direct comparison with the extended set of TG measurements performed in this study, a set of computed TG curves was prepared following an algorithm
developed earlier [12]. The algorithm includes a large number of empirical parameters (see Table 3 in ref. [12]) and is briefly summarized below.

The oxidation rate of an aluminum particle is exclusively determined by the state of the oxide layer on the particle surface. At any given time there may be more than one oxide polymorph present in the surface oxide layer. To simplify calculations the different polymorphs are modeled as concentric shells or sublayers. The parent oxide according to the transition sequence \textit{amorphous} \rightarrow \gamma \rightarrow \alpha \text{ is always located adjacent to the aluminum core, and the newly formed product oxide is located on the outer surface of the particle. The growth of an individual oxide shell is summarily described by the diffusion of a relevant chemical species (e.g. oxygen inward or aluminum outward) using Eq. (8.1), which requires as coefficients a pre-exponent and an activation energy.}

The transition from one alumina polymorph with decreasing stability to the next more stable polymorph, e.g., amorphous alumina transforming to \gamma alumina, is expressed in terms of the interface between the alumina polymorphs moving across the oxide layer, consuming the parent oxide, and leaving the product behind. All polymorphic transitions are described using the same formalism as presented below for the amorphous to \gamma transition [12]. The velocity of the movement of the interface, $v_{\gamma \rightarrow \gamma}$, requires an activation energy and a pre-exponent (different from those describing growth of oxide by diffusion through the growing layer). In addition to the transformation rate increasing with increasing temperature, the stability of the parent polymorph decreases with increasing layer thickness, and therefore the pre-exponent describing the interface velocity is modeled as a function of both, temperature and parent oxide thickness:

$$v_{\gamma \rightarrow \gamma} = F_{\gamma \rightarrow \gamma} T \left[1 - \exp\left(-K_{\gamma \rightarrow \gamma} h_{\gamma}/RT\right)\right] \exp\left(E_{\gamma \rightarrow \gamma}/RT\right)$$

where $h$ is the layer thickness, and $F$ and $K$ are empirically determined coefficients. The newly formed \gamma oxide sublayer is assumed to not pose any diffusion resistance until it reaches a minimum thickness $h_{\gamma, min}$. This means that before that thickness is reached, \gamma alumina grows exclusively by transformation from amorphous alumina. Once that thickness is reached, the calculated diffusion resistance of \gamma alumina is compared to the diffusion resistance of the shrinking amorphous oxide sublayer. Of the two sublayers, only the sublayer with a higher diffusion resistance is allowed to grow by diffusion. Consequently once diffusive growth is turned on for \gamma alumina, the amorphous sublayer will be consumed by the transformation reaction (Eq. 8.4) and disappear within a relatively short time.

Further, \gamma alumina is considered to have reached its full diffusion resistance only after it reaches a critical thickness, $h_{\gamma, max}$. Until that occurs, the pre-exponent describing the diffusive growth of \gamma alumina (see Eq. (8.1)) is modeled as a linear function of its thickness, $h_{\gamma}$:

$$C_{\gamma} = C_{\gamma} \left[X_{\gamma} - \frac{h_{\gamma} - h_{\gamma, min}}{h_{\gamma, max} - h_{\gamma, min}} \left(X_{\gamma} - 1\right)\right]$$

where $X_{\gamma}$ is yet another parameter empirically determined in ref. [12] to fit the measured TG oxidation curves. The minimum thickness $h_{\gamma, min}$ was set to 5 nm, and the maximum transition thickness $h_{\gamma, max}$ is determined as a function of the heating rate according to the equation
\[ h_{\gamma, \text{max}} = 2h_{\gamma, \text{min}} + G_{\gamma} \exp(-L_{\gamma} \cdot dT / dt) \]  

(6)

The coefficients \( G_{\gamma} \) and \( L_{\gamma} \) are determined from the relation of the \( \gamma \) layer thickness vs. heating rate at the beginning of the region where \( \gamma \) is the only polymorph. The \( \gamma \) layer thickness was estimated from the sample TG curve at the temperature where \( dm/dt \) has a minimum after the first weight increase step (see Fig. 8.1). For further details, please see Ref. [12].

This model was used to reproduce computationally the TG curves measured in this study at heating rates up to 500 K/min (8.33 K/s). The comparison of the model calculations and the measurement is shown in Fig. 8.9, using a heating rate of 50 K/min as example. The experiment is shown as a bold line. Several options existed regarding the treatment of the set of coefficients needed for Eqs. (8.1), (8.4) and (8.5). First, the TG curve calculated directly using the original set of coefficients given in Ref. [12] (p. 611 and Table 3), is shown as the dotted line in Fig. 8.9. The original set of coefficients was determined from measurements in the range 5 – 40 K/min, and under the simplifying assumption that the powder can be described by a single particle size corresponding to a particle with the specific surface area that was measured by BET for the entire powder.

The particle size of the Al powder used here has been measured previously using low-angle laser light scattering (Beckman Coulter - LS 230 Analyzer) [16] making it feasible to calculate TG curves for the specific size distribution rather than for a single size. To account for the size distribution, the oxidation profile \( m = f(T) \) was calculated for each size bin, and then all profiles were averaged using the volume-based size frequencies as mathematical weights. Figure 8.9 shows the calculated TG curve for a powder with the full size distribution as the dashed line. Taking the size distribution into account increases the calculated weight change (by a small amount) at the temperatures covered by the experiments. However, the general difference to the measured curve is not significantly affected.

As noted above, the model uses a large number of coefficients. Potentially, the TG curves could be fitted perfectly if all coefficients were allowed to vary. To not over-interpret the measurements, the kinetic parameters describing the diffusion through the growing oxide layer, and describing the phase transition, i.e., the respective activation energies and pre-exponents identified in Ref. [12] were not varied. The activation energies identified in Table 8.1 have too large uncertainties to give compelling reasons to change the model parameters from those given in Ref. [12]. Within their error bars they are consistent with the earlier parameters. However, the greater range of heating rates covered by the current set of experiments allows one to determine the critical thickness parameter \( h_{\gamma, \text{max}} \) (Eq. 8.6) with greater confidence than before.

The thin dash-dot and solid lines in Fig. 8.9 represent the set of coefficients with updated \( h_{\gamma, \text{min}} \), \( G_{\gamma} \) and \( L_{\gamma} \) coefficients and a single BET-derived particle size, and the full size distribution, respectively. From the method used to determine \( h_{\gamma, \text{min}} \), \( G_{\gamma} \) and \( L_{\gamma} \), it is not surprising that the updated thickness relations achieve a significant improvement in the fit between computation and experiment.

An updated list of adjustable parameters and their refined values based on the current experiments is given in Table 8.2.
Table 8.2. Parameters used in the kinetic model of aluminum oxidation. Original parameters are from Ref. [12]. Parameters that were updated in this manuscript are marked.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Original Value</th>
<th>Updated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{am})</td>
<td>120 kJ/mol</td>
<td>120 kJ/mol</td>
</tr>
<tr>
<td>(C_{am})</td>
<td>(5.098 \times 10^{-6}) kg/(m·s)</td>
<td>(5.098 \times 10^{-6}) kg/(m·s)</td>
</tr>
<tr>
<td>(E_{\gamma})</td>
<td>227 kJ/mol</td>
<td>227 kJ/mol</td>
</tr>
<tr>
<td>(C_{\gamma})</td>
<td>(4.0784 \times 10^{-3}) kg/(m·s)</td>
<td>(4.0784 \times 10^{-3}) kg/(m·s)</td>
</tr>
<tr>
<td>(E_{\alpha})</td>
<td>306 kJ/mol</td>
<td>306 kJ/mol</td>
</tr>
<tr>
<td>(C_{\alpha})</td>
<td>(2.3791 \times 10^{-2}) kg/(m·s)</td>
<td>(2.3791 \times 10^{-2}) kg/(m·s)</td>
</tr>
<tr>
<td>(E_{am-&gt;\gamma})</td>
<td>458 kJ/mol</td>
<td>458 kJ/mol</td>
</tr>
<tr>
<td>(K_{am-&gt;\gamma})</td>
<td>(1 \times 10^{12}) J/(mol·m)</td>
<td>(1 \times 10^{12}) J/(mol·m)</td>
</tr>
<tr>
<td>(F_{am-&gt;\gamma})</td>
<td>(2 \times 10^{15}) m/(s·K)</td>
<td>(2 \times 10^{15}) m/(s·K)</td>
</tr>
<tr>
<td>(E_{\gamma-&gt;\alpha})</td>
<td>394 kJ/mol</td>
<td>394 kJ/mol</td>
</tr>
<tr>
<td>(K_{\gamma-&gt;\alpha})</td>
<td>(1 \times 10^{8}) J/(mol·m)</td>
<td>(1 \times 10^{8}) J/(mol·m)</td>
</tr>
<tr>
<td>(F_{\gamma-&gt;\alpha})</td>
<td>(5 \times 10^{6}) m/(s·K)</td>
<td>(5 \times 10^{6}) m/(s·K)</td>
</tr>
<tr>
<td>(h_{\gamma,min})</td>
<td>3.47 nm†</td>
<td>3.47 nm†</td>
</tr>
<tr>
<td>(G_{\gamma})</td>
<td>14.1 nm†</td>
<td>14.1 nm†</td>
</tr>
<tr>
<td>(L_{\gamma})</td>
<td>0.360 s/K†</td>
<td>0.360 s/K†</td>
</tr>
<tr>
<td>(X_{\gamma})</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>(h_{\alpha,min})</td>
<td>61.1 nm†</td>
<td>61.1 nm†</td>
</tr>
<tr>
<td>(G_{\alpha})</td>
<td>98.5 nm†</td>
<td>98.5 nm†</td>
</tr>
<tr>
<td>(L_{\alpha})</td>
<td>0.563 s/K†</td>
<td>0.563 s/K†</td>
</tr>
<tr>
<td>(X_{\alpha})</td>
<td>150</td>
<td>150</td>
</tr>
</tbody>
</table>

Figure 8.10 shows the comparison of current measurements at 5, 50, and 500 K/min to calculated TG curves using the real size distribution, and kinetic coefficients with updated \(h_{\gamma,max}=f(dT/dt)\) relations. The calculations fit the measurements reasonably well. The shift of the amorphous-to-\(\gamma\) transition step below 1000 K as a result of the change in heating rate is reproduced very well, as is the degree of oxidation after the transition step. The calculations overestimate the shift of the \(\gamma\) growth step, although the degree of oxidation after the \(\gamma\)-to-\(\alpha\) transition is also reproduced well. The ability of the kinetic model to directly reproduce new experiments with the extended range of heating rates in terms of sequence and timing of the phase transitions and in terms of growth of individual polymorphs is encouraging.

Fig. 8.9. Comparison of the TG curve at 50 K/min with model calculations using different sets of coefficients (see text for detailed explanation).
Although the calculations in the range of heating rates covered by the experiments show that the oxidation rate is always limited by diffusion through the growing surface oxide layer, this is not necessarily the case for higher heating rates. At the stage when all of the parent oxide has disappeared two qualitatively different cases can be distinguished. At low heating rates the thickness of the product layer will have exceeded $h_{i,\text{min}}$, and oxidation will be rate limited by diffusion through the growing product oxide layer. As mentioned, all TG experiments represent this mode of oxidation. At high heating rates, however, the product layer may not have reached the minimum thickness $h_{i,\text{min}}$, and will therefore remain porous even after the parent layer have disappeared. In the latter case, diffusion resistance of the product oxide layer is negligible so that the fresh, unoxidized aluminum surface is exposed. The oxidation rate will be limited by diffusion in the surrounding gas phase only. In the current model calculations this situation is predicted to occur at heating rates above $10^3$ K/s. Figure 8.11 shows the qualitative difference in the oxidation behaviors below and above this critical heating rate.
Fig. 8.11. Oxidation behavior at heating rates just below and above which gas phase diffusion becomes a rate limiting factor.

Although this situation is not achievable in the current TG experiments, the calculations can be compared to ignition experiments at high heating rates. A single particle ignition experiment has been described previously [13, 17] where a 3.4 µm diameter particle is moved in air across the focal spot of a stationary CO$_2$ laser beam with variable velocities, achieving heating at variable rates in the range 0.5·10$^6$ – 3·10$^6$ K/s.

For a detailed description of the experiment and calculations of the particle temperature history while heated by the laser beam, please refer to Refs. [13, 17]. In a previous report [17], the ignition behavior was approximated by a simplified zeroth order reaction without attempting to account for physical processes on the particle surface. This simplified description reproduced the ignition behavior observed in experiments. In particular, the model reproduced the variation in the laser power required to ignite particles crossing the laser beam at different speeds, and thus heated at different rates. The calculated temperature reached by the particle just before the thermal runaway due to the exothermic reaction, referred to as ignition temperature, was not sensitive to the heating rate for the relatively narrow range of heating rates covered by the experiments. Particle ignition was always observed when particles were heated to ~1150 K. However, the extended oxidation model used in the present manuscript can be validated if it predicts the same ignition temperature for the range of heating rates and under the heat transfer conditions of the laser ignition experiment.

To approximate the conditions of the ignition experiment, an aluminum particle with 3.4 µm diameter is suspended in room temperature air, and a constant heating rate is imposed. The heat generated by the surface oxidation is then balanced against convective heat losses of the particle. Convection is the dominant heat loss mechanism at the ignition temperatures, exceeding radiation by about 3 orders of magnitude (see Fig. 8.8 in ref. [13]), and therefore other contributions to the heat loss can be neglected. Figure 8.12 shows the result of this comparison at a heating rate of 10$^6$ K/s. It is apparent that the convective heat loss rate is only exceeded at the stage in the oxidation process where fresh unoxidized aluminum surface is exposed, which allows a relatively straightforward determination of the ignition temperature due to the sharp increase in the heat generated. Once the convective heat losses are exceeded, the reaction becomes self-sustained and can continue even if the external heat source (laser beam in this case)
is removed. Note that once the heat release due to heterogeneous oxidation exceeds the convective heat losses, it is expected that the vapor phase reaction becomes significant and further contributes to the particle heating. Because vapor phase reactions are not included in the present analysis, the sharp spike in the heat release shown in Fig. 8.12 is followed by the drop in the heat release rate, indicating the thickening of the parent oxide layer. In order for this analysis to remain relevant after the instant the convective heat losses are exceeded, vapor phase reactions must be added to the heat balance calculations, which is beyond the scope of the present paper.

Figure 8.13 shows the ignition temperature determined as the instant when the reaction heat release exceeds the convective losses at a number of heating rates in comparison to the temperature at which aluminum particles are observed to ignite in the laser heating experiments in air reported in [13, 17]. The oxidation model predicts the ignition temperature that is identical to that implied by direct processing of the experimental data with the maximum difference between calculated and experimental ignition temperatures less than 30 K. The model calculations presented in this manuscript, specifically regarding the transition from amorphous to $\gamma$ alumina, are therefore consistent with experimental observations at heating rates in the $10^6$ K/s range.

![Graph showing predicted rates of heat release due to oxidation and heat losses due to convection for a 3.4 µm diameter aluminum particle heated at $10^6$ K/s.](image)

Fig. 8.12. Predicted rates of heat release due to oxidation and heat losses due to convection for a 3.4 µm diameter aluminum particle heated at $10^6$ K/s.
8.5. Conclusions

Aluminum particle oxidation in an argon/oxygen mixture was studied experimentally at heating rates up to 500 K/min and temperatures up to 1473 K. The previously established aluminum oxidation model considering consecutive changes in the surface oxide layer was confirmed qualitatively. The results were processed to extract the activation energy associated with the stages of the oxidation model. The values have relatively large uncertainties but agree substantially with previous results based on experiments performed at lower heating rates. New experimental data refined parameters describing the transition of amorphous to $\gamma$ alumina, where the initial formation of $\gamma$ appears to become less dependent on heating rate as the heating rate increases. The predictions of the refined oxidation model are found consistent with the results of recent laser ignition experiments in which aluminum particles were heated in air at about $10^6$ K/s. The present results indicate that ignition of laser-heated micron-sized aluminum particles occurs when the integrity of the protective oxide layer is disrupted by a polymorphic phase change between amorphous and $\gamma$-Al$_2$O$_3$.

8.6. References

9. On possibility of vapor-phase combustion for fine aluminum particles

9.1. Introduction

Metal powders are widely used as high energy density additives in propellants, pyrotechnics and explosives. There is growing interest in using finer metal powders and nanopowders [1 – 3] to increase the reactive surface area and achieve higher burn rates, more compatible with the burn rates of conventional monomolecular energetic formulations. However, combustion of metal particles with dimensions of 0.01 – 10 µm is not well understood and may differ substantially from that of coarser particles. In most practical codes, combustion of metal particles is described by one or another variant of “d²-law”, e.g., [4 – 6], an analog of expression derived for diffusion-limited combustion of liquid droplets. It is, however, well understood that for finer particles, both heat and mass transfer processes shift towards free molecular regimes and surface reaction kinetics starts playing an increasingly important role. In the first approximation, this shift is being treated by simply adjusting the exponent in the “dⁿ” law”, with n=1 corresponding to the kinetically controlled combustion. However, this treatment may be inadequate, and it remains unclear just how the exponent should be adjusted for different size particles. Substantial corrections to other combustion parameters may need to be considered as well. One important example is the flame temperature, and recent results [7] suggest that the flame temperatures decrease for fine Al particles; it was also observed that nano-Al powders can burn at temperatures substantially lower than the Al boiling point. Clearly, the role of vapor-phase combustion processes is substantially reduced under such conditions, resulting in burn rates and reaction kinetics different from those implied by conventional “droplet combustion” model. Models for both heat and mass transfer processes as well as for both gas phase and surface reaction kinetics are needed for accurate combustion description. Practically useful models can be simplified if it can be shown that some of the involved processes can be safely neglected. This paper presents a simplified analysis of heat transfer for a burning metal particle resulting in a critical condition establishing the feasibility of a vapor-phase flame. It is shown
that for each environment, there is a minimum particle size capable of maintaining a purely vapor phase flame. For particles smaller than this critical size, additional heat should be released by reactions directly on the particle surface for the vapor phase combustion to remain sustained. Estimates for the minimum Al particle size necessary to maintain the vapor phase flame are made for three oxidizing environments: air, CO₂ and H₂O, all considered to be at room temperature.

9.2. A simplified heat transfer model for an Al particle burning in the vapor phase

A single spherical Al particle of diameter \(d_p\) at the aluminum boiling point (\(T_P = 2792 \text{ K}\)) is assumed to be surrounded by a vapor phase flame. The flame is treated as a hypothetical gas surface of diameter \(d_F\) at temperature \(T_F\). The flame itself is surrounded by ambient gas at room (or environment) temperature, \(T_E\) (\(T_E < T_P < T_F\)). This situation is illustrated in Fig. 9.1. The flame heat balance considers the heat transfer from the flame to both cold gas outside the flame, \(\dot{Q}_E\), and to the particle inside the flame, \(\dot{Q}_p\). The heat flux to the particle surface supports evaporation of Al, while the rate of evaporation determines the rate of the heat release due to the Al combustion. A quasi-steady situation is considered for micron-sized particles because the particle combustion time (of the order of ms) is much greater than the characteristic time of heat or mass transfer in the surrounding gas (less than 1 µs) that is estimated as \(d_p^2/D_g\) or \(d_p^2/\kappa_g\), where \(D_g\) and \(\kappa_g\) are gas diffusion coefficient and thermal diffusivity, respectively. For self-sustaining vapor phase combustion, the following inequality should always be satisfied:

\[
\dot{Q}_C \geq \dot{Q}_E + \dot{Q}_P \tag{9.1}
\]

where the heat of combustion \(\dot{Q}_C\) is the heat released as a result of oxidation of all of the evaporated aluminum. The value of \(\dot{Q}_C\) is defined by the rate of evaporation, which itself depends on the heat transferred from the flame to the particle. It can be calculated as:

\[
\dot{Q}_C = \frac{\dot{Q}_P}{H_{ev}} \Delta H_{ox} \tag{9.2}
\]

where, \(H_{ev}\) is the latent heat of evaporation for aluminum and \(\Delta H_{ox}\) is the heat of oxidation of aluminum in a given environment.

Treating the vapor-phase flame as a spherical surface placed in the gas, assuming that the flame diameter is much greater than the mean free path of the gas molecules, and neglecting radiation, the heat loss from the flame to the environment can be estimated using a continuum regime heat transfer expression given as [8]:

\[
\dot{Q}_E = 2\pi d_F \int_{T_E}^{T_F} k(T) dT \tag{9.3}
\]

where \(k\) is the thermal conductivity of the surrounding gas. It dependence on temperature, \(k(T)\) is obtained from ref. [9].
Because of the high flame temperature and small size of the burning particles considered in this study, the mean free path of gas molecules can be comparable to the particle diameter. Therefore, neglecting radiation, the heat transfer rate between the flame and particle is estimated using three different approaches: continuum, free molecular and transition regimes [8, 10, and 11]. For the continuum regime, expression for heat conduction between two concentric shells [12], i.e., droplet surface and flame, is used:

\[
\dot{Q}_{P}^{\text{Continuum}} = \frac{2\pi}{\left(\frac{1}{d_p} - \frac{1}{d_f}\right)} \int_{T_p}^{T_E} k(T) dT \tag{9.4}
\]

For free molecular regime, \( \dot{Q}_p \) is calculated as [8, 10 and 11]:

\[
\dot{Q}_p^{\text{Free Molecular}} = \alpha \pi d_p^2 P_E \frac{k_B T_F}{m_g^{\gamma^*+1}} \left(1 - \frac{T_p}{T_F}\right)^{\gamma^*-1} \tag{9.5}
\]

where \( \alpha \) is the accommodation coefficient, \( m_g \) is the mass of a gas molecule, \( k_B \) is the Boltzmann constant, and \( P_E \) is the ambient gas pressure. The superscript ‘**’ indicates that the value of \( \gamma \) is averaged over the temperature range of \( (T_p - T_F) \). The accommodation coefficient equal to one was used to maximize the heat flux. In general, the free-molecular heat transfer regime described by Eq. (9.5) is valid for surfaces separated by a distance equal to or smaller than the mean free path of the gas molecule. For the present estimate, this limitation can be relaxed in order to assess the maximum possible heat flux to the particle.

For transition regime, \( \dot{Q}_E \) is calculated using a well-known [13] and recently validated [8, 10 and 11] Fuchs model for the heat transfer. The Fuchs model introduces Langmuir layer with thickness \( \delta \) around the particle and the heat transfer inside this layer is calculated using the free molecular regime while the heat transfer outside of it is calculated using continuum convection model. This model is adapted here by introducing the Langmuir layer between the particle surface and the flame. The Langmuir’s layer thickness \( \delta(T_\delta) \) is approximately equal to...
the mean free path $\lambda(T_p)$ [8]. The heat transfer within the Langmuir layer is calculated using Eq. (9.5) as:

$$
\dot{q}_{in} = \alpha \pi d_p^2 P_e \frac{k_B T_\delta}{8 \pi m_v \gamma^* - 1} \left( 1 - \frac{T_p}{T_\delta} \right) \tag{9.6}
$$

Outside of the Langmuir layer, the heat transfer is calculated considering continuum regime for the configuration of two concentric shells, similar to Eq. (9.4):

$$
\dot{q}_{out} = \int_{d_p}^{T_\delta} \left( \frac{2 \pi}{d_p + 2 \delta(T_\delta)} \right) k(T) \, dT \tag{9.7}
$$

Because there is no additional heat sources or sinks in the Fuchs model, Eqs. (9.6) and (9.7) are solved for $T_\delta$ assuming,

$$
\dot{q}_{out} = \dot{q}_{in} \tag{9.8}
$$

after which, the heat transfer rate $\dot{Q}_E = \dot{Q}_F^{Fuchs} = \dot{q}_{in}$ or $\dot{q}_{out}$ can be found using either of the Eqs. (9.6) or (9.7), respectively. It can be seen that the total heat loss from the flame i.e., $(\dot{Q}_E + \dot{Q}_F)$, is a function of the flame diameter. For a given particle size, a larger flame is harder to sustain because a greater flame diameter means increased heat losses to the environment and reduced heat transfer to the particle. From this heat transfer perspective only, Eq. (9.1) can be used to estimate the maximum flame diameter expected for a given particle size and flame temperature. To estimate the maximum flame diameter, the flame is considered to be at the maximum possible temperature, which is the adiabatic flame temperature for Al reacting in a given environment. Using the adiabatic flame temperature for $T_F$ in the equations presented above, the maximum flame diameter can be estimated applying Eq (9.1). Because of the three different approaches used to estimate the heat transfer between the flame and the particle, according to Eqs. (9.4), (9.5), and (9.6 – 9.8), three separate estimates for the maximum flame diameter are presented below.

### 9.3. Maximum vapor phase flame diameter for Al particles burning in different environments

The maximum flame diameter is calculated for three different environments: air, CO$_2$ and H$_2$O and as a function of the particle diameter. Figure 9.2 shows the adiabatic flame temperatures for different environments as a function of the equivalence ratio. These temperatures were obtained using CEA code (CEA2, version 2, [14]) and considering a constant pressure combustion case (at 1 atm). The adiabatic flame temperature correlates with the oxidation enthalpy for different environments and peaks, for each environment, around the equivalence ratio of 4. For further analyses, the flames are assumed to be at the maximum predicted adiabatic flame temperatures corresponding to each environment, air: $T_F=4009$ K; CO$_2$: $T_F=3893$ K; and H$_2$O: $T_F=3590$ K.
Fig. 9.2 Adiabatic flame temperatures of aluminum combustion plotted as a function of equivalence ratio for different environments.

Figure 9.3 shows the dimensionless flame diameter, $D$, defined as a ratio of the calculated maximum flame diameter over the Al particle diameter, as a function of the Al particle diameter for air, CO$_2$ and H$_2$O. For each environment three curves shown represent three different approaches used to calculate $Q_{E}$: continuum, free molecular, and transition regimes. The dimensionless diameter $D$ calculated for the continuum heat transfer approach does not depend on the particle size. Its value is affected only by the combustion enthalpy, metal heat of evaporation, and flame temperature. $D$ equals to 2.4, 2.1 and 1.7 for air, CO$_2$ and H$_2$O environments, respectively. The continuum approach is applicable for very large particles, when the distance between the flame and droplet surface is much greater than the mean free path of gas molecule. On the other hand, in case of very small particles, when the distance between the particle surface and the flame approaches the mean free path of gas molecules, free molecular approach should be used. For a given temperature difference and assuming the accommodation coefficient, $\alpha = 1$, the free-molecular approach predicts the maximized heat transfer rate possible in the gas phase, so that a high-end estimate for the maximum flame diameter is produced. In this case, the ratio $D$ becomes proportional to square of the particle diameter. The value of $D$ equal to 1 is predicted for a specific particle diameter for each environment, as shown in Fig. 9.3. The diameter $D = 1$ means that the maximum flame diameter equals to the particle diameter, or that the flame exists right on the particle surface. Thus, the values of $D < 1$ indicate a non-physical situation, which implies that self-sustaining purely vapor phase flames cannot be established for respective particle sizes. In other words, the particle diameter corresponding to the value of $D = 1$ is a critical diameter below which the purely vapor phase combustion is not possible, based on the assumed thin flame zone approximation. The critical particle diameters predicted for air, CO$_2$ and H$_2$O environments at 1 atm are close to 6.1 $\mu$m, 7.2 $\mu$m and 15.1 $\mu$m, respectively. Note that the actual flame zones for metal combustion are extended due to the formation of relatively stable suboxides, e.g., AlO, Al$_2$O and AlO$_2$ for aluminum combustion. The heat losses from extended flame zones will be generally greater than those estimated here for the thin flame zone. At the same time, the inner boundary of the flame zone can approach the particle surface, enhancing the heat transfer from the flame to the particle. Analysis of the heat transfer for the extended flame zones is rather complicated, but it will similarly result in the existence of a critical particle size for which the purely vapor phase flames are impossible.
Fig. 9.3 Ratio of maximum flame diameter to Al droplet diameter as a function of Al droplet diameter in different gas environment i.e. air, CO$_2$ and H$_2$O. Flame diameter is calculated using continuum, free molecular and Fuchs heat transfer model approaches.

The Fuchs model takes into account the particle size-dependent heat transfer and approaches the free molecular regime for smaller particles and the continuum for increasing particle sizes. Because the Langmuir layer is placed between the particle surface and the flame, the model cannot be used when the distance between the particle and the flame becomes smaller than approximately three mean free paths of the gas molecules.

9.4. Discussion

The simplified model discussed here is not intended to describe multiple heat and mass transfer processes occurring in metal particle combustion. It highlights a striking effect of taking into account changes in the convection heat transfer occurring when particle sizes are reduced to become comparable with the mean free path of gas molecules.

One of the most important omissions in the discussed heat transfer model is neglecting the radiation heat transfer. The significance of this omission can be assessed based on a simplified estimate. Note that for a metal vapor phase flame most of the radiation is produced by the condensed combustion products (smoke). The strongest effect of the radiation heat transfer is the reduction in the flame temperature compared to the adiabatic flame temperature. For
example, the flame temperature for a single Al particle was recently measured to be close to 3200 K [15, 16]. The reduction in the flame temperature results in the reduced rate of heat transfer by conduction from flame to the particle. In turn, this leads to an increase in the critical particle size, below which the purely gas phase combustion is not sustainable. On the other hand, despite the reduced flame temperature, radiation may also intensify heat transfer from the flame to the particle, which would result in reduction in the critical particle size. To compare these two opposite effects, an additional calculation was performed. This calculation assumed the flame to be a thin surface with emissivity equal to one. The radiation contributions were added for both $\dot{Q}_r$ and $\dot{Q}_c$ terms. For the particle emissivity, a value of 0.06 reported for molten Al, was used [12]. The environment and surfaces surrounding burning particle remained at room temperature. To estimate the effect of flame temperature on the value of critical particle size, calculations were performed for two flame temperatures for the case of aluminum combustion in air. For the adiabatic flame temperature of 4009 K, accounting for radiation increased the critical particle size to 6.6 µm compared to 6.1 µm obtained neglecting radiation. For the experimental flame temperature of 3200 K, the critical particle size increased to 12 µm compared to 11 µm obtained neglecting radiation. Thus, even though the effect of radiation heat transfer is not negligible, due to its competing contributions to heat loss to the environment and heating the particle, the value of the critical particle size is not affected significantly. The most important conclusion is that the existence of the critical particle size is predicted by heat transfer models with and without radiation. Clearly, more detailed modeling will result in a better defined critical particle size, while the simplified analysis presented here is aimed to establish the existence of such a critical diameter conceptually.

It is interesting to compare predictions of the present model with the experimental observations. Detailed measurements of the flame zone size are available for large Al particles. Experimental data cited in early refs. [17, 18] suggest that for atmospheres with water, the dimensionless flame diameter is 1.5 and for atmospheres with oxygen, the dimensionless flame diameter varies between 2.5 and 3, depending on the oxygen concentration. In ref. [19], the luminous zone size of about 0.4 mm was observed for the 165 µm diameter Al particles burning in air. The ratio of the flame size to the particle size $D=2.42$, which is very close to that predicted by the continuum approach, adequate for such large particles. Detailed SEM images of the condensed combustion products collected around Al particles burning in CO$_2$ are shown in refs. [20] and [21]. In both cases, the condensed products are observed to form at the dimensionless flame diameters just above 2, again, consistent with the prediction shown in Fig. 9.3. Thus, the dimensionless flame size predicted for large particles in different environments is in reasonably good agreement with the available experimental data.

Similar data for fine particles are not available, while it is generally expected that the flame would move closer to the particle surface. A more important outcome of the model is the prediction of fairly large critical particle sizes below which the vapor-phase combustion becomes unsustainable. In an apparent contradiction to the above conclusion, smaller Al particles have been reported to burn with the observable vapor-phase flames [22] or, more precisely, extended luminous zones. The contradiction is easily resolved considering that the observed extended luminous zones may be indicative of the combined vapor phase and surface reactions. Indeed, formation of the extended luminous zone is possible, while both heterogeneous and vapor phase reactions contribute to the heat release and affect the heat balance between the particle, its extended flame zone, and surrounding environment. In fact, even for such a metal as Mo, with the metal boiling temperature exceeding its adiabatic flame temperature, an extended flame zone
and respective combustion products were reported to form around a particle burning in air [23], indicative of a combination of the surface and vapor phase combustion processes. Clearly, however, such combustion regime is very different from the classic vapor-phase droplet combustion.

The simple heat transfer analysis presented here suggests that for micron-sized Al particles, combustion always includes surface reactions substantially affecting the heat balance in the flame, respective evaporation rate of metal, and the overall particle burn rate. Note that for a more complete model, a similar analysis of the mass transfer governing fuel and oxidizer diffusion towards the flame should also be considered. Similarly to heat transfer, mass transfer rates will also be affected by reduction in the burning particle size and respective reduction in the length scales involved. Respective estimates will also require use of free-molecular or transition mass transfer regimes.

Note that the presented critical particle sizes are estimated for Al combustion at 1 atm; these sizes will be reduced for elevated pressures. Finally, it should be emphasized that the analysis presented here applies to single particles only. In an aerosol, when the particle interaction is substantial, the situation can change dramatically. For a particle in the middle of an aerosol cloud, the environment temperature would be close to the flame temperature, $T_F$, so that losses from the flame are greatly reduced. Therefore, the critical particle size capable of maintaining the vapor phase flame can be substantially reduced as well.

### 9.5. Conclusions

A simplified heat transfer model applicable for vapor-phase combustion of individual fine metal particles predicts existence of a critical particle diameter, below which the vapor phase flame alone cannot be self-sustaining. Other heat generation mechanisms (i.e. surface oxidation) should complement the vapor phase flame. The predicted critical particle diameter is a function of the flame temperature and pressure. Decrease in the flame temperature results in an increase in the critical particle diameter, while the increase in pressure reduces the critical particle diameter. The estimates of the critical particle diameter are made for Al combustion in air, CO$_2$ and H$_2$O at 1 atm. The simplified estimates suggest that particles less than 6.1 µm, 7.2 µm and 15.1 µm will not sustain vapor phase flames in air, CO$_2$ and H$_2$O environments, respectively. These numbers are not expected to be precise but they are useful as indicators of the Al particle size ranges for which combustion will be governed by combination of heterogeneous and vapor phase combustion processes. Respectively, substantial changes in the burn rates and combustion regimes for such particles are expected as compared to larger size Al particles.

### 9.6. References

Combustion times and emission profiles of micron-sized aluminum particles burning in different environments

10.1. Introduction

Aluminum is an important energetic component of many solid propellants, explosives, and pyrotechnic formulations [1 – 4]. One critical parameter of aluminum combustion, universally important for all applications, is the particle burn time, \( \tau_b \), as a function of the particle diameter, \( D \). For practical purposes the burn time is commonly expressed as a power law \( \tau_b \sim D^n \), with the exponent \( n \) and pre-exponent factor depending on the oxidizing environment, temperature, and
pressure, e.g., [5 – 8]. Various $D^n$ type trends were reported by different authors based on a diverse set of experiments. Generally, laboratory experiments in well-characterized environments reported in the literature can be broadly divided into two groups: experiments using individual metal particles, e.g., [9 – 14], and experiments employing aerosolized powders or clouds, e.g., [7, 15 – 19]. For individual particles, the measurements of combustion times are often direct, while indirect methods and data analyses are used to extract the information on particle burn times or burn rates from the cloud combustion experiments. It is also worth noting that single metal particle combustion experiments in general, and direct measurements of combustion times for individual aluminum droplets in particular, were restricted to relatively large particles, with sizes 50 µm or greater. However, most practical applications deal with finer aluminum powders with particle sizes on the order of, or finer than, 20 µm. It is also interesting that in many experimental configurations, aluminum particles burn in combustion products of hydrocarbon fuels. In such cases, the oxidizers are mixtures of CO$_2$, H$_2$O, and O$_2$ in various proportions. While this situation imitates some practical applications, the specific oxidizer mixtures produced in laboratory burners and in practical energetic formulations differ from one another substantially. Laboratory experiments with mixed oxidizers are also not particularly useful for extracting the information about efficiency of individual oxidizing species, which is required to model the practical configurations. The information on aluminum combustion in CO$_2$ and H$_2$O is very limited [9, 20, 21], with most data coming from experiments in mixed oxidizers, where the effects of different oxidizers are somewhat difficult to uncouple.

Considering the limitations of the available data on aluminum combustion, the goal of the current work was to directly measure optical signatures and burn times of individual, micron-sized aluminum particles. The focus of these experiments was to establish a direct correlation between particle diameters and their optical signatures and burn times for particles under 20 µm. The measurements were performed in well-characterized oxidizing environments with individual oxidizers including O$_2$, CO$_2$, and H$_2$O. These measurements are expected to serve as a foundation for development of a mechanistic aluminum combustion model. The model should account for multiple processes occurring in aluminum combustion and is not expected to be limited to a quasi-steady description. At the same time, the model should be relatively simple to enable its implementation in practical calculations. The measurements reported in this paper are expected to help to identify the most important reaction mechanisms and processes to be included into the mechanistic model of aluminum combustion.
10.2. Experimental

Apparatus

The experimental setup used in this study is schematically shown in Fig. 10.1. The apparatus, experimental procedure, and data processing steps have been described in detail in a recent publication [22], and only a brief summary is presented here for completeness. Metal powder, comprised of spherical particles, was fed by an electrostatic particle generator [7, 19, 22] so that a narrow, vertically rising particle jet with a low number density is produced. The particles were carried by an oxidizing gas stream. The particle jet crosses two laser beams. First, particles intercept a 785-nm laser beam. For each particle, the scattered light intensity is proportional to its area and is used to measure the particle diameter. Two millimeters above the 785 nm laser beam, the particles traverse a focused CO$_2$ laser beam (~0.3 mm beam waist) in approximately 0.5 ms (i.e., particle velocities ~0.6 m/s). In the CO$_2$ beam, particles are rapidly heated and ignited. Emission from the incandescent and burning particles was measured to determine the particle burn times. The emission was collected by a wide angle quartz fiber, passed through a 500 nm band-pass filter, detected by a photomultiplier tube, converted to a digital signal, and stored for further analysis.

![Fig. 10.1. Schematic diagram of the experimental setup](image)

There are three significant modifications to the apparatus previously described in ref. [22].

First, a set of small inner diameter telescoping tubes, labeled “collimator” in Fig. 10.1 were attached to the fiber optic viewing the 785 nm scattered light. The field of view of the detection system was reduced to < 4.5° (full angle) and these tubes eliminated all emission produced by incandescent or burning particles from reaching the scattered light detector.

Second, experiments were performed in various oxidizing environments. The compositions of the oxidizers included mixtures of N$_2$/O$_2$, N$_2$/CO$_2$, and N$_2$/H$_2$O (all at 1 atm.) A thin-walled
aluminum collar (“metal collar” in Fig. 10.1) was added to the particle generator. This restricted outside air from mixing with the oxidizing gas streams. This collar is 8 mm in height and it has an outer diameter of 8.9 mm (inner diameter = 6.4 mm). High purity, dry gases were used for these experiments. Gases were metered through needle valves and flows were measured with mass flow meters (Alicat Scientific; Model M200SCCM-D) to ±1% accuracy. Carbon dioxide and water vapors interfere with the operation of the particle generator; so for experiments with these oxidizers, particles were fed with a pure nitrogen stream, and oxidizers were supplied in a shroud jet [22, 23] not shown in detail in Fig. 10.1. Detailed calculations using FLUENT software, for the gas flows in this apparatus, show that the inner and outer gas streams are well-mixed at the height where the particles intercept the CO₂ laser beam. These results are presented in Ref. [23] where the same experimental configuration was employed to study ignition of aluminum particles in different oxidizers. For oxygen/nitrogen gas mixtures, both the inner gas flow passing through the particle generator and the shroud jet had the same gas composition. Individually metered oxygen and nitrogen gas streams were mixed by passing them through a 3.0 m length of plastic tubing (1/4” od). To generate water vapor, a calibrated peristaltic pump (Control Company; Model 3384-CC) fed liquid water (3.3 mg/s) into a tube furnace held at a temperature of 200-250°C. The gas transfer lines and a top flange of the particle generator were maintained at 120°C to prevent condensation.

Specific environments used in experiments, gas flows, and calculated flow velocities are shown in Table 10.1. Particle flow velocities along the centerline were measured using square-wave modulated (500Hz; 50% duty cycle) green laser sheet illumination. This yielded particle velocities of about 0.6 m/s at 5 mm above the collar rim (13 mm above the particle generator outlet) and these velocities agree with those estimated from the offset time found when correlating the scattering peaks with the corresponding ignition peaks (see below for details).


<table>
<thead>
<tr>
<th>Inner Jet Gas</th>
<th>Outer Jet Gas</th>
<th>Collar?</th>
<th>Flow Rate, cc/min</th>
<th>Jet Velocity, m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>Air</td>
<td>No</td>
<td>73.0 158</td>
<td>1.61 0.09</td>
</tr>
<tr>
<td>O₂:N₂ 1:9</td>
<td>O₂:N₂ 1:9</td>
<td>Yes</td>
<td>62.3 141</td>
<td>1.38 0.08</td>
</tr>
<tr>
<td>O₂:N₂ 2:3</td>
<td>O₂:N₂ 2:3</td>
<td>Yes</td>
<td>64.9 125</td>
<td>1.43 0.07</td>
</tr>
<tr>
<td>N₂</td>
<td>CO₂</td>
<td>Yes</td>
<td>73.6 165</td>
<td>1.63 0.09</td>
</tr>
<tr>
<td>N₂</td>
<td>H₂O:N₂ 9:1</td>
<td>Yes</td>
<td>67.5 386</td>
<td>1.49 0.21</td>
</tr>
</tbody>
</table>

Lastly, a 14-bit data acquisition board (DAC, National Instruments, Model PCI-6133) replaced the 12-bit, sequential DAC used in prior work. The new DAC has eight independent D/A converters and a maximum sampling rate of 3.0 MS/s (0.33 µs per sampling event). In the current experiments, the sampling rate was 100 kS/s; or 10 µs per data point; except for the experiments with air, where the sampling rate was increased to 500 kS/s. For each scan, the time during which sequences of pulses of both scattered light and light produced by incandescent particles were continuously collected, was 10 s. Typically, 50-150 scans were collected for a set of experiments with a selected oxidizing gas mixture.
Materials

Spherically shaped micron sized aluminum particles were used for these experiments (Alfa Aesar, 10-14 µm nominal particle size). Prior to experiments, the powder was dried in a glass vial at 65-85°C under vacuum for more than 2 hours. The vial was quickly capped after opening the vacuum oven and after a cooling period, the sample vial was roll-milled (i.e., milled with an aluminum or Teflon solid rod, 1cm diam.) for approximately 20 min. This procedure reduced the number of agglomerated particles, but did not deform the shape of the particles - as confirmed by electron microscopy.

Measurements, processing, and interpretations

Prior to each combustion experiment, the particle sizing system was calibrated, as described elsewhere [22]. In these calibrations, particle size distributions measured by a commercial analyzer, LS230 by Beckman-Coulter, was matched with the size distributions determined from the scattered light pulses. Please see ref. [22] for details including the particle size distribution for the aluminum powder used in this work.

In each measurement, two separate pulse sequences were acquired simultaneously. In the first sequence, each pulse was produced by the scattered light and its amplitude was proportional to the particle surface area. In the second pulse sequence, each pulse represented an incandescent particle and its duration was equal to the time the particle remained incandescent. The two pulse sequences were correlated with each other to determine the emission duration for each individually sized particle. The details of the correlation procedure are given elsewhere [22]. It is based on matching the two sequences of pulses to each other while determining the “offset time” by which one pulse sequence needs to be shifted in time relative to another one to achieve the match. The offset time was compared to the time a particle travels between the two laser beams, which could be readily found from the average particle velocity and distance between the beams. When the two times were sufficiently close, the experimental results were further processed. A typical experiment includes collecting both pulse sequences during 50 - 150 separate 10-s intervals. There were typically 500-2000 scatter signal pulses and 50-100 particle emission pulses in each pair of the collected pulse sequences. After the overlapping peaks are removed and two sequences are correlated, approximately 20-50 pulses remain in each pulse sequence, representing the number of particles for which both sizes and burn times were determined.

Measurement of the particle size is very straightforward based on the scattered light intensity and calibration [22]. However, interpretation of the pulse durations produced by the incandescent particles is more difficult. To illustrate the problem with this interpretation and how it is addressed, consider a cartoon shown in Fig. 10.2. It schematically shows three particles of the same diameter crossing the laser beam at different locations. In one possible scenario, particle 1 is not heated to ignition, particle 2 ignites and starts burning within the laser beam, and particle 3 is heated so that it ignites just when it exits the beam. In such a case, the durations of pulses produced by incandescent particles 1 and 2 would be shorter than the combustion time of interest. For particle 1, duration of emission is simply defined by the time the particle cools off. (Note that cooling times are very short for particles moving in a room temperature gas. An
estimate shows that a 20 µm particle at 2793 K will cool to 933 K in about 5.8 ms, but the particle incandescence at 500 nm (spectral detection window) will drop 3 decades in light intensity (our detection limit) in about 1.5 ms. This is substantially shorter than the observed burn times discussed below). For particle 2, part of its combustion was assisted by the laser beam so that the rate of reaction is accelerated. Thus, only the longest pulse measured for particle 3 represents the burn time of interest. Because this consideration is valid for particles of any dimensions, it is concluded that for each particle size, only the longest measured pulse durations represent the burn times of interest. Considering that majority of particles do not cross the laser beam at the very specific location required to ignite, but not burn the particle while in the beam, it becomes clear that only a small fraction of the recorded emission pulses carries the useful information about the burn time of interest. In other words, many pulses need to be collected and processed so that the fraction of the pulses reflecting the burn time of interest becomes representative.

Fig. 10.2. Cartoon illustrating formation of pulses of different duration by particles of the same size crossing the laser beam at different locations.

A limitation on the shortest burn time that can be measured reliably is implied by the time a particle crosses the laser beam, so that it may be heated rapidly and remain incandescent while moving within the beam. Roughly, this limitation can be estimated as the ratio of the laser beam waist (~300 µm) over the average particle velocity (~0.6 m/s) giving a heating time of about 0.5 ms.

10.3. Results

Emission Profiles

The emission intensity profiles from burning Al particles provide information about the processes and reactions occurring during combustion. Characteristic emission profiles for particles burning in different environments are shown in Figs. 10.3 – 10.7. The profiles shown
are not selected to represent only the longest pulses for each particle size; instead, representative samples of profiles of different durations are shown for all environments.

The profiles measured for Al combustion in oxygen/nitrogen mixtures are collected in Figs. 10.3 – 10.5. The profiles look similar to one another and always begin with a relatively sharp initial peak. A closer examination of the peak fronts shows that for many pulses, the rate of the initial signal rise exhibits a sharp, step-wise increase, possibly indicating particle ignition within the laser beam. For particles burning in 10% O$_2$, Fig. 10.3, the first emission peak is relatively sharp and is followed by a steadily decaying emission signal. The decay is followed by a characteristic oscillatory emission pattern preceding the particle quenching. For particles burning in 21% O$_2$, the first emission peak becomes wider, while still being followed by a period of nearly steady decay in the emission signal. The oscillatory pattern is less clearly visible, and in many cases the oscillations are reduced to one or two spikes in the emission signal. While the burn time trends are discussed below, it is interesting to note here that the emission pulse durations in general are substantially reduced as the oxygen concentration increases from 10 to 21%. For particles burning in 40% O$_2$, the first emission peak is very broad and the oscillatory emission patterns often appear nearly immediately following the peak. The oscillations continue for the entire burn time while the particle extinction is often preceded by a sharp jump in the emission intensity. No significant reduction in the measured pulse durations is noticed as compared to the pulses obtained in the 21% O$_2$ environment.

The emission profiles for carbon dioxide and water are presented in Figs. 10.6 and 10.7, respectively. The carbon dioxide profiles exhibit a broad first peak followed by a long, slow decay. The leading edges of the first peaks are substantially less sharp compared to those observed for oxygenated environments. Most profiles have small but identifiable oscillations in the tail of the profile. The oscillations are overlapped with a decay in the overall emission intensity.

Inspecting the water profiles shown in Fig. 10.7, it appears that the initial peaks are substantially greater in intensity than the rest of the emission signal. The leading edges of the initial peaks are sharper than in CO$_2$. The overall duration of the initial peaks is comparable to the estimated time the particles are crossing the laser beam. Thus, it appears that immediately after the laser source is removed, the emission drops rapidly to a very low level, which is substantially lower than that observed for any of the other environments. However, the emission remains reliably above the baseline level for a while, suggesting a relatively steady exothermic reaction that is accompanied by emission that is much weaker compared to reactions in O$_2$ and CO$_2$. 

Fig. 10.3. Emission profiles for Al particles burning in a 10/90 O$_2$/N$_2$ mixture.

Fig. 10.4. Emission profiles for Al particles burning in a 21/79 O$_2$/N$_2$ mixture (air).
Fig. 10.5. Emission profiles for Al particles burning in a 40/60 O₂/N₂ mixture.

Fig. 10.6. Emission profiles for Al particles burning in a 73/27 CO₂/N₂ mixture.
Burn Times

Burn times are presented in Figs. 10.8 – 10.12, where all experimental data points are shown. Each point represents a particle, for which the diameter is measured from the scattered pulse sequence, and the burn time is inferred from the duration of the correlated emission pulse. In other words, each point represents a pair of pulses measuring particle emission and scattered light, which are correlated in time to ensure that both pulses were produced by the same particle. As discussed above, the majority of the measured pulse durations do not represent the burn times of interest. Only the longest measured pulse durations for each particle size can be interpreted as the burn times for a self-sustained particle combustion that was not assisted by laser. For each set of experimental data points, a trendline showing the $D^n$ fit is also shown as a solid line. The fit is obtained for data points representing the longest measured pulse durations for each particle size range. The particle size ranges and the respective longest pulse durations are selected manually and somewhat subjectively from all the measured data points. The points used to calculate the trendline are shown as filled symbols while the rest of the experimental data points are presented as open symbols. Note that each data point used in the “power-law” fits, was inspected additionally to confirm that for each such matched pair of emission and scattered light peaks both peaks were well separated from their neighbors, were clearly above the noise level, and that the emission profile was typical of aluminum combustion in the respective environment. Despite an elaborate automated peak processing routine described in ref. [22], some outlier points were still identified by this additional inspection, which were likely caused by ignition of
agglomerated particles or particles closely following each other in the jet. Such outlier points were removed from Figs. 10.8 – 10.12.

In addition to the experimental points and solid trendlines, three dashed lines are also shown for each plot. The dashed lines show particle burn times predicted for each specific environment as a function of the particle diameter using three different \( D^n \) trends reported in the literature for aluminum combustion. For all trends, the particle diameter, \( D \), is entered in mm and the burn time, \( \tau_b \), is calculated in ms.

The first trend, given by Eq. (10.1), comes from a review of published experimental results, primarily for coarser Al particles, compiled by M. Beckstead [5].

\[
\tau_b = \frac{7.35 D^{1.8}}{\left( C_{O_2} + 0.6 C_{H_2O} + 0.22 C_{CO_2} \right) P^{0.1} T^{0.2}} 
\]  

(10.1)

In Eq. (10.1) and below, \( C \) is the concentrations of oxidizer given by the respective subscript, \( P \) is pressure, and \( T \) is the environment temperature.

The second trend is described by the set of Eqs. (10.2) and was proposed by N. Glumac et al. [6] based on measurements using aerosolized Al particles ignited in a shock tube. These measurements identified average combustion times of narrowly size-classified Al powders. The burn times were obtained from the widths of the optical emission peaks produced by the powders ignited in a gas heated by the shock wave.

\[
\tau_b = a_0 C_{OX}^{a_1} \left( \frac{P}{P_0} \right)^{a_2} D^n 
\]

\[
n = 2 \exp \left( -4.3 C_{OX} \right) \left( \frac{P}{P_0} \right)^{-0.3}
\]

\[
\tau_{b, mix} = \left( \sum_{i=1}^{g} \frac{1}{\tau_{b,i}} \right)^{-1}
\]

(10.2)

Similarly to Eq. (10.1), Eqs. (10.2) describe effects of oxidizer concentration and ambient pressure. The reference pressure that should be used in Eqs. (10.2) is \( P_0=8.5 \text{ atm} \). The effect of the oxidizer type is given by the choice of constants \( a_0, a_1, \) and \( a_2 \), as described in Table 10.2.

Unlike Eq. (10.1), there is no effect of ambient temperature in Eqs. (10.2). However, it should be noted that the measurements used to obtain Eqs. (10.2) were performed in hot ambient gases.

Table 10.2. Selection of constants as a function of oxidizer for use in Eq. (10.2) [6].

<table>
<thead>
<tr>
<th>Oxidizer</th>
<th>( a_0, \text{ ms} )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(_2)</td>
<td>200</td>
<td>0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>CO(_2)</td>
<td>500</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>86</td>
<td>-1.7</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Finally, the third trend used for reference calculations of the burn time is given by Eq. (10.3) and was taken from ref. [7] by Shoshin and Dreizin, where the particle burn times were measured using a lifted laminar flame burner. The experiments were performed in air only, so Eq. (10.3)
does not take into account effects of ambient pressure, temperature, oxidizer type or concentration.

\[ \tau_b = 310 \cdot D \]  \hspace{1cm} (10.3)

Results for burn time for aluminum in the 10% oxygen mixture are shown in Fig. 10.8. Both Eqs. (10.1) and (10.3) substantially underestimate the particle burn times, while Eqs. (10.2) predict much longer burn times than observed in experiments. Note that experimental points appear for particles greater than about 3 \( \mu \)m, indicating that the smaller particles were difficult to identify based on the measured scattered light pulses. This restriction is due to a smaller peak to noise ratio for the scattered signal from the small scattered light peaks produced by small particles.

A relatively weak increase in the burn time for increased particle sizes is observed and it is reasonably well described by a \( D^{0.32} \) trendline.

![Fig. 10.8. Particle combustion times as a function of the particle diameters for Al burning in a 10/90 O\(_2\)/N\(_2\) mixture. Here and in Figs. 10.9 – 10.12, open and closed symbols: experimental points; closed symbols used for the \( D^n \) fit shown by solid line (\( n=0.32 \)). Dashed lines show \( D^n \) trends reported in the literature (see text).](image)

As already noted from examination of individual emission traces, the burn times are substantially reduced when the concentration of oxygen is increased to 21% as shown in Fig. 10.9. For this case, Eq. (10.1) continues to under-predict the particle burn times and Eqs. (10.2) still predict longer burn times than observed experimentally. It is interesting that Eq. (10.3) appears to work rather well and for the set of data available the predicted trend nearly coincides with the directly calculated best match line.
The results for the 40% oxygen mixtures are shown in Fig. 10.10. It is interesting that despite substantially increased oxygen concentration, the burn times do not decrease noticeably compared to the 21% oxygen case. Calculations by both Eqs. (10.1) and (10.2) for this case predict shorter burn times than observed experimentally. Calculation by Eq. (10.3) somewhat over-predicts the observed burn times and the curve directly matching the experimental data is described by a $D^{0.57}$ trendline.

Burn times for aluminum particles in 73% CO$_2$ mixture are shown in Fig. 10.11 and are quite long, despite a very high concentration of the oxidizing gas. All reported trends, Eqs. 10.1 –
10.3, substantially under-predict the combustion times as compared to the current measurements. The experiments are described by a trendline similar to that used to describe the data for the 10% O₂ mixture.

Fig. 10.11. Particle combustion times as a function of the particle diameters for Al burning in a 73/27 CO₂/N₂ mixture. $D^n$ fit is shown by a solid line ($n=0.32$).

Finally, for aluminum combustion in 77% of H₂O vapor, the burn times are somewhat shorter than for CO₂, but longer than in oxygen. Once again, all reported trends significantly underestimate the combustion times.

Fig. 10.12. Particle combustion times as a function of the particle diameters for Al burning in a 77/23 H₂O/N₂ mixture. $D^n$ fit is shown by a solid line ($n=0.29$).
Table 10.3 gives the exponents and pre-exponents for all the power law fitting functions used for these experiments. It is interesting that in no case an exponent greater than 1 is observed. At the same time, very small exponents, around 0.3, are observed for three cases: H$_2$O, CO$_2$ and 10% O$_2$ environments.

### 10.4. Discussion

This work presents, for the first time, detailed emission traces produced by individual burning aluminum particles in the size range of 3 – 20 µm. Previously, similar traces were reported for much larger particles burning in air and other environments, e.g., [12 – 14]. Previous work established that multiple peaks and oscillatory emission patterns produced by burning aluminum particles are associated with non-uniformities in the particle composition developed during combustion. Specifically, pure Al particles become saturated with the dissolved combustion products (e.g., oxidized Al species, nitrogen oxides, and more complex compounds formed in presence of CO$_2$ and other oxidizers) which results in separation of molten aluminum into two or more liquid solutions [12 – 14, 24]. Each solution component evaporates at a different rate resulting in an asymmetric flame and associated oscillatory emission pattern. Furthermore, continuing oxidation results in the formation of oxide caps producing yet another oscillatory emission pattern, typically observed by the end of combustion. The described above processes were identified from comparisons between the particle emission profiles and morphologies and compositions of aluminum particles rapidly quenched at different stages of their combustion [14, 24]. Such quenching experiments and analyses of the particle morphologies are extremely difficult for finer aluminum particles commonly used in practical applications. However, current results suggest that the emission profiles for finer Al particles are qualitatively identical to those observed earlier for greater size particles, suggesting that the same combustion processes occur and determine the rate of metal consumption and associated heat release. Specifically, current observations of oscillatory emission patterns occurring in a sequence similar to that reported earlier for coarse Al particles, suggest that heterogeneous processes play a substantial role in Al combustion even in environments comprising 40 % O$_2$.

The particle emission profiles measured in experiments performed with H$_2$O as an oxidizer are qualitatively different from those recorded in other environments. A very low and relatively steady level of emission suggests that the vapor phase flame is very weak or non-existent, while the particle continues to react exothermically, remaining weakly incandescent. This emission behavior suggests a surface reaction, suggesting that Al combustion in H$_2$O is primarily heterogeneous. Interestingly, recent estimates presented in Ref. [25] indicated that a relatively low heat release for aluminum oxidation by water is insufficient for maintaining a standoff vapor-phase flame for micron-sized particles burning in room temperature environment, as in the present experiments. Thus, present observations indicative of the surface combustion for aluminum particles in H$_2$O are consistent with the predictions of ref. [25].

Reviewing measured particle burn times as compared to the predictions of Eqs. (10.1 – 10.3), it becomes clear that none of the currently reported trends are suitable for practically useful and reasonably accurate prediction. In particular, the discrepancies are greatest when the
Experimental conditions are different from those used to establish the specific trend. In that sense, the best match fits found in this work and summarized in Table 10.3 are as limited as any other proposed trends. As with other trends, they are only suitable for calculation of the particle burn times for experimental conditions similar to those used to find the respective relations.

More specifically, it is suggested that Eq. (10.1) based on Beckstead’s analysis of multiple experimental results is heavily biased to experiments with much larger particles. Thus, estimating burn times for finer particle sizes is challenging, and, as observed here, results in substantial errors. Eqs. (10.2) are based on experiments performed at relatively high pressures and temperatures. It is also worth noting that Eqs. (10.2) are based on the measurement of the emission peak produced by a group of burning particles, so that the peak duration is dominated by larger particle sizes, even if the number of smaller particles is significant. Alternatively, only smaller particles could have ignited in selected shock tube experiments resulting in very short combustion peaks, whereas larger particle present in the system may not have ignited. Corrections for such effects and for the effect of high environment temperature are difficult, and without such corrections Eqs. (10.2) do not predict combustion times accurately. Finally, Eq. (10.3) is very simplistic and does not account for oxidizer concentration, type, or any other experimental condition. In fact it is somewhat surprising how well it described the current experimental data for mixtures with 21% O2, for which it was initially proposed. Because Eq. (10.3) was obtained based on aerosol combustion experiments, it is suggested that the particle interaction effects in Al aerosol combustion are relatively weak so that the particle burn rates for single particles and particles burning in an aerosol effectively coincide with each other. Alternately, the particle number density could have been below the levels where such effects would be measureable.

Finally, to comment on the specific burn times measured in this work for different environments, it is interesting to compare these times to one another. To streamline such a comparison, all “best fit” trendlines are plotted together in Fig. 10.13. A small difference between the burn times measured for Al in 21% and 40% O2 mixtures is remarkable and indicative that in these environments, the aluminum combustion may be relatively well described by a heat transfer limited droplet combustion model with a stand-off flame [26], where the rate of combustion is determined by the transfer number $B$, which is not affected by the oxidizer concentration and is defined as:

$$B = \frac{\Delta h}{\nu} + C_p \left( T - T_{\text{boil}} \right)$$  

where $\Delta h$ is the heat of oxidation, $L$ is the latent heat of evaporation, $C_p$ is specific heat, $\nu$ is the stoichiometric coefficient, and $T$ and $T_{\text{boil}}$ are the temperatures of the hot environment (assumed here to be equal to the flame temperature) and particle surface, respectively. It is somewhat unexpected that a bit longer burn times are anticipated for the particles less than 10 µm at 40% O2 as compared to 21% O2. This effect may simply represent an experimental uncertainty. It is also possible that the dimensions of extinguished particles are reduced at greater oxygen concentrations, resulting in somewhat longer overall reaction times. Additional measurements and, possibly, analyses of the combustion products would be needed to address this issue in the future.
### Table 10.3. Fitting coefficients for particle diameter power law: fitting eqn. $\tau_{\text{burn}} = a \cdot D^n$.

<table>
<thead>
<tr>
<th>Gas environment (remainder N$_2$)</th>
<th>$a$</th>
<th>$n$</th>
<th>Correlation Coefficient, $r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% Oxygen</td>
<td>5.03</td>
<td>0.32</td>
<td>0.82</td>
</tr>
<tr>
<td>21% Oxygen (Air)</td>
<td>0.34</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>40% Oxygen</td>
<td>0.85</td>
<td>0.57</td>
<td>0.81</td>
</tr>
<tr>
<td>73% Carbon Dioxide</td>
<td>5.65</td>
<td>0.32</td>
<td>0.86</td>
</tr>
<tr>
<td>77% Water Vapor</td>
<td>3.52</td>
<td>0.29</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Fig. 10.13. Calculated burn times based on the best matches with experimental results presented in Figs. 10.8 – 10.12 for aluminum particle combustion in different oxidizing environments.

For reduced oxygen concentration, the combustion times increase substantially, suggesting that a different rate limiting process is at play. Most likely this rate-limiting process is the heterogeneous oxidation occurring on the particle surface. The overall emission level also decreased suggesting a reduction in the size of the vapor phase flame and an increasing contribution from surface reaction processes.

For CO$_2$ and H$_2$O environments, the role of surface processes is expected to be substantial for micron-sized particles, based on the heat balance estimates presented in ref. [25]. Respectively, long particle combustion times are measured despite high oxidizer concentrations in both cases. The significance of surface processes is particularly pronounced for combustion in H$_2$O as discussed above. Therefore, aluminum combustion models taking such processes into account need to be developed and validated by comparisons with the current and future experiments. It is interesting that the exponent close to 0.3 was found to describe the observed trends for all cases when heterogeneous reactions deem to be important. While this value of exponent indicates a very weak effect of particle size on the burn time, it can also indicate that particles of different dimensions combust in different regimes. Specifically, heterogeneous reactions, which occur at lower temperatures and generally lower rates, prevail for smaller particles, resulting in extended burn times. As the particle size increases, vapor phase reactions play an increasingly greater role, resulting in a faster burn and thus shorter burn times. Note that results summarized in Fig. 10.13 describe experiments performed at atmospheric pressure. In many practical systems involving metal combustion the pressures are elevated, so that the particle dimensions
for which the vapor phase reactions are important will be smaller than in this work. It is anticipated that descriptive models of metal combustion dynamics can be developed and validated based on measurements similar to those presented in this paper. These combustion dynamics should be incorporated into the models so that the effects of pressure and environment composition could be predicted with reasonable accuracy.

10.5. Conclusions

A new experimental setup enables measurements of optical emission signatures and combustion times for individually sized metal particles with diameters between 3 and 20 µm. The measurements can be carried out in various oxidizing environments, including oxygen, carbon dioxide, and water mixed with nitrogen or other inert diluent. Extending the set of environments using mixed oxidizers and, possibly, elevated pressure, are possible avenues of future work.

Optical signatures of individual micron-sized aluminum particles burning in different environments show characteristic oscillatory patterns previously observed for much larger particles. Such optical signatures highlight the importance of the heterogeneous processes in aluminum combustion. Heterogeneous reactions result in variation of surface properties of the burning droplets, which, in turn, cause formation of asymmetric flames and repeatable changes in particle emission intensities. For aluminum burning in water vapor, the optical signature of the particle is substantially weaker than in other environments, possibly indicating a primarily surface oxidation.

Results presented in this paper show that the current simplified $D^n$ correlations for aluminum combustion time reported in the literature cannot be usefully applied for the conditions beyond the narrow ranges, for which such correlations were developed initially. It is observed that for oxygenated environments with oxygen concentrations in excess of 21%, the effect of oxygen concentration on combustion time of micron-sized aluminum particles is weak. However, combustion times increase substantially for lower oxygen concentrations. Aluminum particle combustion times are generally longer than predicted for experiments with water and carbon dioxide oxidizers. For all environments, the observed effect of particle size is relatively weak and the exponents in the descriptive $D^n$ relations appropriate for the current experiments vary approximately from 0.3 to 1. An exponent close to 0.3 describes well the burn-times for aluminum in oxidizing environments for which heterogeneous reactions appear to dominate.
10.6. References

doi:10.1016/j.combustflame.2009.11.010
11. Characteristics of aluminum combustion obtained from constant volume explosion experiments

11.1. Introduction

In this chapter, a systematic experimental investigation of combustion of aluminum powders in different gaseous environments using CVE technique is presented. The experimental setup is based on a 9.2-l nearly spherical explosion vessel. Experiments with widely varied aluminum aerosol number densities are performed in different environments comprising N2/O2 and N2/O2/CH4 mixtures. Spherical aluminum particles with different particle sizes varied in the range of 5 – 20 µm are used. An analytical model developed earlier for CVE experiments and described in detail in ref. [1] is used to estimate the burning velocity and other flame characteristics of aluminum aerosol combustion based on the recorded pressure traces. Additional assumptions are made to evaluate the flame thickness. Role of various heat transfer processes in sustaining the aerosol flame is discussed based on the retrieved flame characteristics.

11.2. Experimental

The powders tested in this project are the same spherical Al powders as used in a previous study [2], specifically, nominal 1-5 µm aluminum by Atlantic Equipment Engineers, aluminum powder X-65 by Toyal America, Inc, and spherical Al powder with nominal sizes 10 – 14 µm by Alpha Aesar. The SEM images showing the spherical shapes of these particles and their particle size distributions measured using low angle laser light scattering were reported in ref. [2]. The volume mean diameters obtained from the measured particle size distributions for 1-5 µm, X-65, and 10-14 µm aluminum powders are 9.38, 10.87, and 20.33 µm, respectively. For interpretation of combustion experiments, it may be more appropriate to use the mean particle sizes based on the surface area, which are 5.4, 7.4, and 16.3 µm for the 1-5 µm, X-65, and 10-14 µm powders, respectively. Experiments with the same mass load were performed for different Al powders, and experiments with different mass loads were performed for one powder (1-5 µm nominal size). The mass loads 2.89 g, 4.34 g, 5.78 g and 8.67 g (respective equivalence ratios are about 1, 1.5, 2, and 3 for the 21%O2/79%N2 environment at 1 atm in the 9.2 l combustion vessel) were used in experiments with the finest, 1-5 µm powder. In earlier efforts [2] experiments with all three powders were performed at the mass load 4.65 g and some of these earlier experiments were reprocessed here for comparison with the current results.

The experimental setup used in this project was described elsewhere [2, 3, 4] and only a brief summary is given below. The setup uses a nearly spherical vessel with volume of 9.2 liters. At the bottom of the vessel, there is a gas port. A pipe elbow is mounted under this gas port to serve as a powder container. Prior to experiments, the vessel is open, weighed powder load is placed into the pipe elbow and a semi-spherical nozzle (15 mm diameter, containing 37 holes, 0.25 mm diameter each) is mounted above the pipe elbow. The powder is introduced into the initially evacuated vessel through the nozzle together with a gas blast produced using a solenoid valve connecting the vessel to a 7-liter high-pressure gas reservoir. Depending on the desired
oxidizing gas environment, compressed dry air, nitrogen, oxygen, methane, and mixtures of thereof are used to fill the pressure reservoir. The combustion vessel is initially evacuated and then partially filled with the desired gas mixture prior to the gas blast initiating the experimental sequence. The initial pressures in the combustion vessel and high pressure reservoir are kept constant at 0.25 atm and 5.86 atm, respectively for all experiments. The gas blast duration is 200 ms and the target pressure in the combustion vessel by the end of the gas blast is 1 atm. After the gas blast and a short, 300 ms delay necessary to reduce turbulence in the combustion vessel, the aerosol is ignited by an electrically heated tungsten wire mounted at the center of the vessel. The wire is heated by a discharge current of a capacitor battery with the overall capacitance of 130,000 µF charged initially to 50 V. The combustion pressure is measured by a PX5500 Omegadyne transducer (pressure range: 0-500 psia; accuracy: ±0.1 % of the full scale). After each experiment, the vessel was allowed to cool for at least 2 min after which the final pressure in the vessel was measured.

11.3. Thermodynamic equilibrium calculations

Equilibrium calculations were performed using NASA’s CEA (Chemical Equilibrium with Applications) software [5] to establish a reference framework for the analysis of experimental results. The calculations were performed for the assigned specific volume, a case equivalent to the CVE experiment. Three aluminum powder mass loads used in experiments were also considered for these calculations. The specific volumes were evaluated for each of the powder mass loads considering densities of aluminum and of the gases present in the environment. All components were assumed to be initially at 25 ºC. The results of calculations are summarized in Table 11.1 showing adiabatic flame temperatures and respective pressures.
Table 11.1. Adiabatic flame temperatures and pressures predicted for CVE experiments by equilibrium calculations.

<table>
<thead>
<tr>
<th>Gas Environment (balance: N₂)</th>
<th>Temperature, K for mass load:</th>
<th>Pressure, atm, for mass load:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.89 g</td>
<td>5.78 g</td>
</tr>
<tr>
<td>21% O₂</td>
<td>4032</td>
<td>3412</td>
</tr>
<tr>
<td>21% O₂ with 6% CH₄</td>
<td>3703</td>
<td>2847</td>
</tr>
<tr>
<td>40% O₂</td>
<td>4092</td>
<td>4335</td>
</tr>
<tr>
<td>40% O₂ with 6% CH₄</td>
<td>4030</td>
<td>4208</td>
</tr>
</tbody>
</table>

11.4. Experimental results

Individual Pressure Traces

Characteristic pressure traces recorded in the CVE experiments are shown in Fig. 11.1. Each trace is a typical example of at least three runs performed for each experimental condition. The traces shown in Fig. 11.1 illustrate the effect of oxidizing environment, while other varied experimental parameters included powder type (particle size distribution) and its mass load.

![Pressure traces](image)

Fig. 11.1. CVE pressure traces illustrating the effect of oxidizing environment on combustion of 1-5 µm Al powder; mass load 2.89 g. The inset shows the shaded portion of the pressure traces with the expanded temporal scale.

Dashed lines in Fig. 11.1 show experiments with varied oxygen concentrations balanced with nitrogen. Solid lines indicate experiments, in which methane was added to the oxidizing environment. To correct for small differences in the initial pressure $P₀$ from 1 atm measured in different experiments, the pressure ratios, $P/P₀$ are shown. Both the maximum pressure ratios,
$P_{\text{max}}/P_0$, and the rates of pressure increase, $dP/dt$, are higher for the runs with added methane. The shaded portion of the plot is expanded in the inset to better illustrate the parts of the signal corresponding to the increasing pressure and thus to the propagating flames. The rate of pressure rise is the highest when the environment with 40% O$_2$ and added 6% CH$_4$ is used. For the runs with added methane, higher values of $P_{\text{max}}/P_0$ are observed for runs with 21% O$_2$ compared to those with 40% O$_2$, which is opposite to the situation predicted in equilibrium (cf. Table 11.1). However, for the runs without added CH$_4$, the maximum pressures are somewhat higher at greater oxygen concentration, as predicted by the equilibrium calculations. Note that the absolute values of the pressures measured in experiments are substantially lower than the equilibrium predictions.

The shapes of the pressure pulses are remarkably different for the experiments performed with and without methane. This difference is striking in particular for the experiments with 40% O$_2$ when the pressure peak for the run with added CH$_4$ is sharper and, most interestingly, the first sharp peak is followed by an extended pressure hump (with the maximum just past 0.20 s in Fig. 11.1). Such a combination of a sharp initial peak followed by the second pressure hump was observed in most experiments with 1-5 µm Al powder ignited in the environments containing 40% O$_2$ and 6% CH$_4$. A single peak was observed at lower oxygen concentrations for the 1-5 µm Al powder and for coarser Al particles ignited in all environments. To understand the effect of methane on the formation of the double pressure peak, a test run in which the environment was maintained as 40% O$_2$ with 6% CH$_4$ was conducted without any powder. The obtained pressure trace is shown in Fig. 11.2 together with the respective traces measured for aluminum combustion in the environments with the same oxygen concentrations with and without CH$_4$. In addition, traces showing the rates of pressure change, $dP/dt$, for the same experiments are also shown.

![Pressure traces and respective traces showing the rates of pressure change comparing combustion of Al and CH$_4$ in environments with 40% O$_2$; two of the three presented experiments use 1-5 µm Al powder, mass load 2.89 g.](image-url)
A somewhat unexpected observation made based on the result presented in Fig. 11.2 (just one of several qualitatively similar sets of pressure traces obtained for different Al mass loads and for experiments on combustion of methane without Al) is that the rate of pressure rise for the combustion of methane with no aluminum added is lower than that for any experiment using aluminum fuel with the same concentration of oxygen, including experiments with no methane. This observation suggests that the pressure double peak is not explained by initial combustion of the gaseous fuel. Instead, the higher rates of pressure increase in experiments with mixed solid (Al) and gaseous (CH₄) fuels appear to be driven by aluminum combustion. Formation of the following pressure hump could be due to a slow equilibration of products of the initial reaction in a quickly cooled, post-combustion environment. Overall, the processes responsible for the formation of the secondary pressure hump remain poorly understood and it is likely that a detailed analysis of reaction kinetics for both Al and CH₄ would be required to interpret these observations quantitatively. Therefore, interpretation of the results reported here cannot simply assume that Al particles burned in the combustion products of methane; instead, the performed CVE measurements represent simultaneous combustion of solid and gaseous fuels.

Summary of results

The results are presented in terms of maximum pressures, generally reflecting the reaction energy, the rate of pressure rise corresponding to the rate of reaction, and the final pressure in the vessel, indicating consumption of gaseous oxidizer (oxygen) and thus the reaction completeness. All pressure values are divided by the initial pressure to account for the small (less than 0.1 atm) variation in the initial pressures from run to run. Also shown is the measured ignition delay, or induction period leading to the rapid pressure increase. The induction period is defined as the time from the ignition instant (when the voltage is applied to the ignition wire in the center of the vessel) to the time the aerosol in the vessel is observed to burn, as indicated by an increase in the measured pressure from its initial level to 10% of its maximum value. This induction time can be associated with the establishment of a steadily propagating flame. The effects of particle mass load and oxidizing environment for the experiments with fixed particle size distribution (1 – 5 µm nominal size Al) are shown in Fig. 11.3.

The increase in the powder load from 2.89 to 5.78 g always resulted in a substantial increase in both the maximum pressure and in the rate of pressure rise for all environments except the 21%O₂/79%N₂ case. For the latter gas mixture, there was an increase in the maximum pressure and in the rate of pressure rise when the load was increased to 4.65g (cf. Fig. 11.3). Corresponding further increase in the powder load is much less efficient and results only in minor changes in both $P_{\text{max}}$ and $dP/dt_{\text{max}}$ for all cases.

The induction period leading to powder combustion is affected noticeably by increased Al mass load for the experiments in environments with no methane. The effect is less pronounced for the experiments employing environments with added methane. The induction period always decreases when methane is added, as noted comparing experiments with the same Al mass loads and the same oxygen concentrations. Therefore, it can be suggested that a substantial role of methane additive is in reducing the critical volume of the aluminum cloud that can sustain quasi-steady flame propagation.
The trends for the final pressure in the vessel for methane-free environments indicate a greater consumption of oxygen when more fuel is present in the mixture. It can also be concluded that partial consumption of nitrogen occurred for the highest aluminum powder load (8.67 g) in the methane-free experiments with the environment initially containing 21% of O₂. Results presented in Fig. 11.3 show that in these experiments, the final pressure in the vessel was about 70% of the initial one. A trend for the final pressure is less clear for the experiments with mixed Al/CH₄ fuels used, which can be explained by partial competition of methane and aluminum for oxygen consumption. It can be hypothesized that at lower Al mass loads, methane consumes oxygen more effectively, while as the powder loads increase most of the oxygen becomes consumed by aluminum.

Fig. 11.3. Combustion characteristics directly obtained from the measured pressure traces in CVE experiments as a function of the mass load of powder and combustion environment (1-5 µm Al powder).

The effect of particle size on combustion is illustrated in Fig. 11.4. Finer particles produce higher combustion pressures and greater rates of pressure rise. In addition, combustion of finer particles results in a more complete reaction, based on the reduced final pressure in the vessel. It is interesting that the effect of particle size is substantial, especially for the rate of pressure rise, for a relatively minor difference in the mean particle sizes, i.e., comparing particles with 1-5 µm
nominal sizes (surface area based mean size 5.4 µm) and X-65 powder (surface area based mean size 7.4 µm).

<table>
<thead>
<tr>
<th>Induction time, s</th>
<th>0.00</th>
<th>0.10</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{final}}/P_0$</td>
<td>0.4</td>
<td>0.8</td>
<td>1.6</td>
</tr>
<tr>
<td>$P_{\text{max}}/P_0$</td>
<td>5.5</td>
<td>7.5</td>
<td>9.5</td>
</tr>
<tr>
<td>$\frac{\text{dp/dt}_{\text{max}}}{\text{atm/s}}$</td>
<td>45</td>
<td>300</td>
<td>150</td>
</tr>
</tbody>
</table>

Fig. 11.4. Combustion characteristics directly obtained from the measured pressure traces in CVE experiments as a function of the particle size distribution. Results are shown for 4.65 g mass load (different Al powders) and fixed 21% O₂, 79% N₂ environment.
The reaction efficiency can be assessed comparing the experimental combustion pressures to those predicted for respective conditions by the equilibrium calculations (cf. Table 11.1). In particular, comparing the ratios $\frac{P_{\text{max}}}{P_0}$ from the CEA calculation with the same ratio obtained from the data analysis of CVE results is indicative of how efficient the combustion was. This comparison is illustrated in Fig. 11.5. Note that for the methane only case (no Al fuel), the reaction efficiency implied by the same ratio is greater than 82 %, as shown by a dashed line in Fig. 11.5.

For the environments with 21% O$_2$, the efficiency is increased with addition of CH$_4$; the effect of CH$_4$ is negligible for the environments with 40 % O$_2$. It is also noted that for the methane-free experiments with 21% O$_2$, the efficiency increases with the increase in the aluminum powder load. This trend is not maintained for the mixed O$_2$/CH$_4$ environments. The highest efficiency of 88% is observed for the case with 21% O$_2$, 6% CH$_4$, and intermediate aluminum load (5.78 g.) Except for the case of 2.89 g powder load ignited in the methane-free environments, it appears that the higher oxygen concentration results in a lower efficiency.

The results presented in Fig. 11.5 can be put in context considering the effect of the predicted equilibrium flame temperature on the assessed reaction efficiency, as shown in Fig. 11.6. The trend apparent in Fig. 11.6 shows that greater reaction efficiencies are generally attained when the predicted equilibrium flame temperatures are relatively low. Indeed, it is unreasonable to expect the flame temperatures approaching 4000 K, simply because of the tremendous radiation heat losses not considered by the equilibrium calculation. Thus, the pressure ratios shown in Figs. 11.5 and 11.6 may not represent uniformly the true combustion efficiency for the experimental conditions with very different predicted adiabatic flame temperatures. Such ratios are more accurate indicators of the combustion efficiency for the cases when the adiabatic flame temperature is attainable in experiment. For the cases when a very high adiabatic flame temperature is predicted, a different equilibrium calculation would be desired, with superficially reduced flame temperature, to obtain more useful equilibrium prediction for the combustion products and the anticipated maximum pressure.
11.5. Discussion

The double pressure peak observed for high oxygen concentrations and added methane as illustrated in Fig. 11.1 cannot be described by any simplified model for a CVE experiment and requires detailed analysis of kinetics for various reactions occurring in the system. In particular, comparison of rates of aluminum and methane combustion reactions is needed. While methane is one of the slowest reacting hydrocarbon fuels, the observation of the double pressure peak in CVE experiments may suggest that kinetic analysis of multiple reactions is also needed for accurate prediction of some of the anaerobic metal reactions in practical explosives. A simplified data processing discussed below is focused on the first rapid pressure increase observed in any experiment. The description remains meaningful with the caveat that for the experiments with O₂/CH₄ gas mixtures, the actual gas environment in which aluminum combustion occurred remains poorly defined.

**Burning velocity implied by CVE experiments**

A simplified model for the propagating premixed flame is used, with the following main assumptions:
1. The propagating flame is spherically symmetric.
2. The temperature field inside the combustion vessel (radius \( R_0 \)) can be described by two zones: a centrally located core zone with radius \( r_b \) containing burned aerosol (or combustion products) at a constant temperature \( T_b \), or flame temperature, surrounded by the second, shell-like zone representing the unburned aerosol placed between \( r_b \) and \( R_o \).

3. Combustion occurs adiabatically.

Following classic analysis [6], the model assumes a linear correlation between the mass fraction burnt and experimental pressure. It enables expressing instantaneous values of burning velocity, \( S_L \) and other flame characteristics through the measured pressure, \( P \) and rate of pressure rise, \( dP/dt \) without analyzing heat and mass transfer processes in the propagating flame. Recently, more accurate correlations between the combustion characteristics and pressure traces for constant volume explosion experiments were derived [7, 8]. However, the inaccuracies resulting from using the earlier model are small and considered to be negligible for the treatment presented here. In fact, the present treatment incurs substantially greater errors by applying a set of assumptions developed for premixed gas phase flames to the case of aluminum aerosol combustion. In particular, the flame zone is assumed to be very thin. Further, it is assumed that when the flame propagates and gas is transferred from the external unburned gas shell into the central core zone of combustion products, no changes in the number of moles of gas or in the molar mass of gas are occurring. Equilibrium calculations predicting the compositions of the combustion products show that this assumption results in an error of about 10 – 15 \% for the number of moles of gas, and thus in the related gas density and temperature. This error is considered acceptable for the simplified analysis presented here but it can be corrected in the future considering the compositions of the combustion products predicted by thermodynamic equilibrium calculations. Following the simplified model [1] the burning velocity is expressed through the rate of pressure rise, \( dP/dt \) and pressure, \( P \), as:

\[
S_L = \frac{dP}{dt} \frac{R_0}{3} \frac{\rho_0}{\rho_u} \left( \frac{1}{(P_e - P_0)} \right)^{\frac{1}{\gamma}} \left( \frac{P^\gamma}{P_e^\gamma - P_0^\gamma} \right)^{\frac{2}{3}} \tag{11.1}
\]

where \( P_0 \) is the initial pressure in the combustion vessel, \( P_e \) is the theoretically predicted maximum pressure achievable in the experiment, \( \rho_0 \) and \( \rho_u \) are densities of the flammable mixture prior to the experiment and after adiabatic compression, respectively, and \( \gamma = \frac{C_P}{C_v} \). \( C_P \) and \( C_v \) are specific heats of the unburned gas taken at the constant pressure and volume, respectively. For diatomic gases, such as N\(_2\) and O\(_2\) representing the bulk of the unburned gas mixture, \( \gamma = \frac{7}{5} \), so the value of \( \frac{7}{5} \) was used neglecting the change in \( \gamma \) due to the addition of methane. The values of \( P_e \) corresponding to different conditions are calculated using NASA CEA code by [5] (see Table 11.1). The ratio of densities of the flammable mixture before and after adiabatic compression is calculated as:

\[
\frac{\rho_0}{\rho_u} = \frac{P_0}{P} \frac{T_u}{T_0} \tag{11.2}
\]

Where the temperature of the adiabatically compressed unburned gas \( T_u \) is calculated as:

\[
T_u = T_0 \left( \frac{P}{P_0} \right)^{-\frac{\gamma - 1}{\gamma}} \tag{11.3}
\]
In order to interpret various values of the burning velocity observed during a single run, it is also interesting to track down the position of the flame front. The radius of the propagating flame can also be expressed using the measured pressure [1] as:

\[ r_b = R_0 \left[ 1 - \left( \frac{P_e - P}{P} \right) \left( \frac{P_0}{P} \right)^{1/\gamma} \right]^{1/2} \]  

(11.4)

A representative example of the burning velocity calculated for a CVE experiment is shown in Fig. 11.7. Also shown are a respective pressure trace, a trace of the rate of pressure rise, \( \frac{dP}{dt} \), and values of \( T_u \) and \( r_b \) varied during the run.

Fig. 11.7. Pressure traces and inferred characteristics of a CVE experiment. Rate of pressure rise, burning velocity, radius of the expanding flame, and the temperature of the adiabatically compressed unburned mixture are shown.

Two vertical dashed lines in Fig. 11.7 select the time period between them for which the most meaningful interpretation of the experimental results can be obtained. The first dashed line corresponds to the instant the flame radius calculated using Eq. (11.4) exceeds 2 cm, which is the size of the igniter wire. Once the flame exceeds this dimension, it can be expected that a self-
sustaining flame developed. The second vertical line marks the instant when the maximum rate of pressure rise is observed. Reduction in the rate of pressure rise in a CVE experiment suggests that a quenching effect of the vessel walls becomes significant. It is interesting that the burning velocity calculated using Eq. (11.1) is relatively stable between the vertical lines, varying from 0.3 to 0.5 m/s for this specific example. It becomes even more stable after reaching its maximum value and it decreases substantially only after \( dP/dt_{\text{max}} \) is observed. It is also interesting to note that the temperature of the adiabatically compressed unburned gas is increased by about 200 K during the experiment.

Note that use of the theoretically predicted maximum pressure achievable in the experiment in Eq. (11.1) does not take into account that part of the fuel is never combusted, so that the burning velocity obtained is somewhat underestimated. In fact, based on the comparison of the measured and predicted pressures for the case illustrated in Fig. 11.7, one concludes that the combustion completeness is less than 60. The unburned metal is compressed in a shell-like volume near the vessel wall and is likely quenched by heat losses to the wall. A small part of the powder load might also have been trapped in the powder reservoir. To account for such losses, which cannot be avoided in experiments, a higher limit for the burning velocity can be assessed using Eq. (11.1) with the \( P_e \) value replaced with the maximum experimental pressure. It is likely that the actual burning velocities are between these two limiting values.

**Thickness of the flame front**

Thickness of the flame front cannot be estimated without making an additional assumption for the characteristic particle burn time, \( \tau \). This time can be roughly assessed using one of several correlations available in the literature for aluminum particles, e.g., [9 – 11]. The flame front is defined as a layer sandwiched between the unburned mixture shell and burnt gas core, within which fuel particles are fully consumed. The unburned mixture enters the flame front with the speed \( S_L \). The flame front could be further separated on two areas: preheat zone, where the mixture temperature increases rapidly from the temperature of the unburned aerosol, \( T_u \), to the aerosol ignition temperature, \( T_i \); and combustion zone where the actual combustion of aluminum particles takes place, and where the temperature increases up to \( T_b \). Neglecting the change in mass of the gas phase passing through the flame, it is easy to see that due to the temperature driven gas expansion, the speed of aluminum particles in the frame of reference attached to the flame front, scales with the increased mixture temperature. Therefore, when temperature increases from the temperature of the unburned aerosol, \( T_u \), to an arbitrary value \( T^* \), \((T_u<T^*<T_b)\), the relative gas velocity increases from \( S_L \) to \( S^* \):

\[
S^* = S_L \frac{T^*}{T_u} \tag{11.5}
\]

Recognizing that during the particle burn time, the particle moves within the flame front from the location where the temperature equals to \( T_i \) to the location where temperature reaches \( T_b \), the average particle velocity \( (S_p) \) during its combustion can be estimated as:

\[
S_p = S_L \frac{T_i + T_b}{2T_u} \tag{11.6}
\]

Respectively, the thickness of the combustion zone (\( \delta \)) in the flame front (or the thickness of the flame) can be estimated as a product of this velocity and characteristic particle burn time, \( \tau \), as:
\[ \delta = \tau S_L \frac{T_b + T_i}{2T_u} \]  

(11.7) 

Plugging in an empirical expression for the Al particle burn time (in ms) [10], 
\[ \tau = 310 \cdot d \]  

(11.8) 

where \( d \) is the particle diameter (in mm), we obtain an estimate for the flame thickness. The characteristic ignition and combustion temperatures employed for this estimates were \( T_i = 1900 \) K and \( T_b = 3000 \) K. The ignition temperature was evaluated based on the summary of experimental data presented in ref. [12] and the combustion temperature was from recent measurements [13, 14].

The resulting flame thickness is shown in Fig. 11.8 for the experiment presented in Fig. 11.7. Note that the surface based mean diameter was used in this calculation. The vertical dashed lines mark the same instants as marked in Fig. 11.7. Because the change in \( T_u \) is minor, the changes in the estimated flame thickness directly reflect predicted changes in \( S_L \), while the value of \( \delta \) varies from 3.8 to 5.5 mm. Although it is certainly much thicker than a typical gas-phase premixed flame, this flame thickness is still substantially less than the diameter of the combustion vessel, partially justifying the thin-flame assumption required for derivation of Eqs. (11.1) and (11.4).

![Fig. 11.8. Flame thickness as a function of time. The data processed for the run presented in Fig. 11.7.](image)
Effect of gas environment and powder mass load on the burning velocity and flame thickness

Data collected for all CVE experiments were processed as illustrated in Figs. 11.7 and 11.8. Resulting burning velocities and flame thicknesses were averaged between the characteristic instants illustrated in Figs. 11.7 and 11.8 by vertical lines to obtain representative values for various CVE experiment parameters. These average values are shown in Fig. 11.9 where the error bars represent the standard deviation for the values obtained from the repeat runs.

Several interesting trends are observed from the obtained burning velocity values. For the methane-free experiments, the burning velocity increases with the increased mass load. The velocity at 21% O_2 is less than that at 40% for the lowest mass load, while this situation reverses as the mass loads increase. Note that at higher mass loads and higher oxygen concentrations, the discrepancy between the predicted in equilibrium (and used in Eq. (11.1)) maximum pressure and the actual combustion pressure observed in the experiments increases. Therefore, as explained above, the burning velocity obtained from Eq. (11.1) is more and more underestimated. Consistently correcting the maximum pressure in Eq. (11.1) would likely result in higher burning velocities at higher oxygen concentrations for all mass loads used in experiments.

For the experiments with added methane, the effect of aluminum mass load is even less pronounced. Higher burning velocities are consistently observed for higher oxygen concentration, with the most substantial difference in $S_L$ as a function of oxygen concentration observed at the mass load of 5.78 g.

Burning velocities obtained here can be compared to the flame speeds reported for similar aluminum particles elsewhere [15, 16]. Recently, a model for flame propagation in aluminum aerosol was presented and a summary of the experimental data was given in ref. [15]. For aluminum burning in air, the burning velocities were not predicted to vary substantially. Equivalence ratios in the range of 0.7-1 and were shown to produce flame speeds of 0.3 – 0.4 m/s for particles with dimensions of 5 – 7 µm, similar to the particles used in this study.
speeds in the range of 0.2-0.8 m/s, essentially matching those presented in Fig. 11.9, were measured in ref. [16] for aluminum aerosol burning in oxygen/nitrogen mixtures with oxygen concentrations varied from 10 to 60%. No comparable measurements have been reported in environments comprising the mixtures of oxygen, nitrogen, and methane.

The predicted flame thickness simply mirrors the values of the calculated $S_L$ (with a small correction due to changes in $T_u$) as evident from Eq. (11.7). The flame thickness varies from about 2.5 to 12 mm for the slowest and fastest flames, respectively. This analysis does not take into account possible variations in the particle burn time as a function of the powder load or the environment.

Heat transfer in the flame
Considering obtained values of the flame thickness and used characteristic temperatures $T_i$ and $T_b$, it becomes possible to roughly evaluate the role of various heat transfer processes in the propagating flame. Assuming the quasi-steady flame propagation and a linear temperature gradient throughout the flame zone, the conductive heat flux ($\dot{q}_C$) within the flame zone can be estimated as

$$\dot{q}_C = k \frac{T_b - T_i}{\delta}$$

(11.9)

where $k$ is the thermal conductivity of the gas mixture. Note that the heat flux determined from Eq. (9) is not equal to the conductive heat flux from the flame to unburned gas. The radiation heat flux ($\dot{q}_R$) from the developed part of the flame with temperature $T_b$ to area where metal particles ignite, with characteristic temperature $T_i$, can be estimated as

$$\dot{q}_R = \sigma \varepsilon \left( T_b^4 - T_i^4 \right)$$

(11.10)

where $\sigma$ is Stefan-Boltzmann constant and $\varepsilon$ is the effective flame emissivity. Equation (11.10) assumes that the various parts of flame zone absorb radiation as a black body.

It was observed that the conduction heat flux calculated from Eq. (11.9) is four to five orders of magnitude smaller than the right hand side of Eq. (11.10). Thus, radiation is the dominant heat transfer mechanism within the flame zone. This estimate also shows that radiation must be included in the heat transfer model for energy exchange between the flame zone and unburned mixture. Unfortunately, development of the respective heat transfer model requires assessing a number of poorly known flame characteristics, and it is outside the scope of the present article. Specifically, the emissivity of the flame is not known, but is expected to be affected substantially by aluminum mass load and by the oxidizing environment, resulting in different types of condensed products formed. Further, the thickness of the layer in which the gas temperature decreases from $T_i$ to the temperature of the unburned mixture $T_u$ is not known, and it is difficult to evaluate without taking into account both convective and radiation modes of heat transfer. Finally, the optical thickness of the preheat zone is poorly characterized, so it is unclear what portion of the flame’s emission is absorbed there and which portion penetrates further into (or through) the unburned aerosol. It is proposed that future theoretical analysis might be useful to further elucidate the heat transfer model for the burning metal aerosol.
11.6. Conclusions

A set of experiments on aluminum powder combustion in a constant volume explosion chamber showed that at increased oxygen concentrations, the kinetics of Al combustion may be faster than that of gas phase combustion of methane. This observation may be important for analysis of metal combustion at elevated pressures and/or increased partial pressures of oxidizers. In particular, it indicates that under certain conditions, a common assumption that aluminum particle combustion is a rate-limiting process in many aluminized energetic formulations should be questioned. It is suggested that future experimental studies of the flame structure in the combustion systems containing both solid metal and gaseous hydrocarbon fuels are of significant interest.

A simplified flame propagation model for CVE experiments applied for aerosolized solid fuel enables processing the experimental pressure curves to recover the burning velocity. A period of nearly constant burning velocity during the explosion is observed, validating the quasi-steady treatment of the flame propagation assumed in the model. The burning velocities measured in this work compare well with those reported earlier for similar size Al powders. Making additional assumptions regarding the particle burn time, ignition and combustion temperatures, allows one estimating the thickness of the flame front. This thickness varies from 2.5 to 12 mm and always remains much smaller than the diameter of the combustion vessel.

It is observed that addition of methane always results in reduced induction times and increased experimental pressures and rates of pressure rise for identical mass loads and oxygen concentrations. Also, adding methane results in increased burning velocities for Al aerosol for lower powder loads. This effect diminishes for higher powder mass loads (or very fuel rich conditions). The results further suggest that the adding oxygen always results in higher rates of pressure rise, shorter induction periods, and shorter aerosol combustion times.

Laminar conductive heat transfer cannot explain the experimentally observed rates of flame propagation in aluminum aerosols. Radiation heat transfer must be included in the model. In fact, radiation heat transfer may be the predominant mechanism for the energy transfer from the flame to the unburned heterogeneous mixture.
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