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ABSTRACT

We report on electrically-induced heating and mixing of multilayered nickel/aluminum (Ni/Al) laminates observed by streak camera emission spectroscopy. Past experiments probing the kinetic energy of material ejected from the reaction zone indicate that additional kinetic energy originates from Ni/Al samples, presumably from exothermic mixing between the two metals. Here we examine streak spectrographs of similar experiments to determine the presence of expected elements and their temperatures. We conducted these experiments in rough vacuum, but found the emission to be dominated by argon (Ar) and nitrogen (N) lines in addition to the expected emission of Al and Ni, which were also present. Using the spectral information of Ar, we analyzed the relative intensities of four Ar peaks between 425 and 455 nm, with respect to their expected Boltzmann distributions to yield temperatures as a function of time. These temperatures were 2.24–2.59 eV for Al samples, and 2.93–3.27 eV for both Ni and Ni/Al samples, and were within estimates based on the measured electrical energy delivered to each device. The higher Ni/Al sample temperatures seemed to validate our past measurements of increased kinetic energy and the apparent rapid exothermic mixing between Ni and Al, although Ni samples yielded surprisingly high temperatures as well. These results may be important for future nanomanufacturing techniques involving localized heating from reactive Ni/Al multilayers, where the precise control of spatial temperatures may necessitate an equally precise temporal control of the reaction.

1. Introduction

The nickel–aluminum (Ni/Al) intermetallic system is useful for a variety of reactive material applications [1], including the initiation of subsequent reactions, thermal batteries [2], and the localized heating required by many welding and joining applications [3–5]. Reaction characteristics are well studied at the normal self-heating rates of 10⁷–10⁸ K/s, where the lateral reaction propagation of the Ni/Al system is driven by heat diffusion along and between the reactive layers, leading to propagation rates as high as 10 m/s in the case of multilayered Ni/Al [1], or as high as 100 m/s for other reactive multilayered systems [6]. At these heating rates and for typical metallic or semiconducting material thermal diffusivities, the temperature rise extends roughly 10 μm into any surrounding material every microsecond. Future nanomanufacturing techniques may require more precise control of spatial temperature distributions, and one way to achieve this control is through more rapid heating rates.

We recently reported on experiments where we electrically heated microscale Ni/Al slabs at 10¹¹–10¹² K/s [7]. In these experiments, electrical current passed through 175 μm square, 2.8 μm thick structures of multilayered Ni/Al, which were covered with a polymer “flyer” layer. The structures vaporized and rapidly accelerated the flyer layer to several km/s within 50 ns, through expansion of gaseous products. We found that Ni/Al conductor layers contributed between 1.13 kJ/g and 2.26 kJ/g of additional kinetic energy to flyer velocities as compared with conductors composed only of Cu, evaluated at the same instantaneous input electrical energy levels. The similarity between this additional kinetic energy and the 1.2 kJ/g available from exothermic mixing of Ni/Al [8] suggested that the expected mixing contributed directly to increased flyer velocity. We more recently compared Ni/Al flyer velocities to those from devices composed only of Al or Ni, and found similar results [9], with the kinetic energy from Ni/Al samples exceeding that of either Al or Ni. Thus, although the kinetics of Ni/Al lateral reaction propagation should be too slow to cover any significant distance in these timescales, the electrically forced heating of an entire multilayer slab appears to lead to a similar exothermic release.
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Here we report on electrically forced heating of Ni/Al as observed by streak camera emission spectroscopy. These experiments were performed with non-reactive Ni, Al, and multilayered reactive Ni/Al samples, each without the polymer flylayer used in previously cited results. Without the flylayer, and despite the fact that experiments were performed under vacuum, emission was dominated by residual argon (Ar) and nitrogen (N). Thus, the emission was stimulated by electrical arcing through both locally vaporized metal and residual gases. Still, the relative intensities of Ar peaks and their expected Boltzmann distribution functions yielded temperature values for each sample as a function of time. The following section describes our fabrication, experimental, and temperature analysis methods in detail.

2. Methods

We fabricated devices as depicted in Fig. 1a, with the conductor layer formed of Ni, Al, or multilayered Ni/Al. The substrate in each case was quartz. For the Al samples, we sputtered 20 nm of titanium (Ti) followed by 2.7 µm of Al. The Ni samples contained a single 2.7 µm layer of sputtered Ni/Al (93 wt.% Ni, 7 wt.% V). The Ni/Al samples contained a 20 nm Ti adhesion layer, and five iterations of sputtered Ni/Al (200 nm) followed by Al (~300 nm), finishing with a sixth layer of Ni/Al (~200 nm). The total Ni/Al stack was 2.64 µm in thickness. Sputtering power was approximately 6.6 and 3.1 W/cm² for Ni/V and Al, respectively. The base pressure prior to sputtering was less than 2 × 10⁻⁶ Torr, and the sputter gas was Ar at approximately 15 mTorr.

We performed lithographic patterning using a 2-µm-thick positive photoresist layer to define the 175 µm square bridge regions, shown in Fig. 1b. A wet etch removed all exposed conductor layers except Ti (Aluminum Etchant Type A, Transene Company, Inc., Danvers, Massachusetts). An HF solution diluted 50:1 with deionized water etched the remaining Ti for those sample types containing this layer. Finally, a resist stripper removed the photoresist (PRS-3000, JT Baker Inc., Phillipsburg, New Jersey), while kapton tape masked individual device contact pads. We diced the wafers into individual samples and removed the kapton tape masking to expose device contacts.

The experiment involved a series circuit consisting of a bridge wire device, a 0.12 µF capacitor charged to 1200 V, a switch, a 5 mΩ current viewing resistor (2 ns rise time), and low inductance strip line connecting all components. Without the bridge wire device, the response of current i in the circuit was

\[ \frac{di}{dt} + \frac{R}{L} i + \frac{1}{LC} i = 0 \]  

where L and R represent the total series inductance and resistance, respectively. By fitting the response of the circuit to the solution of Eq. (1), we determined inductance and resistance values of 3.7 nH and 38 mΩ, respectively, corresponding to an undamped natural frequency of 7.6 MHz. With added damping from the insertion of a bridge wire device into the circuit, the high voltage capacitive discharge resulted in a current pulse corresponding to a half cycle at 2.35 ± 0.02 MHz, calculated from pulse widths averaging 213 ns. At this characteristic frequency, calculated skin depths were more than 40 times the thicknesses of conductors used in this study, so we assumed skin effects to be negligible.

We expected bridge resistance to be a strong function of instantaneous temperature induced by electrical current, so we monitored voltage drop with probes soldered to strip lines near the point of connection to each device. In general, the measured voltage drop \( V_m \) would be a combination of actual bridge voltage drop \( V_b \) and an impedance term resulting from any inductance in the bridge \( L_b \).

\[ V_m = V_b + L_b \frac{di}{dt} \]  

This impedance term would cause the measured voltage to artificially increase at the onset of current rise and then level off, leading to a calculated bridge resistance that would start artificially high and then decrease with rising current. Because we only observed resistances which steadily increased from the start of each current pulse, as expected from temperature rise induced by increasing current, we assumed negligible bridge inductance such that \( V_m = V_b \).

The streak spectrograph setup is shown in Fig. 2, where a plexiglass vacuum chamber held the sample and provided connections to the firing circuit described above. The chamber was pumped to approximately 10 mTorr before each test. An 85 mm, f1.4 lens focused the light into a streak camera (EG&G model L-CA-24) which was connected to a 16-bit monochrome, 4096×4096 pixel CCD camera (Spectral Instruments, 800-175).

Using the 1200 mm⁻¹ grating, we captured several streak images from 405, 532, and 655 nm laser sources, a comb generator, and a mercury arc lamp, all of which allowed us to calibrate the output of the grating and temporal resolution of the streak camera, estimate the optical resolution, and correct for some optical path inefficiencies. The usable wavelength range was approximately 140 nm at 22.05 pixels/nm, and the temporal range was 350 ns at 10.74 pixels/ns. By centering the grating at 450 nm and 532 nm over two separate experiments, we could span the wavelength range of 380 nm to 600 nm. Based on a Gaussian fit to several laser lines, we estimated the optical resolution of this setup to be 2.0 nm. Finally, although we did not have ready access to a calibrated background light source to correct for differences in detector sensitivity to different wavelengths,
we did subtract a dark current background from each image which accounted for about 0.2% of each image pixel's dynamic range. We also corrected for optical path inefficiencies along the time axis using a radial dual-Gaussian correction function that forced streak images from continuous laser sources to be constant over time. We then performed this same correction to all subsequent captured streak images.

In addition to the data gathered with the 1200 mm$^{-1}$ grating, we acquired a partial set of data using a 600 mm$^{-1}$ grating, centered at 532 nm. This setup allowed a wavelength range with each experiment of approximately 380 to 680 nm, with an optical resolution of 3.1 nm.

To investigate the apparent temperature values associated with bridge bursts, we compared the relative intensities of various peaks, each at wavelength $\lambda$, with the expected Boltzmann distribution equation. This equation yields a linear relationship between the logarithm of the peak intensity $I$ and the energy $E_i$ of the excited state associated with the peak [10].

$$\ln \left( \frac{I}{B \exp(-E_i/kT)} \right) = -\frac{E_i}{kT} + C \quad \text{(3)}$$

In Eq. (3), $g_k$ is the partition coefficient associated with the excited level, $A_{fi}$ is the transition probability, the non-subscript $k$ is Boltzmann’s constant, and $C$ is a constant associated with the ground state. The slope of this linear relationship is equal to $-1/kT$. This method relies on the assumption that emission intensities are not affected by self-absorption, which may or may not apply during the early stages of a rapidly expanding cloud of vaporized material. The method also relies on intensities being proportional to actual line radiance, and therefore generally requires detector calibration across the range of wavelengths used.

We selected four Ar lines shown in Table 1 for the Boltzmann plots, representing a 30 nm wavelength range near the center of each spectrum. We considered this range to be sufficiently small to waive the requirement for detector calibration across all wavelengths. The partition and transition parameters in Table 1 are from [11], and energy values are from [12]. Using these values and intensities from digitized streak images, we used Eq. (3) to calculate the slope from a least squares linear fit, which we calculated temperature as a function of time for each sample type.

If we were to iteratively correct the intensity of each peak for blackbody emission at the calculated temperature, the actual emission intensity at 425 nm would be 79% of that at 455 nm, according to Plank’s equation evaluated at a temperature of 3 eV. Eq. (3) shows that a factor of 0.79 on intensity would result in a $-0.23$ offset on calculated vertical axis values, which we found to affect calculated temperatures by a maximum of 3.9%. In related work investigating the emission of laser ablated Al/Teflon films, time-resolved through the use of a streak camera, the observed broadband emission was not attributed to classical blackbody radiation, because it did not change with increasing laser irradiance as would be expected [13]. Therefore, we did not attribute our emission to that of a classical blackbody source, and did not perform corrections based on Plank’s equation.

### Table 1

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>Wavelength (nm)</th>
<th>Energy of upper level (eV)</th>
<th>$g_kA_{fi}$ ($10^8$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar-II</td>
<td>427.8</td>
<td>21.35</td>
<td>0.320</td>
</tr>
<tr>
<td>Ar-II</td>
<td>431.1</td>
<td>19.61</td>
<td>2.30</td>
</tr>
<tr>
<td>Ar-I</td>
<td>451.1</td>
<td>3.028</td>
<td>0.0118</td>
</tr>
<tr>
<td>Ar-II</td>
<td>454.5</td>
<td>19.87</td>
<td>1.884</td>
</tr>
</tbody>
</table>

3. Results and discussion

#### 3.1. Spectroscopic results

Fig. 3 shows a typical streak spectrograph, obtained from a Ni/Al laminate using the 600 mm$^{-1}$ grating. The initial time of zero was defined as the point at which the average intensity across all wavelengths was half its maximum, therefore corresponding closely to the time of burst and maximum intensity. Similar to related studies of other energetic materials over longer timescales [14], a typical captured image featured an initial period of nearly broadband emission, with superimposed spectral peaks which quickly grew in intensity. Such broadband emission has been observed for other reactive, Al-based nanothermite materials [15], as well as with laser ablation of Al/Teflon films [13]. The multilayered Ni/Al samples generally exhibited an overall brightness that was higher and persisted longer than either Al or Ni samples.

Figs. 4, 5, and 6 show streak spectrographs of Al, Ni, and Al–Ni bridges at 10, 50, and 250 ns following the onset of emission, or burst, utilizing the 1200 mm$^{-1}$ grating. Although performed under vacuum, the similar emission in each case suggests elements from residual gasses in the vacuum chamber. We attributed many of the common peaks to Ar and nitrogen (N), which likely came from the surrounding atmosphere at 10 mTorr, a common pressure range at which Ar plasmas are used in microfabrication processes [16]. Given that Ar was used during the sputter deposition process, it was also possible for Ar to originate from the films themselves, which for Ni films at the sputtering conditions used can be on the order of 0.3% by atomic ratio [17].

Emission peaks indicating Al and possibly Ni were also present. Specifically, Fig. 4 shows the prominent doublet at 394.4/396.1 nm indicating vapor phase atomic Al, which was not present in the Ni samples as expected. Also labeled are Ar-I and Ar-II lines at 407.2, 413.2, 415.9, 420.1, 427.8 and 433.1 nm. The broad doublet near 450 nm was actually a combination of several possible lines: N-II at 444.7 nm, Ni-I at 447.0 nm (for Ni and Ni/Al samples only), Ar-I at 447.5 and 451.1 nm, Ar-II at 448.2 nm, and N-III at 451.1 nm. The cluster of peaks just past 460 nm was likely from Ar-II at 459 and 461, and at least five N-I and N-IV peaks were between 460.1 and 462.4 nm. Lastly, Ar-II at 498 nm is also labeled. Fig. 5 shows the same lines at 50 ns following the onset of emission. Some lines became more prominent including a clear shift in the Al sample line near 460 nm, which we have labeled Al-II at 466.7 nm. Fig. 6 at 250 ns following the onset of emission shows the best evidence of residual gas signatures, where many of the Ni sample lines clearly coincided with Al sample lines. The boxed labels in Fig. 6 indicate the four Ar lines.
that are listed in Table 1 and are used for temperature analysis in the following section.

Fig. 7 shows emission at 100 ns following the onset of emission in the wavelength range of 450 nm to 610 nm. While many of the lines in Figs. 4–6 were attributed to Ar, Fig. 7 provides clear evidence that nitrogen emission was also present, because the prominent, common peaks near 570 nm coincided best with N-II lines at 566.7, 567.6, 568, 568.6, and 571.1 nm. Therefore, although some Ar could have originated from the common deposition process used to deposit the films, residual gases in the test chamber were the most likely source for the observed N emission. Lines from Al-III at 569.6 and 572.3 nm were also present in the Al sample in Fig. 7, but less so in the Ni/Al sample. Fig. 7 also provides evidence of vapor phase Ni-I at 508.1 nm, present in both the Ni and Ni/Al sample traces.

Although several lines were observed between 450 and 550 nm, we did not attribute them to aluminum oxide, which normally occurs in processes involving highly-reactive Al and any presence of atmospheric oxygen [14,18,19]. The fact that any lines in this wavelength range were also present in the emission from Ni samples indicates that our timescales were not long enough to allow convective mixing between Al and atmospheric oxygen. Due to the multilayered nature of the Ni/Al samples, however, very little convection would be required for exothermic mixing to occur.

3.2. Temperature analysis

To calculate temperatures, Fig. 8 shows a typical linear fit of four Ar line intensities and spectroscopic parameters from Table 1, plotted according to Eq. (1). This particular plot is from a Ni/Al sample at 100 ns following burst. The R-squared value was 0.998, and the slope corresponded to a temperature of 3.07 eV, or 35,650 K. In general, the linear fit quality was quite high, with R-squared values ranging from 0.964 to 0.999. Although there were at least sixteen other significant Ar peaks between 425 and 465 nm, all except three of the four Ar lines specified were too close in wavelength to significant Al, Ni, and N lines, and our experimental setup could not resolve them. One of the four lines used, 451.1 nm, may also have been coincident with a moderately significant line from doubly ionized nitrogen. However, we used this line with spectroscopic parameters from Ar in order to include enough energy level variation to yield reasonable approximations of slope and therefore temperature. Recognizing that the intensity of this particular line may have been influenced by N emission, Fig. 8 shows that even a factor of two in intensity difference at the 3 eV level would only lead to a difference in slope of approximately 12%. Therefore, we safely assumed that the intensity of this line was primarily from Ar emission.

Fig. 9 shows temperature as a function of time predicted by the Boltzmann equation for Al, Ni, and multilayered Ni/Al samples, with data from two samples of each type in order to show typical variation from sample to sample. The temperatures were quite high, with all samples starting at 3.1–3.4 eV, and then either rising or falling to relatively constant values after 150 ns. The final temperatures at 300 ns were 2.30–2.54 eV (26,700 to 29,500 K) for Al, and 3.19–3.33 eV for both Ni/Al and surprisingly, Ni. Fig. 10 also shows temperatures calculated from experiments using the 600 mm−1 grating, where the averaging effect of lower optical resolution led to
less scatter in the data and yielded temperatures generally within 0.3 eV of the calculations using the 1200 mm$^{-1}$ grating. The intensity of emission was approximately four times brighter than with the 1200 mm$^{-1}$ grating, so the similar temperature calculations indicate that any non-linearity in detector response at higher signals was consistent over the wavelengths studied. As indicated in the caption, the higher intensities of several lines from both Al and Ni/Al samples saturated the detector at early times.

Other lines from which we could have calculated temperatures include those from N, Ni, or Al. However, the prominent N lines covered too narrow an energy range to yield good slope approximations. Similarly, the few Ni lines annotated in the figures were very close in energy levels, and except for the Ni line annotated in Fig. 7, they were not distinct from other Ar and N lines. There were several Al lines, but the only distinct ones were at 394.4 and 396.2 nm, which are at nearly identical energy levels. Using four other Al lines at 452.9, 466.7, 569.7, and 572.2 nm, which span energy levels between 13 and 20 eV, a linear fit for Al at 250 ns yielded an R-squared value of 0.41 and a temperature of 2.56 eV. This temperature was close to the temperatures shown in Figs. 9 and 10 at 250 ns, and although this level of similarity was not observed for all Al samples at all times, the fact that similar temperatures were obtained using measurements and parameters for a different element suggests that temperatures obtained through analysis of Ar spectral lines were accurate.

We also calculated energy input to each sample by integrating the product of measured current and voltage through each bridge. Fig. 11 shows the cumulative energy through each of the three samples which produced the streak spectrographs in Figs. 4-6. The point of maximum resistance for each sample occurred at $t = 0$, corresponding with the point of maximum voltage and bridge burst [20], and therefore corresponding closely with $t = 0$ in the spectroscopic and temperature plots. Assuming all energy went into heating the bridges defined by their original dimensions, 2.78 mJ, 5.57 mJ, and 4.02 mJ were required to atomize (i.e., heat, melt, and vaporize) the Al, Ni, and Ni/Al samples, respectively. As indicated by the inset of Fig. 11, the Al and Ni/Al samples were likely atomized at $t = 0$, and the Ni sample reached its atomization energy at 12.2 ns.

The cumulative energies into each sample were enough to fully ionize and generate the temperatures observed. The energy into the Al sample was enough to ionize it by 14.5 ns, and the presence of ionized Al agrees qualitatively with Figs. 4 and 5 showing the Al-II peak at 466.7 nm, present at 50 ns but not at 10 ns. The energy into the Al sample was also sufficient to doubly ionize it at 71 ns. Fig. 6 shows an Al-III peak at 453 nm, while Fig. 7 shows Al-III at 569.6 and 572.3 nm. By 300 ns, approximately 72% of the Al sample could be triply ionized with 2.4 eV/atom remaining to contribute to the temperature of 2.4 eV calculated in Figs. 9 and 10. The Ni sample reached its first ionization level at 50 ns, and by 300 ns, 76% of the sample could be doubly ionized with 3.4 eV/atom remaining to correspond to calculated temperatures at that time. Finally, the Ni/Al sample reached the first ionization energy of its Al and Ni components at 8.3 ns and 23 ns, respectively, and the second ionization energy of its
Al component by 52.3 ns. By 300 ns, 85% of the remaining Ni component could be doubly ionized leaving 3.0 eV/atom to correspond to calculated temperatures at that time. Of course, the prediction of how energy distributed between temperature and ionized species proportions is not necessarily valid, but we present these values to demonstrate that sufficient energy was supplied to each sample to generate the species observed and temperatures calculated. Plasma temperatures in the range of 1 eV up to several hundred eV are commonly calculated from electrically exploding wires and other short duration plasma discharges [21–24].

The higher temperatures of Ni/Al compared with Al may provide evidence of additional energy from exothermic mixing of Ni/Al. However, calculated Ni temperatures were actually higher than those of multilayered Ni/Al at early times, and cooled to similar levels at later times. This result was surprising given that the overall emission of Ni samples was lower than either of the Al or Ni/Al samples, but given the consistently high correlation of linear fits to the Boltzmann equation, the calculated effective temperatures appear to be accurate. It is possible that the higher calculated temperature was simply that of surrounding Ar plasma, and not the Ni itself, perhaps due to higher Ni resistivity causing more current to flow through the surrounding ionized atmosphere.

Regardless of temperature, the presence of atomic Al and Ni spectral lines indicate that atomic species of these elements were present. Although there was also evidence of singly and doubly ionized Al, there were significant levels of Al atoms excited from their ground state, suggesting that they were available to exothermically mix with Ni. To better show evidence of exothermic behavior between Ni and Al under these conditions, we plan future tests with samples covered by a flyer layer as in [7]. We expect this layer to limit the stimulation of Ar and N emission, and enhance emission from vaporized conductor materials. Although it is possible that varying amounts of Ar may be trapped in the films from the sputter deposition process, temperature estimates would better represent the films themselves instead of any surrounding atmosphere. Also, better calibration of the detector would allow quantification over a wider wavelength range, as well as allow temperature determination through alternative methods such as pyrometry. We hope to carry out these tests in the near future, but the present set of results suggests that exothermic mixing of Ni/Al is possible from rapidly heated and vaporized material.

4. Conclusions

The goal of this study was to validate past results suggesting that Ni/Al exothermic mixing can be electrically forced to occur over very short timescales. Time resolved streak spectroscopy of multilayered and single component bridges indicated that emission from multilayered Ni/Al samples exhibited an overall brightness that was higher and persisted longer than either Al or Ni control samples. The atomic Al and Ni spectral lines in these experiments indicate that atomic species of these elements were present, along with weaker lines indicating ionic species. We calculated temperatures to be in the range of 3.1–3.4 eV within the first few nanoseconds of the onset of emission, with Al samples cooling to roughly 2.46 eV after 300 ns, and Ni/Al samples remaining around 3.27 eV. Nickel samples yielded temperatures which first increased, then decreased to the same level as those of Ni/Al samples. Although these temperature levels were high, they were reasonable for localized plasma temperatures given the level of electrical energy supplied to each device.

Further testing should aim to limit the interaction of metallic sample emission and electrical arcing through residual atmospheric elements. Doing so will better isolate individual Al and Ni spectral lines, and insure that temperatures better reflect the rapidly heated metallic species. Still, results reported here support the hypothesis that Ni/Al exothermic mixing is possible from material which is electrically heated at extremely short timescales.
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