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Abstract

Convective instabilities responsible for misoriented grains in directionally solidified turbine airfoils are produced by variations in liquid-metal density with composition and temperature across the solidification zone. Here, fundamental properties of molten Ni-based alloys, required for modeling these instabilities, are calculated using ab-initio molecular dynamics simulations. Equations of state are derived from constant number-volume-temperature ensembles at 1830 and 1750 K for elemental, binary (Ni-X, X= Al, W, Re, and Ta) and ternary (Ni-Al-X, X= W, Re, and Ta) Ni alloys. Calculated molar volumes agree to within 0.6-1.8% of available measurements. Predictions are used to investigate the range of accuracy of a parametrization of molar volumes with composition and temperature based on measurements of binary alloys. Structural analysis reveals a pronounced tendency for icosahedral short-range order for Ni-W and Ni-Re alloys and the calculations provide estimates of diffusion rates and their dependence on compositions and temperature.
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The constant pressure to improve efficiency and performance of terrestrial and aero turbine engines has produced significant materials and engineering challenges. The components that see the highest temperatures, turbine airfoils, are actively cooled through internal channels and employ thermal barrier coatings that insulate the base alloy from the highest gas flow temperatures. Modern airfoils are manufactured by a directional solidification process that produces a single crystal Ni-based superalloy component with unrivaled high temperature properties. Superalloy chemistries and airfoil geometries have become increasingly complex with each generation of aero turbine engine design. While the evolving chemistry has produced significant improvements in high temperature creep resistance, the increased levels of refractory elements are also associated the formation of defects during processing. These so-called freckle defects are formed by density-driven convective instabilities in the solidification front (i.e. the mushy zone) that result in chains of small equiaxed grains. The high angle grain boundaries and compositional variations produced by these defects are known to adversely affect mechanical properties. Quantitative models for predicting the conditions leading to the formation of these defects are required for optimizing the materials processing of these materials for high performance applications.

Currently there is also a strong desire in the aerospace material and design communities to move toward a systems design approach that would enable optimization of the site specific properties of a component. The balance of material and component properties could then take advantage of variations in the processing-structure-properties relationships of the material and the site specific requirements of the part. For single-crystal Ni-based superalloys this will require a quantitative model for predicting commercial processing regimes for defect-free casting over the widest possible range of refractory metal compositions. Current theory of thermo-chemical convection in the mushy zone suggests that such instabilities occur when a Rayleigh number exceeds a critical value(1; 2; 3; 4). The Rayleigh number (R) is a measure of the ratio of the buoyancy force to the retarding frictional force in the mushy zone:

\[ R = \frac{(\Delta \rho / \rho)gKl}{\alpha v} \]  

(1)

where \( l \) is an appropriate length scale, \( K \) is the average permeability, \( g \) the acceleration produced by
gravity, $\alpha$ is the thermal diffusivity, $\nu$ is the kinematic viscosity of the fluid, and $(\Delta \rho/\bar{\rho})$, the density contrast. This last term is a measure of the variation in mass density over the mushy zone between the liquid metal near the solid-liquid dendrite interface and the cooler melt at the bottom and sides walls of the mold. Temperature gradients present during casting as well as the variations in solute concentration in the melt that develop as a consequence of equilibrium partitioning between solid and liquid phases will influence the density contrast. The mass-density difference reflects both the composition ($c$) and temperature ($T$) dependence of the liquid-base molar volume $V(c, T)$. Freckle formation is highly susceptible to variations in the permeability of the mushy zone as dictated by dendrite arm spacing as well as the density contrast. Traditional models of the Rayleigh-number criterion assume that the density gradients are aligned with solidification front and in the plane normal to the acceleration provided by gravity. These assumptions have become problematic as airfoil designs have become more complex with the introduction of cooling channels and other design features. Currently, most castings have significant heat losses through the mold that create horizontal thermal gradients and tilted solid-liquid interfaces.

Confirming mathematical models for freckle formation in specific alloy systems requires accurate assessment of the various parameters in Eq. 1. The kinematic viscosity, permeability and density gradients are difficult to measure experimentally and are not well documented for superalloys. The present work is part of a larger effort to better quantify the parameters defining this Rayleigh number. Others in our research team have estimated the permeability using fluid flow simulations of the mushy zone(5). Such calculations use realistic reconstructions of the mushy-zone dendritic structure derived from serial sectioning of decanted molds(6). Documented here are ongoing efforts to develop and validate robust models for the liquid metal densities, $\Delta \rho$, using ab-initio molecular dynamics simulations (7).

In a detailed study of superalloy liquid metal densities Mukai et al. (8; 9; 10) measured the densities of several binary liquid Ni-based alloys, and a few representative ternaries, as functions of $c$ and $T$. These data were then used to develop a model for $V(c, T)$ in superalloys(10). Because of the lack of sufficient data for multi-component systems, the model approximates the total molar volume as the sum of solute partial-molar volumes which are derived from constituent binary systems. Changes in $V(c, T)$ driven by the explicit interactions between the different chemical
species (e.g. solutes) are neglected. Also, measured density data for some key elements, such as Re, were unavailable. The partial molar volume contributions for these elements were treated as parameters to fit available data from multi-component superalloys. Nevertheless, predictions from the Mukai model produce good agreement, within a few percent, with the available experimentally measured densities of commercial superalloys.

Experimental measurements of the composition and temperature dependent densities for either model (NiAlW) or multicomponent superalloys (i.e. RENE-N4) relevant to our larger effort on freckle formation are not readily available. In the current work we use state-of-the-art ab-initio molecular dynamics simulations as a means for testing the accuracy of the Mukai model for $\rho(c, T)$ in this system. These calculations are useful as an independent test the accuracy of the Mukai parameters for elements and ranges of composition where direct measurements of liquid density are unavailable.

1. Computational Methods

In this work ab-initio molecular dynamics (AIMD) are used to compute time averaged properties of molten Ni-based alloys. The simulation method evolves ionic positions using classical Nose-Hoover dynamics yielding trajectories that sample an equilibrium distribution corresponding to an ensemble with fixed particle number, volume and temperature (i.e. NVT) with interatomic forces derived from the electronic structure approximation provided by density functional theory (DFT). The commercial DFT software vasp (Vienna ab-initio simulation package), (11; 12; 13), developed at the Institut für Materialphysik of the Universität Wien, is used to generate Hellmann-Feynman (i.e. atomic) forces required for the AIMD study.

The liquid-alloy simulations employed a 500-atom cubic supercell with periodic boundary conditions and fixed periodic lengths. AIMD calculations were performed for elemental, binary and ternary alloy compositions, twelve in all, at two simulation temperatures. The alloy compositions are tailored to the test the accuracy of the Mukai parametrization and its application to Ni-Al-W alloys used as model materials in validation experiments. The calculations also sample alloy chemistries containing refractory additions, such as Re, where experimental data is currently unavailable. Within the manuscript the composition of the simulation cells are identified by the
number of each atomic species in the calculation: Al\textsubscript{500}, Ni\textsubscript{500}, Ni\textsubscript{400}Al\textsubscript{100}, Ni\textsubscript{473}W\textsubscript{27}, Ni\textsubscript{400}W\textsubscript{100}, 
Ni\textsubscript{473}Re\textsubscript{27}, Ni\textsubscript{400}Re\textsubscript{100}, Ni\textsubscript{473}Ta\textsubscript{27}, Ni\textsubscript{400}Ta\textsubscript{100}, Ni\textsubscript{436}Al\textsubscript{50}W\textsubscript{14}, Ni\textsubscript{436}Al\textsubscript{50}Re\textsubscript{14} and Ni\textsubscript{436}Al\textsubscript{50}Ta\textsubscript{14}.

The Nosé-Hoover equations of motion were integrated using thermostat temperatures of \(T=1830\) and \(T=1750\) K. To ensure that the conserved energy in the Nosé-Hoover dynamics produce a drift in time no larger than 1 meV/atom-ps time steps (\(\Delta t\)) for the MD simulations were chosen at or below \(\Delta t=0.003\) ps. Initial configurations for the Ni\textsubscript{500} and Ni\textsubscript{400}Al\textsubscript{100} simulations were derived from snapshots of classical molecular-dynamics simulations based on classical interatomic potentials (14). For the binary and ternary alloy simulations the initial configurations were obtained by replacing Ni and Al atoms, selected at random, by the appropriate target atomic species. Different temperature simulations were then started from the same atomic configurations with different random initial velocities.

The self-consistent charge density and corresponding interatomic forces were computed at each time step to integrate the ionic trajectories. Also, relevant system properties including the pressure, energy, temperature and atomic coordinates were calculated and stored. The calculations employed a plane-wave basis set with a cutoff energy of 260 eV to represent the electronic wavefunctions and ultrasoft pseudopotentials (15; 16). For simulations of this size a single k-point (\(\Gamma\)) was more than adequate for performing accurate reciprocal-space summations. Electronic eigenvalues are occupied according to Fermi statistics with an electronic temperature equal to that for the ionic system. Also, the exchange correlation potential was approximated using a generalized-gradient approximation (PW91)(17). For each temperature and alloy composition at least three simulations were performed over a range of volumes spanning plus or minus five percent of the estimated equilibrium value. In order to obtain good statistical precision in calculated equation-of-state parameters total simulation times ranged from 5–10 ps. Correlation times were found in the range of 40-60 fs, and this was taken into account for all thermal averages and error estimates. Diffusion and liquid structure factors were calculated in order to verify that the sizes of the supercells and simulation times were of sufficient magnitude to produce realistic results.

There is also a strong interest in evaluating the efficacy of AIMD simulations to determine densities in chemically complex engineering alloys such as RENE-N4. Such calculations pose additional challenges in terms of sampling a sufficiently large configurational space and simula-
tion times to produce a reasonably accurate estimate of the liquid metal densities. In order to address these issues we have modified the current version of \textsc{vasp} (release 4.6.31) to integrate the molecular dynamics equations appropriate for a fixed number, pressure and temperature (NPT) ensemble. This approach significantly improves the efficiency of calculating equilibrium volumes, liquid metal diffusion rates and viscosities. Our approach, described briefly here, is to derive the equations for Parrinello-Rahman dynamics using two mathematically distinct methods: (deterministic) Nosé-Hoover chain thermostats for atoms and cell vectors, and Langevin thermostats with stochastic forces and pressure tensors. These techniques were then used to perform cross validation of both the integration schemes and the accuracy and self consistency of the Hellmann-Feynman forces and the stress tensor. The dynamics are constrained to eliminate center-of-mass motion and to impose irrotational deformations on the simulation cell. A further option was included to allow for restricting deformations to volumetric (shape-preserving) fluctuations. Finally, minimal changes were made to the \textsc{vasp} source code to include this new AIMD option and to accommodate the required input and output parameters. In order to validate this NPT method it is used to evaluate the dependence of molar volume on temperature, i.e. the volume thermal expansion coefficient ($\beta$), for several of the chemistries calculated assessed using the NVT method. A detailed description of the methodology will be presented in another manuscript\cite{18}.

2. Results

While the main focus of this study is the prediction of liquid metal molar volumes, the AIMD calculations also provide a means to quantify the local ordering and kinetics in the melt. Such observations are also used to establish that the simulations are of long enough duration to allow appreciable inter diffusion such that the calculated thermal averages are not biased by the choice of the initial atomic configuration. Also, the cell volume must be large enough such that positional correlations decay sufficiently over the length of the simulation box in order to produce a realistic liquid structure. These convergence requirements are considered before reviewing the calculated dependence of molar volume on composition and temperature.
Kinetics. In order to estimate the values of the diffusion kinetics in these systems the averaged mean-squared displacements for Ni, Al, W, Ta, and Re were calculated from the simulations of the pure and binary liquids. Fig. 1 shows the solvent and solute results for Ni, and binary Ni_{400}X_{100} (X=Al, W, Ta, Re) liquids at T=1830K for the lowest pressure NVT simulations for each chemistry. The slopes of the best-fit lines relating mean-square displacements and time are used to derive the estimates of the concentration-dependent tracer-diffusion constants at this temperature. Quantities in Table 1 are derived from the mean-squared displacements at three to four volumes and linear fits of diffusion constants with volume to compute the diffusion constants at equilibrium. The slope of this line also yields a measure of the activation volume at zero pressure as shown in the table. The self diffusion in Ni is in good agreement with a previous AIMD vasp study by Jakse and co-workers looking at the dynamic properties of liquid Ni(19). Working with a 108 atom supercell at 1850 K with NVT sampling they find a self diffusion of $4.4 \times 10^{-5} cm^2/sec$. The current simulations show Re and W as the slowest diffusion species, consistent with their large atomic mass and size, as compared to the other atomic species. Also, the Ni diffusion constant is lower in the Ni-X melts, relative to pure Ni, an effect which is roughly linear with solute concentration. However, this appears contrary to the fact that the average atomic volume is larger in the alloys. Further analysis (below) reveals relatively strong solute-solvent interactions in the alloy melts, an observation which is corroborated in the radial distribution and neighbor analysis.

Classical experimental measurements of self-diffusion in liquid metals, such as capillary-reservoir or diffusion couple methods, are problematic in Ni alloys due to the lack of specific radio-isotopes(20). Recently, because of interest in short range ordering in Al rich Al-Ni binaries, inelastic neutron scattering has been used to study diffusion and chemical ordering in Al-Ni melts. Using these methods Chathoth et al. measured self diffusion of $3.8 \times 10^{-5} cm^2/s$ for elemental Ni at 1795 K(21). In another related manuscript, using the same method, this group reports Ni self diffusion at 1795K in Ni-25Al (at.%) of $3.9 \times 10^{-5} cm^2/s$(22). These values are in excellent agreement with our calculated values of Ni self diffusion for elemental Ni and Ni-20Al at 1830K, $5.3(3) \times 10^{-5}$ and $3.4(4) \times 10^{-5} cm^2/s$ respectively. There is very few measurements of solute diffusion in liquid melts, however recently tracer diffusion constants have been reported for Ni-2W (at.%) (23). These experiments were performed in the temperature range of 1,755-2,022K and were
carefully designed to minimize effects of convection. The measured tracer diffusion coefficient for W, \(2.4(2) \times 10^{-5} \text{cm}^2/\text{sec}\), is again in excellent agreement with our results for a Ni\(_{473}\)W\(_{27}\) alloy at 1,830K where we find a value of \(4.2(2) \times 10^{-5} \text{cm}^2/\text{s}\).

Fig. 1 and the good statistics of the inter-diffusion constants demonstrates that significant inter-diffusion is occurring over the timescale of the AIMD simulations and that simulations of this size, run for approximately 5-7 psec, have evolved over sufficiently long times to give robust estimates of the equilibrium molar volumes. This expectation is supported by the relatively small estimated statistical uncertainties in the molar volumes quoted below. Finally, this is also supported by the results of a test performed for binary Ni-W samples, where two different initial atomic configurations were used to compute the equilibrium volume of the same chemistry. The final results were found to agree within statistical uncertainties.

Local Ordering. Fig. 2 shows the radial distribution functions, \(g_{\alpha\beta}(r)\), for each of the \((\alpha,\beta)\) pairs of species in pure Ni and binary Ni\(_{400}\)X\(_{100}\) (X=Al, W and Re) melts. All the distribution functions converge to the uncorrelated limit of unity in a distance which is less than half the diagonal distance across the simulation cell. This verifies that the cell dimensions are large enough to provide uncorrelated motion of individual and groups of atoms. The distribution functions also provide insights into the nature of chemical ordering in the melt. For example, the main peak of \(g_{\text{Ni-X}}\) is larger than the solute-solute (X-X) and solvent-solvent (Ni-Ni) pairs which suggests a preference in the melt for for chemical short-range ordering between neighbors of unlike species. Also, the average nearest-neighbor bond length for Ni-Ni and X-X bond lengths (roughly 2.59 Å) is significantly larger than for Ni-X pairs (approximately 2.485 Å). These results are consistent with a significant preference for chemical short-range ordering between Ni and X species in each of the systems considered. Information about the liquid structure beyond those given by the pair distribution function \(g(r)\) can be obtained through the so-called Common Neighbour Analysis (CNA) (24) and the Angle Probability distribution function \(P(\theta)\).

In the CNA each pair of neighbours is characterized by a triplet \(jkl\) describing the local configuration of the pair. The index \(j\) gives the number of neighbours common to both atoms in the pair, \(k\) is the number of bonds between these neighbours and \(l\) is the longest continuous chain formed by
the k bonds between common neighbours. Atoms are considered bonded (i.e. neighbours) if their separation distance falls below some critical value, typically this is taken as either the position of the first peak or the first minimum in $g(r)$. Here we choose the minimum in the $g(r)$ as the relevant criterion. Note that in a binary or multi-component alloy the minimum of the partial pair distribution function for the specific atoms involved is used. The CNA analysis has been performed for pure Ni, Ni$_{473}$Re$_{27}$ and Ni$_{473}$W$_{27}$ at a temperature of 1830 K and the results are shown in Fig. 3.

Fig. 3 shows that there is a clear preference for the formation of icosahedral short range order, with a secondary preference for bcc type order. A much lower distribution of fcc and hcp type clusters are found even though Ni is a closed packed metal in the solid state. It is worth noting that no clear effect of alloying with Re and W is visible in our data. This icosahedral short range order was postulated by Frank over 50 years ago for fcc metals (25) and was recently confirmed in experimental observations for both pure liquid Ni (26) and in Ni-Ag amorphous alloys (27). Similar results had already been found for liquid Ni by Posada-Amarillas and Garzon using a semiempirical n-body potential (28). Icosahedral ordering in liquid alloys of fcc metals is thought to be present because it maximizes the short range density of a structure (25) (while fcc-packing maximizes the long range density (29)), thus lowering the enthalpy of the system. This type of ordering cannot be found in crystals simply because it does not permit periodic filling of a 3D space (but is commonly found in quasicrystals for example). Presence of bcc type ordering is also interesting. Some simulations in simple Lennard-Jones systems (30) show that at moderate undercooling precritical nuclei have a preeminently bcc structure which partially disappear in critical nuclei.

Complimentary information about the local environment in the liquid is gained by analyzing the Angle Probability distribution function $P(\theta)$. $P(\theta)$ is defined so that $P(\theta)d\theta$ is the probability of finding a triplet of neighbours with an angle in the range $[\theta - \theta + d\theta]$. The $P(\theta)$ for the three different compositions that we analyzed are generally not geometrically perfect, even though the corresponding icosahedral and bcc short-range order is clearly demonstrated by the CNA analysis. For a perfect icosahedral or bcc cluster one expects bond angles of 120 and approximately 60 degrees. As shown in Fig. 4, the shift of the peaks in the angular distribution function to slightly lower angles reflects the distortions inherent in the local structural units. While all of the Ni-
centered data falls on the same line, the solute centered data for W and Re exhibit a splitting towards lower and higher angles respectively.

**Molar volumes.** In order to compute equilibrium molar volumes using NVT dynamics AIMD simulations were performed at each composition for a series of simulation-cell volumes where the average pressure \( P \) as a function of \( V \) was calculated. For each temperature and composition a total of three to four volumes were considered. The calculated time-averaged pressures were then used to derive an equation of state, assuming a quadratic relationship between \( P \) and \( V \). Using the derived equation of state, the equilibrium (zero-pressure) volume \( (V_0) \), bulk modulus \( (B = -V_0(dP/dV)) \) and its pressure derivative \( (B') \) were computed. An example of this approach is shown schematically in Fig. 5 for simulations of liquid Ni\(_{400}\)Al\(_{100}\) at 1830 K. The pressure is plotted, on the left-hand image, as a function of simulation time for each of the considered atomic volumes. At each volume there is an initial pressure transient, lasting for a few tenths of a ps, after which the pressure fluctuates about a well defined average value indicated by the solid line. The time scale and amplitude of these fluctuations about equilibrium were used to derive estimates of the statistical uncertainties in the calculated time-averaged pressure. The right-hand side of Fig. 5 shows the results of such analysis. The data points and error bars show the pressures and associated statistical uncertainties computed as a function of volume from the AIMD simulations. Finally, the smooth solid line connecting these data points is a least-squares quadratic fit, which yields the equilibrium values of volume \( (V_0) \) and the bulk modulus as shown in the inset. Similar results are recorded in Table 2, listing calculated equilibrium volumes for each of the twelve liquid Ni-based alloy compositions considered to date.

3. Discussion

As described in the Introduction, a primary motivation for the present work is to use AIMD simulations as a framework for developing and validating predictive models for \( \rho(c,T) \) in Ni-based superalloys. To that end listed along side the AIMD results in Table 2 are the values from the most recent parametrization of molten superalloy densities, due to Mukai et al.(10). In order to produce this parametrization Mukai measured the density of elemental Ni(8), and a wide
variety of binary Ni-X alloys. Some of these compositions correspond to those considered in this study, so comparison to these measurements provides a means to gauge the accuracy of the AIMD simulations. For elemental Ni at these temperatures the error is 1.6 and 0.8 percent for 1750 and 1830 K respectively. Using Mukai’s fits to experimental measurements for Ni-19.7Al and Ni-5.83W (at.%), the approximate compositions for the first two binaries listed in Table 2, we find average errors in the AIMD results to be below 1.8 percent. There are also several other recent measurements of liquid Ni alloy densities. Using a sessile drop method Feng and co-workers measured the density of elemental Ni and dilute solutions of W in Ni, the AIMD predictions are within 1.4 % of the elemental Ni results(31). Also, Plevachuk and coworkers have developed a non-contact technique which uses electromagnetic leviation and optical dilatometry to measure the high temperature liquid metal densities. Their recent measurements focussed on the Al rich Ni-Al alloys, however extrapolating our Ni-20Al predictions to the measured density Ni-25Al we find the AIMD prediction within 0.6 % of the measured values(32). The AIMD results for molar volumes are consistently larger than the measured values, with the exception of this non-contact method. While this trend is similar to the predictions of traditional Density Functional methods (i.e. applications of the local density approximation) for crystal lattice parameters, we note that these calculations are based on the generalized gradient approximation (PW91)(17).

For compositions in the range of the original Mukai parametrization, based on partial molar volumes, interpolations to quarternary and higher order systems are reported to have errors in the range of 2 percent. In order to illustrate the trend in the molar volume data the AIMD and Mukai results are plotted in Fig. 6. For compositions inside the range of Mukai’s experimental database the agreement between the two methods is within 2 percent, as indicated in Fig. 6 by the dotted lines. However, when the model needs to extrapolate to the AIMD sampled compositions errors can be quite large, as is the case for Ni_{400}W_{100}, Ni_{473}Ta_{27} and Ni_{400}Re_{100}. Also for the case of Ni_{400}Ta_{100}, not shown in the Fig. 6, the Mukai parametrization diverges from the AIMD result by at least 7 cm³/mole. There is also a systematic increase in the difference between the fitted and AIMD results with decreasing temperature, as indicated by the spread of data points within the 2% margin of error. As discussed below this is an indication that the two methods produce different coefficients of thermal expansion.
The ternary alloys in Table 2 can also be used to assess the accuracy of the experimental parametrization for interpolating within the sampled experimental data and the sensitivity of the approximation for predicting molar volumes for compositions outside the range of experimentally fitted data. The former case is a test of approximating the molar volume as the sum of partials molar volumes of non-interacting chemical species. For example, each of the ternary alloy compositions \( \text{Ni}_{436}\text{Al}_{50}\text{X}_{14} \) with refractory elements \((X=\text{W}, \text{Re} \text{ or } \text{Ta})\) can be represented as the average of the binary \( \text{Ni}_{400}\text{Al}_{100} \) and \( \text{Ni}_{473}\text{X}_{27} \) melts also considered here. This composition relationship is equivalent to traversing from the Ni-Al to Ni-X sides of a ternary triangle (i.e. inset in Fig. 7a). As illustrated in Fig. 7a the AIMD simulations produce molar volumes of the ternary melts that are all very well approximated (to within 0.8%) by a linear interpolation between the binary alloy values. The Mukai model is also accurate using the average of the two binaries, producing less than a 0.4% deviation from linearity for the ternary alloys containing W and Re. However, the molar volume predicted by the Mukai model for \( \text{Ni}_{473}\text{Ta}_{27} \) produces deviations from linearity of approximately 2 and 3% for the ternary and binary alloys respectively.

Fig. 7b illustrates the variation in molar volume for Ni-W and Ni-Re for solute concentrations up to 20 at.%. The AIMD results produce nearly linear behavior (though not plotted similar results are found for Ni-Ta alloys) in this range of composition. The Mukai parametrization produces significant deviations from linearity for the Ni-W alloys \((\approx 13\%)\). Surprisingly the Re predictions, which are not fit to binary data but are inferred from measurements of multicomponent alloys, show linear behavior in agreement with the AIMD results. Mukai’s predictions for the Ni-Ta alloys are not included here because the extrapolation from 4 to 20 at.% produces deviations from linearity of more than 100%. These results suggest that one of the main assumptions in the Mukai parametrization, namely that the partial molar volumes of the binary alloys can be used to interpolate molar volumes for multicomponent systems, is reasonably accurate in the Ni-Al-X \((X=\text{W}, \text{Re} \text{ or } \text{Ta})\) alloys. The AIMD results illustrate that application of the Mukai model should be restricted to the range of compositions sampled by the underlying experimental measurements.

Table 2 also shows Mukai’s prediction of the coefficient of thermal expansion, \( \beta \), and we note that for the compositions actually measured the agreement with the Mukai model are quite good. Mukai’s experimental measurements using the (modified) sessile drop method and (modified) py-
cnometric method place $\beta$ in the range of $2.0 \times 10^{-4}K^{-1}$. Previous studies using a wider variety of methods estimate $\beta$ for elemental Ni to be in the range of $1. - 1.5 \times 10^{-4}K^{-1}(20; 33)$. Also, one earlier study based on gamma ray attenuation, an experimental method for measuring liquid metal densities not influenced by surface tension or chemical contamination on the fluid surface, found the coefficient of thermal expansion for elemental liquid Ni of $9.42 \times 10^{-5}K^{-1}(34)$. The only other non-contact method density measurement technique that has been applied to the Ni alloys is the very recent work of Plevachuk et al. where using electromagnetic levitation and optical dilatometry they find a coefficient of thermal expansion of $1.2 \times 10^{-4}K^{-1}$ for Ni-25Al (at.%).

Variations in molar volume with temperature for alloys with high solute concentrations can be derived from the AIMD results using one of several methods. Liquid metal density measurements in binary Ni alloys indicate that the temperature dependence is linear so finite difference methods should be reasonably accurate. An alternative technique, based on the results of AIMD simulations at a single temperature, was used to derive the thermal expansion coefficient ($\beta$) for the temperatures and compositions listed in Table 2. For any ensemble averaged property $\langle A \rangle$ in a canonical ensemble:

$$\langle A \rangle = \frac{\sum_i A_i \exp(-E_i/k_B T)}{\sum_i \exp(-E_i/k_B T)}$$  \hspace{1cm} (2)

where $E$ is the energy of the system. Taking the derivative with temperature and using correlation notation, $[A, B] = \langle AB \rangle - \langle A \rangle \langle B \rangle$:

$$\frac{d\langle A \rangle}{dT} = \frac{\langle AE \rangle - \langle A \rangle \langle E \rangle}{k_B T^2} = \frac{[A, E]}{k_B T^2}$$  \hspace{1cm} (3)

substituting the ensembled averaged pressure for $\langle A \rangle$ gives: $d\langle P \rangle/dT = [P, E]/(k_B T^2)$. The volumetric temperature expansion coefficient can be expressed as:

$$\beta = \frac{1}{V_0} \frac{dV_0}{dT} = \frac{1}{V_0} \left. \frac{dV_0}{dP} \frac{dP}{dT} \right|_{V_0}$$  \hspace{1cm} (4)

Using the definition of the bulk modulus: $B = 1/V_0dP/dV|_{V_0}$, where, consistent with the current notation, $P$ is the system pressure as apposed to the applied pressure:

$$\beta = \left. \frac{1}{B} \frac{dP}{dT} \right|_{V_0} = \frac{[P, E]_{V_0}}{k_B T^2 B}$$  \hspace{1cm} (5)
All the quantities in the last equation are readily available for each composition and temperature sampled by the AIMD calculations and the predicted values for $\beta$ are shown in Table 2. Using the value of $\beta$ at one temperature to estimate the Molar volume at the other temperature for each table entry yields predictions with average errors of approximately 0.1%.

Comparing the values for $\beta$ to that measured by modified sessile drop and modified pycnometric methods (10) we see that the AIMD results consistently underestimate these thermal expansion coefficients. The AIMD results are in much better agreement with the results of non-contact density experiments, such as gamma ray attenuation and electromagnetic levitation/optical dilatometry techniques, though here also the computational method underestimates $\beta$ by approximately 25% for elemental Ni.

The temperature dependence of the molar volumes was studied over a wider range of temperatures using the version of vasp modified to sample NPT ensembles. The results of calculations, for elemental Ni and Ni$_{473}$W$_{27}$ at 1750, 1850, and 1950 K, are shown in Fig. 8. Within the error of the respective calculations the NVT and NPT ensembles give the same molar volumes for a given chemistry and temperature. The wider temperature range of the NPT calculations also yields values for $\beta$, as indicated in Fig. 8, that are consistent with the previous calculations.

Another measure of the self consistency between AIMD calculations and the Mukai model are the predictions for partial molar volumes in the solute dilute limit. For a binary alloy the methods of intercepts implies that the partial molar volume for a solute is $\bar{V}_{\text{solute}} = V + (1 - c)dV/dc$, where $c$ is the solute concentration. In the dilute limit as $c \to 0$ the reference volume, $V$, becomes the molar volume for pure Ni, $V_{\text{Ni}}$. The resulting estimates of the partial molar volumes at infinite dilution, $\bar{V}_{\text{solute}}^{\inf}/V_{\text{Ni}}$, calculated from the AIMD results and the Mukai parametrization are given in Table 3. Conventional thermodynamics would suggest that $\bar{V}_{\text{solute}}^{\inf}/V_{\text{Ni}}$ would be somewhat insensitive to changes in temperature ($T > T_{\text{melt}}$), and this weak dependence is observed in the raw experimental data for Ni-W (8). The Mukai model predicts large changes in partial molar volume at small solute concentrations, an effect that is particularly pronounced in Ni-Ta. such results are consistent with small errors in the second order fitting coefficients introduced in the quadratic fits to the narrow range of experimentally measured compositions. Such errors would also produce large excursions in liquid metal densities for high solute concentrations shown in Fig. 7. The AIMD results predict
very small changes with temperature of the partial molar volumes in the dilute limit. This is an area of research that warrants further study given the limited experimental data in the dilute limit.

4. Conclusion

Ab-initio molecular dynamics calculations were used to estimate the molar volume of a variety of liquid metal alloys, including both elemental Al and Ni, three Ni-X binary, and three Ni-Al-X (X = Al, W, Re, Ta) ternary alloys. The AIMD results consistently over estimate the molar volumes, typically by less than 2%, when compared to experimental measurements using methods where there is contact between the Ni liquid and a surface or containment vessel. Better agreement is found with non-contact experiments, though the available data in the range of compositions considered in this study is quite limited. Overall the molar volumes are in very good agreement with available experimental density measurements and produce self-consistent variations in molar volumes as a function of chemistry and temperature for the binary and ternary alloys considered. The AIMD results are also in reasonable agreement with numerical fits for complex molar volume chemistries that are based on the results of density measurements in binary alloys(10). However, when such models are required to extrapolate to chemistries outside the measured range of solute concentrations they do not provide an accurate assessment of liquid metal densities.

Coefficients of thermal expansion were derived from both changes in molar volume with temperature and the pressure and energy dependence at a single temperature. While the two methods produce statistically equivalent coefficients of thermal expansion, the calculated values are consistently smaller than that observed experimentally. Non-contact density measurements are in better agreement with the current AIMD results. An extension of the vasp method was implemented that allows for constant number-pressure-temperature ensembles. Applications of this method to a subset of the chemistries and temperatures studied using NVT statistics verified the derived trends in molar volumes with chemistry and temperature. Results for the two methods were found to be within statistical error of the underlying simulations.

The molecular dynamics calculations also produce a wealth of other information about the kinetics and ordering of these liquid metal alloys. Diffusion parameters were predicted for the solvent and solutes in elemental Ni and seven binary Ni-X (X=Al, Re, Ta, W) alloy compositions
and excellent agreement was found with recent diffusion measurements in Ni, Ni-Al, and Ni-W. The rapid kinetics of the AIMD simulations offer a reasonable means for estimating the diffusion coefficients in liquid metal alloys and offers an alternative to the high temperature diffusion experiments.
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Table 1: Calculated diffusion parameters (10\(^{-5}\) cm\(^2\)/s) and activation volumes for binary Ni-alloys at 1830 K. Values for D are the result of a linear fit of the diffusion parameters found for the three or more calculations used to determine the equilibrium volume. The fit produces D at zero pressure and it’s the first derivative which is used to define the activation volume, \(V_a = -k_B T d(lnD)/dP\). Errors, in parentheses, are derived using standard propagation of errors based on the statistical error estimates from the raw data.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Solvent (Ni)</th>
<th>Solute (X)</th>
<th>D(Ni)</th>
<th>V(_a)(Ni)</th>
<th>D(X)</th>
<th>V(_a)(X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni(_{500})</td>
<td>Ni</td>
<td></td>
<td>5.3(3)</td>
<td>1.3(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{473})Re(</em>{27})</td>
<td>Ni-5.4Re</td>
<td>5.0(2)</td>
<td>1.3(2)</td>
<td>3.6(4)</td>
<td>0.3(5)</td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{473})Ta(</em>{27})</td>
<td>Ni-5.4Ta</td>
<td>4.6(1)</td>
<td>1.3(2)</td>
<td>3.7(3)</td>
<td>0.5(4)</td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{473})W(</em>{27})</td>
<td>Ni-5.4W</td>
<td>4.2(2)</td>
<td>1.3(2)</td>
<td>3.6(4)</td>
<td>0.9(6)</td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{400})Al(</em>{100})</td>
<td>Ni-20Al</td>
<td>3.4(4)</td>
<td>1.2(2)</td>
<td>3.5(3)</td>
<td>2.3(4)</td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{400})Re(</em>{100})</td>
<td>Ni-20Re</td>
<td>3.2(2)</td>
<td>0.9(2)</td>
<td>2.3(2)</td>
<td>0.8(3)</td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{400})Ta(</em>{100})</td>
<td>Ni-20Ta</td>
<td>3.5(1)</td>
<td>1.2(2)</td>
<td>2.9(2)</td>
<td>0.9(4)</td>
<td></td>
</tr>
<tr>
<td>Ni(<em>{400})W(</em>{100})</td>
<td>Ni-20W</td>
<td>3.2(1)</td>
<td>1.1(2)</td>
<td>2.5(3)</td>
<td>1.1(2)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Calculated atomic volumes (cm$^3$/mole) and volumetric thermal expansion coefficients ($10^{-5}$K$^{-1}$) for molten Ni-alloys at 1750 and 1830 K. The numbers in parentheses represent estimated 95% confidence intervals on the last digit. The calculated (AIMD) results are compared with the predictions of the parametrized model due to Mukai et al. (10) For the Ni-Ta alloys Mukai fit to compositions in the dilute limit (<3.5 at%) making it inappropriate to extrapolate to high solute concentrations.

<table>
<thead>
<tr>
<th>Composition</th>
<th>T=1750 K</th>
<th>T=1830 K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AIMD</td>
<td>Mukai</td>
</tr>
<tr>
<td>Al$_{500}$</td>
<td>12.80(2)</td>
<td>12.0</td>
</tr>
<tr>
<td>Ni$_{500}$</td>
<td>7.57(1)</td>
<td>7.10</td>
</tr>
<tr>
<td>Ni$<em>{400}$Al$</em>{100}$</td>
<td>7.88(1)</td>
<td>7.33</td>
</tr>
<tr>
<td>Ni$<em>{473}$W$</em>{27}$</td>
<td>7.66(1)</td>
<td>6.61</td>
</tr>
<tr>
<td>Ni$<em>{400}$W$</em>{100}$</td>
<td>7.94(1)</td>
<td>6.38</td>
</tr>
<tr>
<td>Ni$<em>{473}$Re$</em>{27}$</td>
<td>7.65(1)</td>
<td>7.37</td>
</tr>
<tr>
<td>Ni$<em>{400}$Re$</em>{100}$</td>
<td>7.91(1)</td>
<td>6.84</td>
</tr>
<tr>
<td>Ni$<em>{473}$Ta$</em>{27}$</td>
<td>7.70(1)</td>
<td>7.28</td>
</tr>
<tr>
<td>Ni$<em>{400}$Ta$</em>{100}$</td>
<td>8.14(1)</td>
<td>10.5</td>
</tr>
<tr>
<td>Ni$<em>{436}$Al$</em>{50}$W$_{14}$</td>
<td>7.77(1)</td>
<td>7.52</td>
</tr>
<tr>
<td>Ni$<em>{436}$Al$</em>{50}$Re$_{14}$</td>
<td>7.75(1)</td>
<td>7.62</td>
</tr>
<tr>
<td>Ni$<em>{436}$Al$</em>{50}$Ta$_{14}$</td>
<td>7.79(1)</td>
<td>7.74</td>
</tr>
</tbody>
</table>

Table 3: Partial Molar Volumes at infinite dilution.

<table>
<thead>
<tr>
<th>Solute</th>
<th>PMV</th>
<th>T = 1750 K</th>
<th>T = 1850 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>$V_{\text{w}}^o/V_{\text{Ni}}$</td>
<td>1.25</td>
<td>1.55</td>
</tr>
<tr>
<td>Re</td>
<td>$V_{\text{Re}}^o/V_{\text{Ni}}$</td>
<td>1.22</td>
<td>1.08</td>
</tr>
<tr>
<td>Ta</td>
<td>$V_{\text{Ta}}^o/V_{\text{Ni}}$</td>
<td>1.38</td>
<td>2.13</td>
</tr>
</tbody>
</table>
Figure 1: Calculated AIMD mean-square displacements of solvent (left) and solute (right) species for elemental Ni and binary Ni-X (X=Al, W, Re, and Ta) alloys at 1830 K. Deviations in the "random walk" from the long-time linear diffusion relation, \(\langle |r(t) - r(0)|^2 \rangle = 6Dt\), are shown as filled areas for each species. The results shown here are from the lowest pressure simulations at these chemistries. The diffusion constants (D) in Table 1 are derived from the slopes of the mean square displacement curves at several volumes interpolated to zero pressure. Self diffusion of Ni decreases with solute additions with Al producing the smallest effect and W the largest. The relative solute diffusion in these liquid Ni-X metals follows the same trends of the respective solvent diffusion.

Figure 2: Radial distribution functions calculated from AIMD simulations for elemental Ni and binary Ni-X (X=Al, W and Re) alloys at T=1830 K. The three plots show results, from left to right, for solvent-solvent (Ni-Ni), solvent-solute (Ni-X) and solute-solute (X-X) pairs.
Figure 3: Common Neighbour Analysis of pure Ni, $Ni_{473}Re_{27}$ and $Ni_{473}W_{27}$ at 1830 K. The combined analysis shows the presence of similar short range order in the three samples, with almost no dependence on composition. Icosahedral and bcc-type ordering are found to be the most abundant.

Figure 4: Angle distribution function $P(\theta)$ at 1830 K for pure Ni, $Ni_{473}Re_{27}$ and $Ni_{473}W_{27}$. For perfect icosahedric or bcc like structures the two main peaks are expected to be around 120 and 60 degrees, in our samples distortions due to the liquid nature shift the peaks to lower values. The angle distribution for all three cases of the Ni centered data fall on essentially the same line, and there is a slight shift to lower angles for the W centered distribution relative to the rest of the data.
Figure 5: Graphic representation of the equation of state calculations for liquid metal Ni$_{400}$Al$_{100}$ alloy at 1830 K. Representative AIMD calculations of pressure as a function of simulation time for four volumes (left) with a horizontal line indicating time averaged values. The volume at these pressures, with error bars, (right) are fit to a quadratic polynomial, with results of this least squares fit shown in inset. Interpolating to the zero pressure volume produces the predicted equilibrium volume the bulk modulus and it’s derivative for a given composition and temperature. Error bars and estimated uncertainties are based on standard uncertainty analysis.
Figure 6: Comparison of molar volumes calculated with AIMD simulations and estimated using the Mukai parametrization. Data in perfect agreement would fall on the line representing a slope of one, the dashed line indicates where the two results differ by 2 percent. The outliers are compositions that fall outside the composition ranges included in the fit of the Mukai model.
Figure 7: Variation of molar volumes at 1750 K for ternary and binary alloys calculated using AIMD simulations and estimated using the Mukai parametrization. The figure on the left shows compositions spanning the ternary triangle (see inset). Results are linear in composition with deviations from linearity of less than 0.8 %. The Mukai model results for Ni$_{473}$Ta$_{27}$ are the exception producing deviations from linearity of approximately 3 %. The figure on the right shows binary Ni-X (X = W and Re) compositions up to Ni-20X at.% which is outside the range of the Mukai reference measurements. The Mukai Ni-W molar volumes show significant deviations from linearity, which is not predicted by the AIMD simulations. Similar, though far more dramatic deviations are observed for Ni-Ta alloys in this range of composition (see text).
Figure 8: The variation in molar volume with temperature for elemental Ni and Ni$_{473}$Al$_{27}$ calculated using constant number-volume-temperature and number-pressure-temperature ensembles. The coefficient of thermal expansion ($\beta = V^{-1}dV/dT$), calculated from a linear fit to each dataset, are shown adjacent to each curve. The two methods for deriving the molar volume are within numerical error of the respective calculations, producing slopes and $\beta$ that are also within numerical error.