Orthogonal persistence in operating systems has been a topic of research for a number of years. Several commercial, as well as research projects, have implemented orthogonal persistence as an essential part of their design. Amongst these we can count the Annex software system developed at DSTO. In this technical note we consider the design and implementation of persistence in Annex against the background of two other capability-based, orthogonally persistent operating systems. This background is used to highlight the approach taken by the Annex system, and the reasons why such an approach was used. The description given discusses the current Annex prototype and explores the directions persistence in Annex will take in the future as a result of lessons learned.
The Design and Implementation of Persistence in the Annex System

Executive Summary

“Persistence is the property of an object through which its existence transcends time (i.e. the object continues to exist after its creator ceases to exist) and/or space (i.e. the object's location moves from the address space in which it was created).” [Booch 1994] A software system is said to implement persistence if all its objects are persistent in the above sense. When all objects in such a system remain unaware of being persistent, the system is said to implement orthogonal persistence.

Orthogonal persistence in operating systems has been a topic of research for a number of years. Several commercial, as well as research projects, have implemented orthogonal persistence as an essential part of their design. Among these is the Annex software system developed at DSTO. In this technical note we consider the design and implementation of persistence in Annex against the background of two other capability-based, orthogonally persistent operating systems: KeyKOS and Grasshopper. This background is used to highlight the approach taken by the Annex system, and the reasons why such an approach was used. The description given discusses the current Annex prototype and explores the directions persistence in Annex will take in the future as a result of lessons learned.
Authors

Anton V. Uzunov
Command, Control, Communications Intelligence Div

Anton Uzunov received his B. Math. & Computer Science from the University of Adelaide in 2004. In mid-2006 he was awarded an Honours degree in Pure Mathematics, and later that year began to work for the Advanced Computer Capabilities group in DSTO. His research interests include distributed and object-oriented software systems, parallel computing and languages, operating system architectures and various aspects of computer security.

Duncan A. Grove
Command, Control, Communications Intelligence Div

Dr Duncan Grove graduated with first class honours in Computer Systems Engineering from the University of Adelaide in 1997, and received a PhD in Computer Science from the same institution in 2003. Following his doctoral studies he joined DSTO’s Advanced Computer Capabilities where he is Science Team Leader for the Annex long range research task, which is developing Multi Level Security devices and next generation networking technologies. His research interests span all aspects of computer and network security, including secure operating system design and implementation, secure programming languages, retrofitting COTS software into secure environments and securing 802.11 and Bluetooth wireless networks, as well as next generation IPv6 networks including Mobile IPv6, embedded computers, and parallel computing.
## Contents

1. INTRODUCTION
   1.1 Overview .................................................................................................................... 1
   1.2 Orthogonal persistence ............................................................................................ 2

2. PERSISTENCE IN KEYKOS AND GRASSHOPPER
   2.1 KeyKOS ...................................................................................................................... 3
      2.1.1 Background .............................................................................................. 3
      2.1.2 Top-level persistence design .................................................................. 3
      2.1.3 Checkpoint mechanism in KeyKOS ...................................................... 4
      2.1.4 Checkpoint reliability ............................................................................. 4
      2.1.5 EROS and CaprOS ................................................................................... 5
   2.2 Grasshopper ............................................................................................................... 5
      2.2.1 Background .............................................................................................. 5
      2.2.2 Top-level design of the persistence mechanism .................................. 5
      2.2.3 Checkpointing mechanism in Grasshopper ........................................ 6
      2.2.4 Discussion for Grasshopper ................................................................. 7

3. THE ANNEX SYSTEM
   3.1 Background ................................................................................................................ 7
   3.2 Top-level design of persistence .............................................................................. 8
   3.3 Implementation details ............................................................................................ 9
   3.4 Checkpointing mechanism ..................................................................................... 9
   3.5 Checkpoint reliability ............................................................................................ 10
   3.6 Future directions ..................................................................................................... 11
   3.7 Discussion for the current prototype of Annex ..................................................... 11
   3.8 Lessons learned and the future of the Annex persistence mechanism............ 11

4. GENERAL DISCUSSION ............................................................................................... 12

5. CONCLUSION .................................................................................................................. 13

6. ACKNOWLEDGEMENTS .............................................................................................. 14

REFERENCES .......................................................................................................................... 14
1. Introduction

Persistence in operating systems has been an active area of research in computer science since around 1970. Many systems have been created which make use of persistence in one way or another: Clouds [Dasgupta et al. 1988], MONADS [Rosenberg 1990], Grasshopper [Dearle, di Bona et al. 1993], the Walnut kernel [Castro 1996], the L3 microkernel [Liedtke 1993] and its successor L4 [Skoglund, Ceelen & Liedtke 2000], KeyKOS [Hardy 1985] and Charm [Dearle & Hulse 2000]. There is a great difference in design between these systems, and an equally great difference in their approach to persistence and its implementation. Some researchers have considered what a system implementing persistence requires [Kemikli & Erdogen 1998], or whether traditional operating system paradigms are capable of supporting the modern concepts of persistence [Dearle, Rosenberg et al. 1992] and [Dearle & Hulse 2000]. Others have simply sought to introduce persistence into their particular operating system, without regard to how it should be designed a priori. As a result of these differing approaches, some of these systems implement persistence as a fundamental part of their design, while others implement it as a layer or as an additional feature to be added on top of already existing functionality. Among these many systems which implement persistence in one form or another, we can count the Annex software system developed at DSTO. Annex is an object-capability based, distributed software system constructed to provide a secure computing environment [Grove et al. 2007], [Grove et al. in-prep]. Annex consists of a security kernel and a set of object collections which are built to run on top of an underlying host OS. The implementation of checkpointing in Annex uses an external checkpointing module (ECM), i.e. a module that is external to the system constructs of Annex, residing at the layer of the OS underlying Annex.

In this paper we will give an overview of the design and implementation of the persistence mechanism for the current Linux-based prototype of the Annex system, in light of two other capability-based operating systems: KeyKOS and Grasshopper. These two operating systems were chosen for comparison because of their unique designs and the sharp distinction these designs have between each other. The approaches to persistence of these systems are described here in enough detail to convey their general ideas and design goals, and to offer a contrast with Annex. This contrast, and the background it affords, helps to highlight the approach taken by Annex, and the reasons why such an approach was used. Finally, we explore the directions persistence in Annex will take in the future as a result of lessons learned, and consider how the persistence mechanism will alter under the new circumstances.

1.1 Overview

The outline of the paper is as follows. In Section 1.2 we distinguish between two types of systems which implement (orthogonal) persistence in some way. In Section 2 we consider the top-level design and persistence implementations of two capability-based operating systems: KeyKOS and Grasshopper. As derivatives of KeyKOS, and using a very similar approach to persistence, EROS and CaprOS are mentioned in passing. In Section 3 we consider the Annex system. As with the other systems, the top-level design is outlined first, after which the design and implementation of the persistence mechanism is discussed in greater depth. This section also explores how certain future directions in the Annex system will modify the design and implementation of its persistence mechanism. Section 4 offers a comparison and discussion of
the various approaches taken to implement persistence in the three systems, with an emphasis on Annex. A link is made with Section 1.2, giving another viewpoint on the types of systems which provide implementations of persistence. In Section 5 we conclude.

1.2 Orthogonal persistence

“Persistence is the property of an object through which its existence transcends time (i.e. the object continues to exist after its creator ceases to exist) and/or space (i.e. the object's location moves from the address space in which it was created).” [Booch 1994] A system is said to implement persistence if all its objects are persistent in the above sense. Orthogonal persistence is persistence which has been implemented so that all objects in a system remain unaware of being persistent.

Broadly speaking, we can distinguish persistent systems as being either strongly or weakly persistent. A strongly persistent system is one in which all data – whether in volatile or non-volatile storage - is treated as being persistent. From an abstract point of view, objects in a strongly persistent system no longer exist in memory, or disk etc., but in a logical persistent store [Cooper & Wise 2006], [Kemikli & Erdogen 1998], which abstracts over storage and, with respect to the user and developer, is viewed as storage independent. In such a persistent system a programmer creates applications that reference addresses in the persistent store, which naturally implies that a consistent addressing scheme must be used by the persistent system to translate addresses from the persistent store to addresses relating to the underlying storage [Dearle & Hulse 2000]. Such a system must also be able to manage the persistent object store by transparently moving data from non-volatile to volatile storage throughout the lifetime of the system. An example of such a strongly persistent system is Grasshopper [Dearle, di Bona et al. 1993].

In contrast, a weakly persistent system is one in which all objects are persistent (i.e. their existence transcends time and/or space), but which retains the characteristics of the original system, i.e. the system may still distinguish between volatile and non-volatile memory storage, perform filesystem I/O as well as standard memory addressing. This latter system need not use a persistent store, since objects still exist in memory or on disk and need not be managed in the same way as in a strongly persistent system. The objects that exist in non-persistent storage, however, are periodically or otherwise transparently transferred to persistent storage so that they transcend system shutdown/restart cycles. In this sense, a strongly persistent system is a special case of a weakly persistent system. Examples of systems implementing persistence are Annex and the L4 micro-kernel [Skoglund, Ceelen & Liedtke 2000].

In either case, to implement some form of persistence a system must have a mechanism for saving and restoring data in memory to persistent storage, e.g. disk, in a coherent way that will ensure data and system consistency. This mechanism is usually referred to as checkpointing. A system may be checkpointed at some time and restarted again later from that checkpoint. Of course, merely saving the data to persistent storage is insufficient to guarantee data consistency when the system is restarted. In addition to checkpointing, the persistence mechanism must include all necessary system support to guarantee data consistency. In the case of strongly persistent systems (using a persistent store) a checkpoint
mechanism simply has the role of saving non-persistent data to the persistent store. In the more general case of a weakly persistent system, checkpointing has the role of taking a “snapshot” of the volatile system state for restoration at some later point or in case of system failure.

2. Persistence in KeyKOS and Grasshopper

2.1 KeyKOS

2.1.1 Background

KeyKOS is an object-capability based system “originally designed to solve the security, sharing, pricing, reliability and extensibility requirements of a commercial computer service in a network environment” [Hardy 1985]. KeyKOS refers to capabilities as keys, which are the determinants of authority and access control in the system. Keys are held by objects to refer to other objects within the system.

Objects are implemented in KeyKOS via what are called domains. Domains are a process execution abstraction which contains a key-referenced address space (called the address segment) and program instructions within this address space (called the domain code). Objects may have one of the following states: running, available and waiting.

An object holding a key is able to use (invoke) the key, thereby affecting state changes on the object to which that key refers. The actual invocation of keys between objects is implemented via a message passing mechanism. The latter is realised by using a gate key, which provides the authority to send a message to a designated domain, after which that domain handles all pending messages from the calling domain. The message itself is interpreted as parameters to a subroutine, while the invocation of the (gate) key is interpreted as a subroutine call. A KeyKOS object can thus be considered as a domain, together with a set of specific keys for various functions within the system, while key invocation can be considered simply as a method call from one object to another.

2.1.2 Top-level persistence design

KeyKOS implements orthogonal persistence in that it is able to checkpoint the complete state of all applications without any knowledge or cooperation from the application programs themselves [Landau 1992]. KeyKOS persistence is handled exclusively by the kernel, which implements a persistence mechanism by taking regular system-wide checkpoints of the system state. In KeyKOS, system state is determined by its object-based architecture: objects (and hence domains) are implemented by two rudimentary system entities – pages and nodes - which in turn are implemented on top of the virtual memory system. KeyKOS saves the system-wide state by saving the state of all pages and nodes, thereby saving the state of all objects. This is done by designating certain areas on the disk – a working, checkpoint and home area - and conceptually cycling the pages and nodes between these areas as they are
swapped in and out of memory. The checkpoint mechanism is thus closely integrated with the virtual memory system.

2.1.3 Checkpoint mechanism in KeyKOS

The checkpointing mechanism in KeyKOS can be summarised as follows (following [Landau 1992]):

**Step 1: (stabilisation)**
All active entities (domains) are halted.

**Step 2: (serialisation of state)**
The corresponding pages and nodes of the system entities, including any used by the kernel, are written to the working area on disk via the paging mechanism of the virtual memory system. During this process the state of the active entities, such as the registers used, running state etc., is also saved. The role of the working area is then interchanged for the role of the checkpoint area, and vice versa. Any persistence-incompatible state in the system – such as network connections etc. - is not saved and must be restarted by other means after the system is restarted.

**Step 3: (migration of state to home area on disk)**
The relevant state – pages and nodes – which is now written on disk in the checkpoint area is moved (migrated) to the home area. Only state that has been modified since the last checkpoint is migrated. Migration is done concurrently with normal system operation.

As explained previously, the checkpointing mechanism is implemented entirely within the kernel; only a part of the migration phase utilises user-space code.

The restart mechanism uses the same approach as the checkpoint mechanism.

**Step 1: (restoration)**
When the system is restarted, the disk area currently designated as the checkpoint area is used as a swap area by the virtual memory system, from which all the relevant pages and nodes are loaded back into memory. The system is thus restarted from exactly the same memory state that it had before.

**Step 2: (stabilisation)**
Any relevant data structures are re-built after the saved state has been restored, for example, the page table inside the KeyKOS kernel.

2.1.4 Checkpoint reliability

KeyKOS enforces fault tolerance for checkpoints by data redundancy: all checkpoints are mirrored on a second disk. The reliability of the last checkpoint is thus ensured insofar as it completed successfully. Granted that the checkpoint mechanism itself generates consistent checkpoints, consistency is ensured by always allowing the migration phase of each checkpoint to complete before the next checkpoint is taken. Moreover, the kernel runs a
consistency check of all relevant data structures before checkpointing, in order for there to be greater certainty that the saved system state will be consistent. Failure recovery of checkpoints can be implemented by using older versions of pages from one of the designated areas on disk.

2.1.5 EROS and CaprOS

EROS is a capability-based operating system derived from KeyKOS, designed for high reliability and security [Shapiro 1999], [Shapiro & Hardy 2002]. EROS supports what the authors term global orthogonal persistence, i.e. orthogonal persistence that saves the entire system state to disk. As in KeyKOS, this process is intimately linked with the virtual memory system. The checkpointing mechanism consists of periodically creating a snapshot of the whole system state, and writing it using copy-on-write techniques to a disk area called the checkpoint log. When the entire snapshot has been written, data in the checkpoint log is migrated to another area on disk called the home area. The system is then notified that the checkpoint process has finished and that a new checkpoint can be taken. If the system fails, it resumes from the most recently stabilised snapshot, which is deemed consistent by virtue of its construction [Shapiro 1999]. Since EROS is derived from KeyKOS, it is unsurprising that the persistence mechanism in EROS is similar to the one used in KeyKOS [Shapiro, Farber, Smith 1996]. The most complete account of the EROS persistence mechanism is [Shapiro & Adams 2002].

EROS is the predecessor of CaprOS, another capability-based OS with similar aims. The design of the checkpoint implementation in CaprOS is based on both that of EROS and KeyKOS, with some minor differences; details can be found in [Shapiro 2008].

2.2 Grasshopper

2.2.1 Background

The Grasshopper operating system claims to provide explicit support for orthogonal persistence by virtue of its design [Dearle, di Bona et al. 1993]. Grasshopper uses several abstractions to implement both security and persistence: containers, loci and capabilities. Containers are data abstractions that can hold the code and data of an executing process or task; they have both a user-space and a kernel-space component. Loci are abstractions over execution, and can be viewed as being the context of an executing process or task within a particular container. Loci can make invocations that call into other containers, such that the loci become tied to the invoked container. Multiple loci can execute in a single container at any one time, thereby implementing a form of concurrency. Memory or, in this case, data sharing between containers is achieved via mappings from one container to another. Capabilities are the means used by Grasshopper to reference system entities (e.g. containers) and to provide a security policy.

2.2.2 Top-level design of the persistence mechanism

The Grasshopper system can be thought of as a kernel together with a set of containers and a set of loci operating in these containers. Persistence is implemented for all three of
Grasshopper's abstractions, i.e. containers, loci and capabilities, however, given that containers are Grasshopper's only data abstraction, the majority of the effort expended by the persistence mechanism concerns containers and their related data.

Containers are almost entirely managed in user-space by container managers. Container managers allow for the following operations to be defined: physical and virtual memory allocation, stable storage allocation and stabilisation of data. When data is to be checkpointed, stabilisation is not achieved by globally suspending the system (as in KeyKOS for example), but by stabilising each container independently. The system-wide consistent state (called a consistent cut) is achieved in Grasshopper by an algorithm that considers all the previous stable states of the individual containers (after the last system-wide stable state) and determines which individual-stable states are suitable to create the global stable state.

In the Grasshopper kernel, persistence is implemented only for the kernel-space components of the container, loci and capability functionalities. The kernel state to be saved thus consists of the kernel-related container and loci data, including invocation call-chain for loci, their host containers, any container mappings and the relevant capabilities. Grasshopper implements a separate kernel-level persistent store for kernel data, which is stabilised (as for containers at the user-level) independently. This store uses persistent arenas, i.e. “large-size regions that may have any number of versions created independently of each other” [Lindstrom, Dearle et al. 1995].

Grasshopper attempts to address consistency issues by using a form of consistency tracking between loci [Dearle & Hulse 2000]. The method involves keeping track of page-faults and locus dependency information so that the kernel can determine a consistent global state whenever this is required.

### 2.2.3 Checkpointing mechanism in Grasshopper

The persistence mechanism in Grasshopper is a three stage process:

**Stage 1: (causal data dependency determination)**  
The Grasshopper kernel determines certain causal dependencies between loci and their associated containers in order to create a consistent and recoverable representation of a subsection of the system.

**Stage 2: (stabilisation)**  
Container managers are asked to stabilise their data in order to create a global stable state. When the user-space data is stabilised, the kernel stabilises its own data.

**Stage 3: (serialisation)**  
The stabilised state is written to disk in the form of metadata from which the previous system state can be recovered. User-space data and kernel-space data are kept distinct throughout.
2.2.4 Discussion for Grasshopper

Although Grasshopper uses system abstractions that are uncommon to most modern operating systems, there is still a distinction between kernel-space and user-space entities. Consequently, their states have to be saved and managed separately. With respect to its handling and management of persistent data, Grasshopper takes this approach one step further and uses different mechanisms for kernel entities (kernel-space container and loci data) and user-space entities (containers via container managers).

3. The Annex System

3.1 Background

Annex is an object-capability based distributed software system that aims to provide a secure computing environment [Grove et al. 2007], [Grove et al. in-prep]. The Annex system consists of a security kernel and a set of object collections, all built to run on top of an underlying host OS (see Figure 1). Annex objects are memory separated entities that run as processes on the host OS. They provide a security separation mechanism which, when paired with capabilities for naming and access control functionality, allow the implementation of various security policies. Objects may reside on remote computer systems; inter-object communication is implemented via an RPC-based, kernel-controlled message passing mechanism. In the current implementation, this is realised via four main types of messages: object-to-object, object-to-kernel, kernel-to-object and control messages. Control messages are used as an interrupt mechanism within the message passing framework, whereas the three other message types embody the semantics of object method calls. Objects are allowed to make method calls on other objects provided that they possess a capability and the required set of method permissions on that capability (see [Grove et al. in-prep]). The security policy of the system is thus determined by the semantics of the interconnected object-capability graph.

![Figure 1: Conceptual design of the Annex system](image-url)
As in a standard object-based system, Annex objects have a unique identity, state and behaviour. Behaviour is defined by the stub-exported methods of the object. The Annex kernel keeps account of each object's scheduling, so that with respect to the kernel, objects can be classed as running – when they are running an Annex task – or idle. At system start-up all objects are required to register with the Annex kernel and are marked as being in a special registering state. After registration, objects are set to the idle state. Registration is done for the purpose of establishing the IPC links used by the underlying host OS.

With respect to the entire system, Annex is built around a micro-kernel design paradigm, with the core functionality residing in the kernel and all other non-essential functionality being delegated to Annex objects. Annex can thus be considered as a 3 layer system: the underlying host OS resides at the lowest layer; above this is the Annex kernel (or middleware); and above the kernel layer are the Annex objects, logically grouped into collections and system components.

3.2 Top-level design of persistence

Annex implements temporal persistence: i.e. all the objects can be checkpointed and restored at a later point in time. Spatial persistence is not implemented, since object-capabilities are tied to particular machine IDs, and cannot be moved or migrated to different computer systems using the Annex system. Although Annex is inherently a distributed system, at the time of writing there is only support for local, and not distributed, persistence.

The implementation of checkpointing in Annex uses an external checkpointing module (ECM), i.e. a module that is external to both the kernel and objects of the Annex system, residing at the layer of the OS underlying Annex. The task of this module is to serialise all non-persistent (but persistence-compatible) data used by Annex to persistent storage. Whenever it exists, non-persistent and persistence-incompatible data, such as open sockets for IPC, must be handled upon restoration and is not checkpointed (see later). The current prototype implementation of Annex on Linux uses the Berkeley Lab Checkpoint/Restart (BLCR) library [Duell, Hargrove, Roman 2002] as the external checkpoint module. BLCR works by serialising a process' memory space, open file descriptors and other runtime information to a file on disk or some other non-volatile storage. It should be noted that since the checkpointing module works with the memory spaces of the individual objects, as well as the memory space of the Annex kernel, it is assumed to be a trusted system component which is part of the OS underlying Annex.

In Annex objects are made up of an object layer and an object-wrapping layer providing a standard object interface to the Annex kernel. In the current prototype, persistence is handled by objects in a thin persistence layer on top of the object-wrapping layer that communicates with the checkpoint module to manage its shutdown/restart routines. The kernel also has such a persistence layer, which handles the checkpointing requests and, like the individual objects, manages the associated shutdown/restart procedures via the external checkpointing module. The delegation of all persistence-related functionality to its own dedicated layer implies that object-code can be completely unrelated to and unaware of checkpointing. Persistence can therefore be classified as being orthogonal to the system.
3.3 Implementation details

As noted previously, to implement the external checkpoint module Annex uses the BLCR library for Linux, which was originally developed for the Intel family of processors (both 32 and 64-bit versions). In order to integrate BLCR into the Annex system we undertook the task of porting BLCR to the ARM architecture. Initially this was done for the old ARM ABI, but with the advent of the newer ARM EABI we extended our ARM BLCR version to accommodate the changes. Since we also required that Annex objects have a small memory footprint, we decided to replace the standard C library on Linux with dietlibc [von Leitner], which in turn prompted a dietlibc port of BLCR.

With respect to implementation, BLCR consists of a Linux kernel-space module and a user-space library which is linked to all Annex binaries, including the Annex kernel. The Annex kernel and objects can request checkpoints via the BLCR-provided library calls, which in turn communicate with the Linux kernel-module to perform the actual checkpointing functionality. The Annex system can be restarted via Linux shell scripts using the BLCR command-line interface utilities.

3.4 Checkpointing mechanism

From the perspective of the Annex kernel, a system checkpoint is triggered either via a control message sent to the kernel externally (by an object), or via a signal from the underlying (host) operating system. Such signals occur, for example, during a machine shutdown/restart process and are sent in order to preserve the system state across power-cycles. The user can also enforce a checkpoint at any point in the system's operation. In either case, the Annex kernel initiates the checkpoint by a two phase process.

Phase 1: Stabilisation:

The whole system is required to be in a quiescent state. This is achieved by running the kernel in what is called latent mode, in which pending object-to-kernel messages are collected on the kernel's queue, while kernel-to-object messages are barred from being dispatched. A quiescent state thus ensures that no new method calls are being generated and that all objects are in an idle state prior to checkpointing.

Phase 2: Serialisation:

Once the system is quiescent, the kernel sends a control message to all Annex objects instructing them to checkpoint themselves. At this point all non-persistent and persistence-incompatible data must either be destroyed gracefully, or handled on a per-object basis: objects are allowed to individually serialise some of their own data, provided that they have a mechanism for restoring it that does not interfere with the system as a whole.

As the final step in the process, the kernel checkpoints itself using the same mechanism as the objects.
Both the objects and the kernel checkpoint themselves as processes of the underlying operating system by using the ECM, which, as noted earlier, serialises their memory spaces and related structures used by the OS underlying Annex.

The restart process is complementary:

**Phase 1: Restoration:**
The kernel is restarted, which restores the Annex kernel process to its previously running state. The kernel then calls on the checkpointing module to restore all Annex objects, one by one, which were running when the checkpoint was last taken. Any non-persistent and persistence-incompatible data is recreated on a per-object basis (i.e. each object restores its own non-checkpointed data), as on system start-up, so that when the Annex objects re-register with the kernel the system will be in a consistent state. IPC for objects is handled gracefully by the persistence layer, which calls into the object-wrapper layer and re-initialises the IPC data structures independently of any object-specific code.

**Phase 2: Stabilisation:**
Each object is waited on until it registers again with the kernel. Since the same is done upon checkpointing, we can be sure that all objects have valid checkpoints individually, such that if the restoration process by the external checkpoint module is error-free, then all objects will be restored consistently. Once all objects are initialised, the kernel resumes normal operation, delivering any queued messages not dispatched before the checkpoint was triggered.

### 3.5 Checkpoint reliability

Under the assumption that the ECM always creates consistent checkpoints, the only elements of unreliability in the Annex checkpoint mechanism are when an individual object fails to checkpoint and when the kernel itself fails to checkpoint. The first of these cases would leave the whole system open to restart failures and in an inconsistent state. Annex attempts to solve this problem by ensuring that all objects report back to the kernel to indicate that they have checkpointed successfully. If an object has failed to checkpoint, the kernel can give an indication of this. Although this is theoretically a recoverable error, in the current implementation this case is not handled, and the checkpoint must be discarded. If the kernel itself fails to checkpoint in this scheme, then the error is always unrecoverable, and in such a case an implementation of a roll-back mechanism is required to restart the system from previously created (consistent) checkpoints.

Although a small (finite) subset of the series of checkpoints created can be kept, i.e. the last N checkpoints, there is currently no management or version control of consistent checkpoints. The last checkpoint taken is the first to restart a system upon power-cycling or system failure; if a previous checkpoint is required to restart the system this must be done manually.
3.6 Future directions

Some future directions for persistence in Annex include:

1. Partial support for distributed persistence. This implies at least a greater degree of synchronisation between remote systems, as well as additional mechanisms for restoring persistence-incompatible data (e.g. network connections and associated state).

2. Support for dynamic object upgrades, whereby an object can be upgraded either without disruption to the whole system, or with additional mechanisms in place that restore normal system operation in the presence of the new object.

3.7 Discussion for the current prototype of Annex

In contrast to the preceding operating systems, Annex is (currently) implemented to run on top of another operating system, and therefore is limited by its use of an external checkpoint module. The separation between kernel and objects necessitates that the checkpointing process is twofold, treating objects and kernel as logically separate entities. The process used to checkpoint them, however, is identical since (from a design and implementation point of view) their memory space is simply serialised to non-volatile storage. Periodic checkpoints are not enforced as in the other operating systems considered, but capability for such a feature is fully compatible with Annex. Since the system reaches a quiescent state during stabilisation, there is no need to enforce copy-on-write mechanisms for the memory spaces of the various objects (as in KeyKOS [Landau 1992], CapROS [Shapiro 2008] or L4 [Skoglund, Ceelen & Liedtke 2000]). On the other hand, the necessity for a quiescent state and the delay this brings about in the system makes it inappropriate for real-time applications. This holds true for other systems whose persistence mechanism requires halting system activity during the stabilisation phase (e.g. KeyKOS). For the Annex system, however, this is not an issue for consideration, as Annex was never intended for real-time tasks.

The fact that capabilities are stored in the kernel shows a single point of failure for the security in the system – if the kernel state is not checkpointed consistently, then the security of the system can be compromised, e.g. by incorrect assignment of capabilities on system restart. The latter is true for all other capability-based systems which store the capabilities (whether as a single data structure or as multiple instances) in a single location or subsystem, e.g. systems which use the segregated capability architecture. Since all the systems considered here (i.e. KeyKOS, Grasshopper and Annex) use this architecture, checkpoint consistency is especially important, which is why each system attempts to provide some mechanism for its enforcement.

3.8 Lessons learned and the future of the Annex persistence mechanism

Sections 3.1 – 3.6 described the design and implementation of the persistence mechanism for the current Annex prototype. Since Annex is a research system, it is liable to change and what is described here can only ever be a snapshot of the current state of development of the system as a whole. Nevertheless, the experience gathered from implementing the current persistence mechanism has given valuable lessons about how it should be implemented once the system
evolves to the next stage. Below we discuss some of these changes, and what bearing they should have on the persistence mechanism.

The first difference is that the underlying host OS will be a separation kernel. In this model the Annex kernel will run as a server, with Annex objects layered on top of the micro-kernel provided abstractions. The four types of user-visible messages described in Section 3.1 will disappear, to be replaced solely by kernel controlled object to object RPC semantics. The move away from Linux also implies a different IPC mechanism, which, unlike sockets under the current implementation, will no longer be persistence-incompatible. The distinction between files and memory will also be removed; objects and memory should be the only abstractions dealing with storage. As well as the new IPC mechanism, all data in Annex should be persistence-compatible, which implies that the requirement to handle persistence-incompatible data disappears.

Despite these changes, the overall system architecture will remain conceptually identical: Annex could still be considered as a 3 layer system: with the underlying host OS residing at the lowest layer, above which is the Annex kernel, and above the Annex kernel layer the Annex objects. While the various changes will affect the implementation of the persistence mechanism itself, the fundamental design as discussed in section 3.1 - 3.3 should remain unchanged – i.e. an external checkpoint module residing at the level of the underlying host OS will be utilised to perform the actual checkpoint functionality itself.

Perhaps the greatest change to the design of the Annex persistence mechanism will be that objects will no longer have a user-visible wrapper layer. The impact of this change for persistence is that objects will no longer be responsible for calling the external checkpoint module directly via their dedicated persistence layer, but will instead have to rely on the Annex kernel to perform this function on their behalf. The control of checkpointing should thus be shifted from user-space objects to Annex kernel-space exclusively, thereby bringing the overall design rationale closer to the kernel controlled mechanisms of KeyKOS and Grasshopper.

### 4. General Discussion

In Section 1.2 we distinguished between strongly and weakly persistent systems, by saying that the former can be thought of as a specialisation of the latter. This is certainly a valid viewpoint, however, another way to view this distinction is to consider a spectrum - between generic systems which implement persistence, on the one end, and strongly persistent systems, on the other - which measures the degree of persistence ubiquity in a system. In the latter sense, and of the systems we have considered thus far, Annex lies at one extreme of this spectrum. It is a weakly persistent system, which implements persistence as a layer within its whole design; persistence does not pervade the entire system, which functions as a normal OS built on top of another. At the other end of the spectrum is Grasshopper, which is a strongly persistent system. Every object exists in a persistent store, which is managed by the Grasshopper kernel and container managers. Grasshopper is a system in which persistence pervades the whole design. The other systems considered earlier – KeyKOS, EROS and
CaprOS – lie in the middle of the spectrum. Persistence is certainly an essential part of their design, however, these systems allow for the nominal distinction between files (logically a form of non-transient data) and memory (logically a form of transient data). Underneath this view of the system, everything is implemented by pages and nodes which the kernel manages via the virtual memory system and the checkpointing mechanism. The contents of files are thus also stored in memory, and checkpointed to disk periodically.

In a system like Grasshopper, which is designed to be strongly persistent, the persistence mechanisms can be very fine-grained and lead to a very flexible but involved implementation. KeyKOS uses the virtual memory system to implement its pages and nodes, which are the fundamental system entities making up the system state. A checkpoint in KeyKOS is thus a snapshot of the state of a collection of pages and nodes. It would be either inefficient to simply checkpoint the state of higher-level entities, given that they are built exclusively from lower-level pages and nodes, or doing so would reduce again to checkpointing the pages and nodes themselves.

In contrast to all the above, Annex is constrained to run on top of an underlying operating system. The approach taken to persistence thus differs from the other systems considered. The actual checkpointing functionality is implemented in the Annex external checkpoint module, which resides at the layer of the underlying host OS. This approach allows for the characteristics of the system to be retained, namely, that objects in Annex are used and referenced from within applications and the system itself using the semantics of the underlying OS. Checkpoints simply move non-persistent data stored in the underlying OS to persistent storage, thus implementing orthogonal persistence without requiring a persistent store.

5. Conclusion

In this paper we explored the persistence mechanisms and their relation to system design in three capability based, orthogonally persistent operating systems, with an emphasis on Annex. Systems were distinguished into strongly and weakly persistent systems. Strongly persistent systems, such as Grasshopper, were seen to have persistence ubiquity, which meant that the ordinary distinction between volatile and non-volatile memory was removed. This required the use of a logical persistent store. Weakly persistent systems, on the other hand, were seen to implement persistence without the need for a persistent store, allowing for salient system characteristics (including the distinction between volatile and non-volatile memory) to be retained. The various approaches taken to implement persistence were used to highlight the approach taken by Annex, which resides on top of another operating system, and the reasons why such an approach was used. The description given discussed the current Annex prototype and explored the directions persistence in Annex will take in the future as a result of lessons learned.
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**ABSTRACT**

Orthogonal persistence in operating systems has been a topic of research for a number of years. Several commercial, as well as research projects, have implemented orthogonal persistence as an essential part of their design. Amongst these we can count the Annex software system developed at DSTO. In this technical note we consider the design and implementation of persistence in Annex against the background of two other capability-based, orthogonally persistent operating systems. This background is used to highlight the approach taken by the Annex system, and the reasons why such an approach was used. The description given discusses the current Annex prototype and explores the directions persistence in Annex will take in the future as a result of lessons learned.