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Abstract 

 
The purpose of this research was to assess the potential of dynamic network 

reconfiguration and decoys to defeat adversary network reconnaissance efforts, thereby 

improving network defense.  Specifically, this study sought to determine if the strategy 

has merit, thus warranting more resource intensive research and engineering studies.  The 

research objective was achieved through a comprehensive literature review and 

technology survey.  The key topics examined in the literature review include the network 

attack process, network defense strategies, deception, obfuscation, and the concept of 

continuous unpredictable change.  Many candidate technologies were surveyed, but only 

three, identified as high potential, were examined in detail: address hopping, honeypots 

and network telescopes.         

 

The following conclusions were reached: (a) the concept has merit and should be 

pursued further – dynamic network reconfiguration and decoys have demonstrated 

effectiveness in controlled experiments; (b) it’s achievable in the near term – the essential 

technologies are available today; and (c) extensive analysis and engineering is needed to 

determine which technologies are appropriate, how and where to integrate them into our 

networks and how to employ them most effectively. 
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DEFEATING ADVERSARY NETWORK INTELLIGENCE EFFORTS 

WITH ACTIVE CYBER DEFENSE TECHNIQUES 

 

I.  Introduction 

 

Background 
 

 
The majority of network defense activity is currently focused on defeating attacks and 

recovering from their effects.  However, the number of known vulnerabilities continues 

to rise with increasing system complexity, while exploit development time remains far 

shorter than patch development and deployment time, leaving systems increasingly 

exposed.  Acknowledged and suspected Department of Defense information system 

intrusions – Moonlight Maze, Titan Rain, etc – continue to increase while trust in our 

own systems declines.  Something more is needed.    

 

Motivation 
 

This research supports an Air Force Cyber Command (AFCYBER (P)) requirement.  

A series of internal discussions were held by AFCYBER (P) staff on the nature of 

emerging threats, changing technology, and the limitations of current network defense 

techniques.  They concluded that the static nature of our networks presents a ‘sitting 

target’ – ceding the initiative and limiting our ability to maneuver.  Adversaries are able 

to build detailed target folders, and attack with precision at the time and place of their 

choosing.  It was theorized that adding mobility and uncertainty would greatly enhance 

our network defenses, degrading (or defeating) the adversary’s Intelligence Preparation 
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of the Network Battlespace (IPB).  Dynamically changing network configurations and 

employment of decoys were recommended to achieve the desired effect. 

AFIT research support was requested to further develop the concept, assess its merit, 

and explore potential technology solutions.  Initial AFIT analysis yielded the following 

proposals:  

 Dynamically create decoys and sensors in the dark (unused) regions of our 

Internet Protocol (IP) address space.   

 Move our networks around in IP address space – either continuously or when 

directed (ex: ‘war reserve’ mode).    

 Dynamically and continually move our network elements – servers, hosts, etc 

– around the entire IP address range. 

 Combine all three use cases for greatest effect. 

This proposal is well illustrated using the defensive tactics of mobile ballistic missile 

launchers (SCUDs) as a rough analog.  An effective tactic used to avoid detection and 

destruction is periodic, unpredictable relocation of the launch sites [20: 32].  The ultimate 

objective is to preserve friendly combat power, while eroding or wasting the adversary’s 

combat power.  To succeed defenders must be able to continue effective operations, 

while attackers are unable to perform reconnaissance and effectively strike within a 

single relocation cycle.  Given sufficient resources the adversary will locate and destroy 

the sites.  However, those resources can no longer be employed elsewhere, thus the price 

of success may be higher than the adversary is willing or able to pay.   

Supplementing this tactic with decoy launch sites, both fixed and mobile, increases its 

effectiveness by forcing the adversary to examine a larger target set – potentially striking 
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incorrect targets or striking ineffectively [20: 32].  Examination of all candidates, even if 

perfunctory, is required to separate real targets from decoys.  Success or failure of the 

deception merely changes the amount of resources wasted by the adversary.  Finally, 

sensors – both fixed and mobile – provide friendly forces critical feedback on adversary 

activities and insight into their tactics, techniques and procedures.     

 

Purpose 
 

The purpose of this research project is to assess the potential effectiveness of dynamic 

network reconfiguration and decoys for network defense.  Specifically, their ability to 

hinder the adversary’s network reconnaissance process will be examined.    

 

Scope 
 

This is an initial assessment only – a review of existing research, overview of 

underlying theories, examination of several key technologies and a determination of 

merit.  A full assessment will require additional research, in-depth examination of many 

technologies, detailed engineering studies and cost-benefit analyses.  These are beyond 

the scope of this effort.   

 

Results 
 

The following conclusions were reached: (a) the AFCYBER (P) concept has merit 

and should be pursued further; (b) it’s achievable in the near term – the essential 

technologies are available today; and (c) extensive analysis and engineering is needed to 

determine which technologies are appropriate, how and where to integrate them into our 

networks and how to employ them most effectively. 
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Thesis Organization 
 

This chapter presents the motivation, purpose, scope and results for this research, and 

concludes with the document’s organization. Chapter 2 begins exploring the basis of the 

findings, providing an overview of the general network attack methodology, adversary 

exposure points in the process, and the effectiveness of obfuscation and deception – 

especially for disruption of network reconnaissance.  Chapter 3 discusses several key 

technologies supporting the AFCYBER (P) concept – address hopping, honeypots, and 

network telescopes.  Chapter 4 contains the conclusion and ideas for future research. 
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II. Defeating the Network Attack Process 

 

General Network Attack Methodology 
 

Well-resourced, risk-averse, skilled adversaries – such as nation-states and some 

state-sponsored organizations – typically attack networks in a stealthy manner to either 

capture sensitive information or disrupt normal operations.  These actions are tied to 

immediate operations and/or preparation for future conflicts.  Unlike amateurs, they are 

disciplined and generally do not attack for sport.  As professionals, they conduct 

reconnaissance, plan their operations to achieve specific goals, and prioritize their 

activities in accordance with time, budget and other resource constraints [6: 1]. 

The general approach used by professionals to attack networks is well-documented 

and understood – intelligence gathering and target identification, initial planning and 

development, network reconnaissance, follow-on planning and preparation, attack and 

damage assessment.  This process has decision points controlling when to proceed, loop 

back or terminate operations (Figure 1).  Successfully influencing adversary decision 

making at these keys points could result in action favorable to the defender [9: 28; 6: 1].    
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Figure 1: General Attack Methodology [6] 

 
 

The first step is identification and selection of a target.  Adversaries gather 

intelligence on candidates through direct observation, investigation, and by learning from 

other people or agents [19: 26].  Analysis of this information enables adversaries to 

conduct an initial cost-benefit analysis, weigh potential gains and risks, and select a 

target.  Following target selection, initial planning and preparation occurs to minimize 

risk.  Any preliminary information obtained on the target – such as organizational 

mission, staffing and key personnel, technical sophistication, partner organizations, web 

presence, etc – may shed insight into the network type, its weaknesses and the defensive 

tactics, techniques and procedures employed.  This enables mission planners to allocate 

appropriate resources and operators to select appropriate tools for the next phase – 

network reconnaissance.   
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Conducted to gather detailed technical information on the target and visualize it, 

network reconnaissance is often the most time-consuming [6: 2] due to the desire for 

stealth and certainty.  The critical first step is identification of live hosts.  Once located, 

identification of associated applications, services, and operating system type and version 

can be accomplished.  Finally, the information gathered is used to visualize the network 

architecture – network segments, routers, firewalls, production systems, etc.  Powerful, 

actively evolving tools – such as NMAP and Nessus – are freely available to support 

network reconnaissance [9: 28]. 

Intelligence gained during network reconnaissance supports critical decisions on 

whether to advance, continue preparing or withdrawal.  If the decision to proceed is 

made, the attack and damage assessment phases are entered.  Network attacks can consist 

of a wide variety of acts depending on the objective.  Examples include denial of service, 

malware installation, and information exfiltration, corruption or destruction.  Upon 

completion, the adversary assesses the results to determine if additional action is required 

or the objective has been achieved.          

 

Attacking the Methodology 
 
Like terrorist actors, network attackers are most vulnerable at two points in the attack 

process – reconnaissance and attack.  As previously noted, most network defense activity 

is focused on defeating and recovering from the attack, with comparatively little 

investment in defeating reconnaissance efforts.  However, during reconnaissance, 

adversaries are exposed to risk for a longer period of time and are often less confident 

due to lack of information.  As such, they are more susceptible to deterrence [4: 10].  By 

some estimates, 95% of an adversary’s time is spent preparing for an attack, while only 
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5% is spent actually executing it [6: 2].  Defeating or degrading network reconnaissance 

efforts – and thus preventing or weakening subsequent attacks – appears to be a low risk 

and potentially highly effective defensive tactic.     

Most network reconnaissance defense techniques attempt to hide the network behind 

screens – such as firewalls and proxy servers.  The general strategy is that if the 

adversary can’t ‘see’ the network, they can’t gather meaningful intelligence on it.  

However, these defenses are most effective against external adversaries only, while 

proximate adversaries – trusted or untrusted insiders – are generally unaffected.  Though 

other countermeasures can be deployed to cover this gap, evidence to date suggests that 

skilled persistent adversaries will obtain any information given enough time.  An 

alternative strategy is therefore to limit the useful life expectancy of the information 

through continuous unpredictable changes [3: 9].  Often considered a form of 

obfuscation, it can be implemented through dynamic network reconfiguration techniques 

and is particularly effective when employed in concert with deception measures such as 

decoys. 

 

Obfuscation 
 

The purpose of obfuscation is to confuse an adversary, increasing the effort required 

to discern protected content [21].  Many methods to obfuscate content exist, to include 

format alternation, scrambling identifiers, and reordering content.  Among its many uses, 

it’s commonly used to protect software and communications.  For example, malware 

developers use it to complicate reverse engineering – rendering software unintelligible 

but still functional [22].  Steganography – hiding secret content within innocuous open 

content – is used to create watermarks and hide messages within pictures.  While not as 
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robust as strong cryptography, obfuscation can greatly increase the effort required to 

locate and correctly interpret protected content.  

 

Deception 
 

Overview 

 
Deception has historically been a vital component of warfare.  Written around 800 

B.C, the first known treatise espousing the art of deception in warfare is Sun Tzu’s “The 

Art of War” [4: 3].  It has proven useful for four general reasons.  First, it increases 

friendly freedom of action by drawing the adversary’s focus of attention away from the 

real action being taken elsewhere.  Second, it may cause the adversary to adopt a 

disadvantageous course of action.  Third, it can help gain the element of surprise.  Fourth, 

deception can preserve friendly resources [14: 1] while confusing or overloading 

adversary intelligence capabilities [4: 11]. 

The effectiveness of deception has persisted, despite the evolution of warfare, 

because it’s fundamentally about human nature and perception, rather than technology.  

Warfare is a human activity, directed by human decision-makers.  Researchers have 

repeatedly demonstrated that people are, in general, poor at detecting deception [16].  Of 

significance to both network attackers and defenders, they’re even worse at detecting 

online deceptions [5] – as witnessed be the effectiveness of ‘social engineering’ and 

‘spear phishing’ computer attacks; and, evidence that many traditional scams are more 

effective on the Internet than in the real world [12: 29]. 

While highly effective if successful, deception is not without drawbacks.  It can be 

resource intensive and risky.  Skilled personnel, detailed planning and extensive 

intelligence support are required.  If the deception fails, these resources are wasted.  
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Unfortunately, deception may fail for a variety of reason, many not controllable – the 

target may not perceive the deceit, be unable to act, be indecisive, act in unforeseen ways, 

or discover the deception.  When planning operations, the effects expected with success 

must therefore be carefully weighed against the resources required and risks associated 

with failure [8].   

Fundamentals 
 

All deceptions stem from the ability to influence adversary observables and rely on an 

assumption of finite resources.  Deception is based on showing and hiding these 

observables [19: 28].  Observables represent what the adversary can sense through their 

Intelligence, Surveillance and Reconnaissance (ISR) assets.  With finite resources – ISR 

assets, intelligence analysts, time, money, etc – adversaries cannot be in all places at all 

times and are vulnerable to resource exhaustion.  Deception thus consists of (a) 

determining what the adversary should and shouldn’t observe, (b) creating simulations to 

induce desired observations and control the focus of attention, and (c) using concealment 

to inhibit undesired observations [4: 14].   

Effective deceptions exploit preexisting beliefs of the adversary, with expectations 

playing a key role in their susceptibility.  Large deviations from expected patterns will 

draw attention and may trigger suspicion.  Deceptions which match familiar patterns will 

likely result in the adversary following the expectations of that pattern.  If the objective is 

to draw attention to the deception, then large deviation is desirable.  If the objective is to 

avoid notice or evoke a predicable response, less observable deviation is more likely to 

succeed [4: 15].  Inadequate understanding of adversary expectations is a prime reason 

for deception failure.  
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 Per Joint Publication 3-13.4, Military Deception (2006), the ultimate objective of 

deception is to influence decision points in the adversary’s operation resulting in action, 

or inaction, favorable to the deceiver’s objectives.  Alteration of the adversary’s 

perception of the situation at key decision points may result in suboptimal course of 

action selection or termination of the entire operation [4: 3].  For this reason, deception is 

most effective if accomplished early to exploit the adversary’s unfamiliarity with the 

defender [13: 151].  Knowledge of the adversary’s motives and objectives is also 

essential [4: 19]. 

Considerations 
 

Deception planning can be complex and resource intensive – many factors must be 

considered.  Of these, secrecy, unintended consequences, counter-deception and 

deterrence have bearing on this research and merit brief discussion.  

Secrecy is a fundamental requirement for deception to be effective.  Adversaries are 

less likely to behave as desired if aware of a deception.  However, since deception is 

based both on showing and hiding, complete secrecy is undesirable.  For each deception, 

an understanding of what must be kept secret and what should be revealed is essential [4: 

15]. 

All deceptions have the potential for unintended consequences.  For example, when 

one deception solution developed to limit the effectiveness of network scanning was 

deployed for the first time, it incapacitated the defensive tools used to detect 

vulnerabilities [4: 22-23]. 

Deception can induce counter-deception by the attacker.  For instance, techniques for 

detecting Sebek – an essential component of the Honeynet Project’s honeypot 
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architecture – have been developed to defeat its concealment measures.  However, if the 

resource burden to overcome a deception is significant enough, the counter-deception 

measure may be to the deceiver’s advantage [13: 152]. 

Advertising the use of high quality deceptions could have a deterrent effect on 

potential adversaries, especially less skilled and/or poorly resourced one.  Awareness that 

high quality deceptions are in widespread use may (a) cause potential attackers to choose 

softer targets for fear they may be unable to differentiate deceptions from non-deceptions; 

and/or (b) because they believe the cost of differentiating them is unacceptable [4: 16]. 

 

Deception in Network Defense 
 

Through observation of red teaming – friendly forces posing as adversaries to assess 

defensive tactics, techniques and procedures – and penetration testing, researchers have 

reached several general conclusions on the behavior of people who use computers for 

network attack.  First, they form expectations based on experience with their tools and 

targets.  Second, they tend to trust results provided by their tools unless they deviate too 

far from expectations.  Third, they use computers primarily to automate manual processes 

and not to augment reasoning [4: 55].  Additional empirical research is necessary to 

validate these observations, but they bode well for the potential of defensive network 

deception. 

Defensive network deception is directed at the intellect and skills of the adversaries 

behind attacks, not the tools they employ.  That is, while successful deceptions cause 

systems to perform differently due to their inability to differentiate deception from 

reality, ultimately it is the adversary who must be influenced to achieve the desired 

objective [4: 32].  Network defenders thus employ deception to “mislead attackers into a 
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predictable course of action, or inaction, which can be exploited or otherwise used to 

advantage” [19: 26].  Example techniques developed include (a) altering the signature of 

a computer so an adversary’s tools identify the incorrect operating system, resulting in 

execution of an ineffective attack; and (b) simulating a vulnerable database to luring 

adversaries from production systems into an environment where their actions are 

monitored and recorded. 

Despite the potential of defensive network deception, it appears to be limited in use – 

most likely due to the aforementioned resource requirements.  Network attackers 

routinely use deception, most frequently as identity deception and concealment [13: 151].  

However, large scale use of sophisticated deceptions appears limited in network defense.  

Instead, minor deceptions – such a false system responses – appear to be the norm.  For 

example, providing non-descript responses to failed authentication attempts [19: 26].   

 

Dynamic Network Reconfiguration 
 

Based on the strategy of continuous unpredictable change, this defense operates by 

maintaining unpredictability for the attacker.  To succeed defenders must be able to 

continue operations, while attackers are unable to perform reconnaissance and execute 

effective attack within a single configuration change cycle.  Timeliness of the change is a 

key consideration – too high a rate of change may cause performance degradations, while 

too low a rate may provide attackers sufficient time to strike successfully.  Examples of 

this strategy include address hopping, unpredictable server selection, and unpredictable 

network route selection [3: 9]. 

    A form of obfuscation, address hopping is an active defense tactic that dynamically 

changes a computer’s identity with the dual objective of hiding its real identity and 
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confusing the attacker during reconnaissance [3: 6].  It has been the subject of numerous 

journal articles in the last decade – to include an English language article by Chinese 

researchers [18] – and its effectiveness has also been demonstrated in several 

experiments.  Unpredictable server selection employs a pool of servers and dynamically 

changes the server selected to answer client requests.  Unpredictable route selection 

dynamically alters the route packets take to reach their intended destination – selection is 

thus no longer based on routing efficiency.  Of the three, address hopping appears to have 

the greatest potential for obstructing network reconnaissance efforts.           
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III. Technologies of Interest 
 

 

Three technologies were identified early in this research project as highly relevant 

to the AFCYBER (P) concept and are discussed in this section – address hopping, 

honeypots and network telescopes.  Many other technologies are relevant and warrant 

investigation, but they are beyond the scope of this effort and left to follow-on research.    

   

Address Hopping 
 

Overview 
 

Address hopping – also called network address space randomization [2] and address 

obfuscation [1] – is an active defense tactic that dynamically changes a computer’s 

network identity with the dual objective of hiding its real identity and confusing the 

attacker during reconnaissance [3: 6].  It appears researchers began exploring this 

defensive tactic in earnest in the early 1990’s, concentrating on TCP/IP and Ethernet 

networks.  Sandia Labs researchers identified the following protocol fields as having the 

potential for use in the obfuscation process: (a) MAC address, (b) IP address, (c) IP Type 

of Service field, (d) TCP port, (e) TCP sequence number, (f) TCP window size, and (g) 

UDP port [9: 12].  Of these, only the host portion of the IP address, the TCP/UDP port 

number, and the MAC address were employed in the majority of literature uncovered.  

They appear to be the most effective identity information to alter dynamically, especially 

in combination.  
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In TCP/IP communications, all traffic exchanged between two parties contains a 

source and destination address pair consisting of an IP address and Port number.  

Similarly, Ethernet-based local area networks use the network card’s MAC address to 

identify source and destination points.    Port hopping continuously replaces the source 

and destination port with pseudo-randomly picked numbers.  IP hopping pseudo-

randomly changes the IP address part and MAC address hopping pseudo-randomly 

changes the MAC address.  Once altered by the address hopping software, traffic 

intercepted by attackers will reveal random addresses valid only for a small time interval.  

This enables obfuscation of the true identity of machines and services from an OSI model 

layer 2 (data link) and 3 (network) perspective; and, is sufficient to defeat many network-

level reconnaissance tools – such as NMAP [6: 2] – which rely on an accurate host 

mapping to correctly correlate port and operating system intelligence [9: 29].  To 

succeed, attackers must discover the current address pair and execute the attack within 

the current refresh cycle.  Additionally, the probability of intruder detection is increased 

since attackers risk operating against “stale” addresses and thus raising alerts [3: 6; 17: 

38].   

There are a variety of ways to implement this defense [9: 1], but most appear derived 

from Network Address Translation (NAT) or Dynamic Host Configuration Protocol 

(DHCP) technology.  The two best-documented solutions discovered in this research 

effort were Dynamic Network Address Translation (DYNAT) and Applications Which 

Participate in their Own Defense (APOD).  Both were developed under DARPA’s 

Information Assurance Program, but differ in objective.  DYNAT is a dedicated address 

hopping solutions to protect communications between network clients and servers.  
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APOD is a defensive system, centered on applications, which includes address hopping 

capabilities.  The DYNAT solution – based on NAT technology – is covered throughout 

the remainder of this report due to the thoroughness and quality of technical documents 

discovered for it.  

   

Effectiveness 
 

In 2001, DARPA conducted a series of experiments to assess the effectiveness of 

address hopping with the assistance of a red team from Sandia Labs.  DYNAT was 

employed to provide the address hopping capability [6: 3] with two- and five-minute 

remapping intervals [6: 6].  The objective was to compare attacker work load in the 

network discovery phase for both static and dynamic reconfiguration network 

architectures [6: 3]. 

 

Reduced Effectiveness of Traffic Analysis 

 
In the first series of experiments, a simulated environment was built modeling a 

deployed military unit traversing a public network to access remote resources.  A class-C 

addressing scheme was used and common services such as Domain Name System (DNS), 

e-mail, TELNET, and File Transfer Protocol (FTP) were running.  Additionally, several 

web-enabled databases containing maps, logistics data, intelligence data, and personnel 

data were running.  Users could view critical planning documents containing keywords – 

such as “weapon”, “sortie”, “target”, and “bomb” – but access was restricted with user 

ids and passwords.  Automated traffic generators were used to simulate routine traffic and 

encryption was used to prevent sniffing of clear text web traffic for the keywords.  

However, to isolate the effectiveness of address hopping alone, no Intrusion Detection 
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Systems (IDS) were used.  The adversary’s goal was to stealthily map the defender’s 

network and identify the critical servers by passively sniffing network traffic from the 

simulated public Internet [6: 3-4].  Eight experimental runs were conducted with the 

following configurations: 

 Runs 1, 2, and 3: DYNAT was disabled to baseline adversary work load on a 

static network. 

 Runs 4 and 5: DYNAT was enabled, but the adversary was given no 

intelligence on the existence or operation of the dynamic network 

reconfiguration mechanism.  This measured the effectiveness of the 

mechanism against an adversary with no prior knowledge. 

 Run 6: DYNAT was enabled and the adversary was given some intelligence 

of the defense.  This measured the effect of an adversary gaining some 

knowledge of the mechanism – the most likely scenario. 

 Run 7: DYNAT was enabled and the adversary was given full intelligence on 

the mechanism, to include the source code. This measured the effect of an 

adversary gaining full knowledge of the mechanism – a likely scenario when 

faced with a skilled, well-resource adversary. 

 Run 8: DYNAT was enabled, the adversary was given full intelligence, and 

encryption disabled to gain insight on the importance of data encryption [6: 4-

5]. 
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Figure 2: DARPA Experimental Results [6] 

 
 

The experimental results summarized in Figure 2 (above) provide strong evidence 

supporting the effectiveness of address hopping.  It did make the mapping and discovery 

efforts more difficult for the adversary.  Without knowledge of the hopping defense (runs 

4 & 5), the red team was completely unsuccessful.  Even with intelligence on the 

remapping technique (runs 6 & 7), the red team was not able to attain their objectives in a 

timely fashion.  The increased work factor was estimated in the range of 2:1 to 4:1 

overall [6: 5].    

To the casual observer, address hopping protected traffic would likely reveal little of 

interest as there are not consistent threads of communication to follow between hosts.  
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For a determined adversary, the experiments demonstrated a substantial data collection 

and subsequent analysis effort would be required to obtain useful information.  This 

would increase loiter time on the network and thus increase the risk of detection [6: 5]. 

However, in the absence of encryption, skilled adversaries armed with knowledge of 

their target would likely fair better.  Experimental Run 8 highlighted this vividly.  With 

experience gained from the previous seven experimental runs and full intelligence on the 

mechanism, the lack of encryption was devastating.  Aware of the address hopping 

defense and armed with knowledge on the target, the red team was able to quickly isolate 

the critical servers by searching the clear text traffic for the keywords.  Complete 

mapping of the network was still complicated by the address hopping defense, but 

identification of the critical servers was not [6: 5].    

 

Reduced Effectiveness of Network Scanning and Mapping 

 
In the second series of experiments, the simulation network was modified to model a 

fixed-base military network complete with Demilitarized Zone and IDS.  A class-B 

address scheme was used and DYNAT provided the address hopping capability.  Again 

the red team operated from an external network location with the objective of identifying 

the blue force critical servers.  Instead of passive sniffing and traffic analysis, the red 

team this time used NMAP – currently the most widely employed open source network 

mapping tool – to conduct active network reconnaissance [6: 8].  

As is typical for this type of tool, the scanning process begins with live host 

discovery.  NMAP sends an ACK packet to each IP address in the target address space, 

expecting a RESET packet in return from live hosts.  IP addresses are selected randomly 



30 
 

to reduce the probability of alerting an IDS.  Once a live host is identified, NMAP then 

begins the SYN scan.   In a general sweep, TCP SYN packets are sent to each port on the 

target system, again in random order.  However, the attacker can target a specific port or 

port range.  NMAP continues alternating between ACK and SYN scans until the entire 

target address space is examined [6: 8].   

The red team began by using a ‘low and slow’ approach to minimize the probability 

of detection.  The entire address space was scanned targeting only port 80 – standard port 

for the HTTP service, commonly thought of as web service – but they were unable to 

identify any live hosts.  The randomization of host IP addresses and port number pairings 

prevented NMAP from accurately mapping ports to hosts.  It’s important to note the tool 

perceived it was consistently and correctly trying port 80 over the entire address space [6: 

8], enhancing the effectiveness of the deception.  By receiving normal feedback from the 

tool – instead of an error message – the adversary was forced to remain on the network 

longer, increasing the probability of detection. 

While the red team’s network reconnaissance efforts were defeated in this time-

limited experiment, address hopping will likely not defeat well-resourced, skilled 

adversaries – such as nation-states and state-sponsored organizations – in the wild.  In 

subsequent experiments conducted by Singapore’s Defense Science Organization, 

adversaries were able to successfully map the target network.  However, the results 

further validated address hopping’s ability to increase the resources and risk required to 

obtain useful reconnaissance at a reasonable cost to defenders.  To succeed, the adversary 

was forced to use more time consuming and aggressive techniques resulting in a higher 

probability of detection [6:8 & 10; 9: 53].   
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Increased Probability of Intruder Detection 
 

Intrusion Detection Systems collect information from a variety of system and network 

sources, and then analyze it for signs of external intrusion and internal misuse.  They’re 

generally divided into two types: host-based and network-based systems.  Host-based 

IDS are typically software resident on the protected host.  They monitor for anomalies 

during user operations – such as improper file manipulations, kernel calls, or application 

access violations.  Network-based IDS (NIDS) are typically dedicated systems.  They 

monitor all network traffic, comparing it against attack ‘signatures’ – known malevolent 

activity patterns – to identify potential intruders and alert defenders.  While effective 

against unskilled attackers, these systems often prove inadequate against the stealthier 

network reconnaissance activities of skilled attackers.  These adversaries proceed slowly 

and attempt to hide in the network’s background radiation – the clutter of normal traffic – 

while performing their reconnaissance [9: 28-29]. 

However, if defenders are using address hopping, then traffic entering the network 

addressed to non-existent hosts or ports should cause suspicion.  Statistically, most 

intruder traffic will be directed to “stale”, e.g. inactive, host:port pairs, and are therefore 

easily distinguishable from legitimate traffic [6: 6].  The effectiveness of NIDS can thus 

be improved by integration with the address hopping system.  Comparison of suspect 

traffic with stored address hopping history would enable correlation with a specific target 

host.  This synergistic defense strategy was evaluated in tandem with the second series of 

DARPA experiments noted above and proved successful at increasing both the quantity 

and quality of alerts over a typical IDS [6: 8-10].  As a further step, the researchers noted 
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the suspect traffic could be also be redirected into a honeypot for covert observation and 

potential attribution [9: 29].  

 

Technical Overview 
 

The DYNAT solution is provided in this section but generalizes well to address 

hopping solutions in general.  As previously noted, address hopping solutions operate by 

obfuscating host identity information.  They can be implemented purely as software, in 

dedicated hardware or a combination of both [9: 6].  Regardless of form, addressing 

information originating from a sending client is translated prior to transmission to the 

receiver.  The receiver then reverses the translation to obtain the true host identity 

information.  The translation algorithm on both ends uses a cryptographic engine with a 

shared secret initial seed value that varies with time [6: 2].  A process control mechanism 

is also required to coordinate the encoding change timing [3: 6].   

 

Process Control Mechanisms 

 
Three general process control mechanisms are described: time base (synchronous), 

time base (polling) and packet/frame based [9: 2].  DYNAT uses time-based 

synchronization. 

Both the synchronous and polling approaches use a clock to determine when an 

encoding change is needed.  Timing must also be synchronized across all participating 

nodes – for instance by referencing a master network timing source – to ensure 

synchronized switchover.  Importantly, timing is integrated into the cryptographic key in 

the synchronous approach, whereas polling utilizes it solely to coordinate switchover 

timing.  The synchronous approach is also distributed, whereas polling uses a controller 
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node responsible for coordinating the encoding changes.  The packet/frame approaches 

uses agreement on pre-coordinated values, instead of time, to synchronize encoding 

changes.  The rate of change is based on the number of packets/frames in each start-up 

session and alterations require re-coordination [9: 2-3]. 

 

Architecture Considerations 

 
Addressing hopping devices can be integrated at a variety of locations in the network 

architecture based on the level of capability required and the need to preserve the 

functionality of other services.  While not all inclusive, five likely use cases described by 

Sandia National Labs researchers are provided as examples.  They are summarized in 

Table 1, followed by an overview of their architectures.  Design considerations, such as 

the protection afforded by placement of the hopping mechanism and its impact to 

common security devices, are also presented [9: 6-11].  

 

Table 1: Sample Address Hopping Use Cases 

USE CASE SCENARIO CONSIDERATIONS 

LAN Segment with 
Distant Server 

Servers not local; LAN segment 
with clients trusted but link to 
servers untrusted 

Router packet filtering functionality; 
Intrusion Detection Systems impact 

LAN Segment with 
Local Server 

Servers local; LAN untrusted Intrusion Detection Systems impact 

Local Router to Local 
Router 

Servers separated by directly 
connected routers; LAN segments 
trusted, but interlink untrusted 

Hopping only across router interlink 

Gateway to Gateway Servers separated by untrusted 
WAN; LAN segments trusted, but 
WAN untrusted 

Hopping only between gateways; 
VPN/Firewall impact 

LAN Segment to 
LAN Segment 

Servers separated by untrusted 
WAN; LAN segments untrusted 

Intrusion Detection Systems impact; 
VPN/Firewall impact 
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LAN Segment with Distant Server 

 

 
Figure 3: LAN Segment with Distant Server [9] 

 
 

 
Figure 4: LAN Segment with Distant Server [9] 

 

This use case describes a switched LAN segment with all client machines and the 

router running the address hopping process.  No servers are present on the local LAN  

segment.  All client/server interactions cross a routed interface leading to another local 
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LAN segment (Figure 3) or through the Internet for a remote connection to a distant 

server (Figure 4). 

The address hopping process can be integrated with the router or implemented on a 

stand-alone device.  If a stand-alone solution is employed, it must be installed after the 

router to preserve packet filtering functionality.  If a NIDS is employed it must also 

participate in the address hopping process or it will be rendered useless [9: 17]. 

 

LAN Segment with Local Server 

 

 
Figure 5: LAN Segment with Local Server [9] 

 
 

This use case is the simplest for address hopping.  Clients and servers reside on the 

same LAN segment and every host is running an address hopping process (Figure 5).  

There are no routers or gateways and all nodes are connected through switches or hubs.  

Firewall and proxy server function are unaffected by this implementation, since all 

hopping traffic is localized.  However, NIDS devices must still be integrated into the 

address hopping process to function properly [9: 17]. 
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Local Router to Local Router 

 

 
Figure 6: Local Router to Local Router [9] 

 

 

In this use case, clients and servers are located on different LAN segments connected 

via directly linked routers (Figure 6).  Neither clients nor servers host the address 

hopping mechanism.  Instead it’s integrated in the routers or with stand-alone devices at 

the routers.  This technique would be employed where the LAN segments are considered 

secure, but the interconnecting router link may be exposed to an outside or unprotected 

enterprise or campus network environment.  Similar to the first use case, to preserve 

packet filtering the address hopping mechanism must be on the router or installed on the 

interconnecting router link.  If this functionality is not used, the device can be installed 

before or after the routers with no difference.  As long as the subnet mask – used on the 

local segment to differentiate network ID and host ID – is the same one applied at the 
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router interface, the router will be able to route the network ID portion of the IP address 

[9: 16]. 

 

Gateway to Gateway 
 

 
Figure 7: Gateway to Gateway [9] 

 
 
 

 

Figure 8: Address Hopping Mechanism Placement [9] 

 
 
 

This use case is similar in architecture to the previous, but the routers in this case 

connect through an unsecure public communication medium – for example, the Internet – 

and were thus now referred to as gateways by the researchers (Figure 7).  Again the LAN 

segments are considered secure, and only end node address assignments crossing the 

unsecured public communication medium are protected. 
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If Virtual Private Network (VPN) or Firewalls systems are employed, address 

hopping must be implemented on the link between these devices (Figure 8).  VPNs 

require that each participating gateway have a static, authenticated network identity at 

each other’s node interface.  Rudimentary firewalls track state information about 

originating connections, while application-level firewalls add a proxy function.  None of 

these systems will function properly if the network information needed is continuously 

being changed [9: 16]. 

 

LAN Segment to LAN Segment 
 
 

 
Figure 9: LAN Segment to LAN Segment [9] 

 
 

This final use case is the most complex to implement.  As in the previous use case, 

gateways are connected via an unsecure public communication medium.  However, the 

LAN segments are also deemed unsecure and thus address hopping is employed on all 

local hosts as well (Figure 9).   
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NIDS integration with the address hopping mechanism is once again necessary.  

Additionally, the VPN and firewall architectural requirement of the previous two use 

cases remain.  A clear technical solution wasn’t provided for this use case.  However, it is 

assumed that to avoid disruption of firewall and VPN capabilities, address obfuscation 

implemented at the host-level is reversed prior to passing outbound through these devices 

and then reapplied.  At the receiving end translation again occurs prior to these devices as 

per the previous use case [9: 17]. 

 

Integration with Encryption Services 
 

As noted earlier, address hopping and encryption are mutually supporting defense 

technologies.  Internet Protocol Security (IPSec) in particular is an attractive companion 

to IP/port address hopping due to its flexibility, cryptographic strength and ease of 

employment.  IPSec was designed to encrypt and authenticate TCP/IP communications 

without requiring special application modifications – as with the Secure Sockets Layer 

solution.  Originally designed as an integral component of Internet Protocol Version 6 

(IPv6), it has since been implemented in IPv4 as well.   

Two operating modes are provided, tunnel and transport.  In transport mode, 

communication can be controlled and protected at the port and protocol level.  In tunnel 

mode, all communication between gateways is encapsulated and protected.  Transport 

mode offers greater access control granularity, but creates a higher administrative burden 

which must considered before mode selection.  Additionally, if authentication is used it 

can’t be used with address hopping as this invalidates the authentication hash value.  

Tunnel mode is most frequently employed to protect traffic between gateways.  It 

provides greater anonymity, and resistance to both network mapping and traffic analysis, 
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since all traffic is encapsulated and encrypted with only the gateway IP addresses visible 

within the protected communication stream.        

While there is overlap in the protection services they provide – access control, 

network scanning resistance, anonymity, and traffic analysis resistance [9: 21-23] – 

combined they can provide a stronger defense.  The interaction between address hopping 

and IPSec can occur as both: (a) Address Hopping over IPSec, and (b) IPSec over 

Address Hopping [9: 21-23].  Of the two, the second appears the better combination.   

In both combinations, researchers found that IPSec’s ability to hide payload and 

header information through encryption increased the anonymity and traffic analysis 

resistance provided by address hopping.  However, in the first combination IPSec’s 

security association and key management features reveal identity information, thus 

compromising the anonymity and traffic analysis resistance [9: 27].     

 

Performance and Interoperability Considerations 
 

Security technologies and practices often introduce measurable degree of hindrance 

or degradation [9: 12], and address hopping isn’t an exception.  A detailed cost-benefit 

analysis should be conducted for every potential fielding.  Despite its defense 

capabilities, address hopping may not be appropriate for all situations as it can interfere 

with numerous applications and may degrade network performance.   

 
 
 

Network Performance Degradation 

 
Serious degradation can occur when MAC address hopping is employed due to the 

increased number of Address Resolution Protocol (ARP) messages generated and the 
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memory limitation of Ethernet switches.  All hosts on a network segment have a unique 

MAC address, which is tied to the connecting port on its servicing Ethernet switch.  Each 

switch maintains a table mapping the source MAC address of each Ethernet frame 

received and its associated port.  This mapping allows the switch to direct Ethernet 

frames to their proper destination [9: 12-13].   

When MAC address hopping is employed, an ARP message is generated each time 

the address is changed so the servicing Ethernet switch can update its table and distant 

hosts can update their ARP caches.  This process produces a three-fold performance hit: 

(a) All hosts must process the ARP message, (b) additional entries are added into the 

Ethernet switch tables, and (c) valuable port and bandwidth resources are consumed.  The 

overall performance impact on the network depends on the change rate and number of 

participating hosts.  Critically, some Ethernet switches lock up when their available table 

memory is exceeded [9: 13-14], resulting in a self-imposed denial of service.  However, 

including switches in the hopping architecture and/or increasing their memory capacity 

are potential solutions worth exploring. 

 

Application Interoperability Issues 

 
Unless specifically designed to account for them, address hopping mechanisms can 

cause numerous application interoperability issues when transmitting or receiving data 

from outside a local segment [9: 15].  For instance, applications that contain IP address 

and port information in the data payload will not function correctly.  This happens 

because the original IP address or port number is changed, but the information in the data 

payload, referencing the original header, remains unchanged. Use of application-level 
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gateways to correct the information in the data payload could address the problem, but 

would introduce additional complexity and wouldn’t work with applications employing 

payload encryption [9: 14]. 

Additionally, protocols which employ both a control and data port – such as File 

Transfer Protocol, H323, Session Initiation Protocol and Real Time Session Protocol – 

will be disrupted.  These applications exchanged address and port control information 

before establishing a data session.  Unless the address hopping mechanism is designed to 

cope with these interdependent sessions, they will fail [9: 14]. 

Finally, problems may arise when a peer-to-peer application – such as Instant 

Messaging and IP Telephony – attempts to create a session between hosts in both the 

address hopping protected enclave and an unsecured public address space.  Establishing a 

connection will only be possible when the session originates from within the address 

hopping protected enclave [9: 14]. 

 

Incompatibility with MAC Port Locking 

 
MAC port locking is a security feature on Ethernet switches that allows MAC 

addresses to be associated with specific ports.  When used, data is only accepted from a 

port when the source MAC address field matches the assigned MAC address.  If MAC 

address hopping is employed, MAC port locking must be deactivated to avoid a self-

imposed denial of service [9: 17]. 

 

Defeating Address Hopping  
 

The address hopping defense can be attacked directly and indirectly.  The direct 

approach involves monitoring traffic and attempting to extrapolate the hopping pattern.  
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It would likely be resource intensive and prone to failure, especially if a short hopping 

interval, robust randomization algorithm and encryption were employed.  Acquiring 

detailed intelligence on the hopping mechanism would simplify the process, but provide 

no guarantee of success.  Obtaining a working device, plus the randomization algorithm 

initialization values and keying material would defeat the defense, but only until the 

initialization values and keying material were changed.      

The indirect approach offers more promise.  Given the proven susceptibility of people 

to computer-based deception, users could be targeting with ‘spear phishing’, Trojan 

software or other deceptions with the objective of installing malware on a trusted host.  

Once compromised, the system would enable participating in the address hopping 

defense.  The potential of unwittingly including undiscovered compromised hosts during 

address hopping implementation is an additional concern.      

 
 

Honeypots 
 

Overview 

 
Honeypots are a form of decoy.  The Honeynet Project defines them as “information 

systems whose value lies in their unauthorized or illicit use”.  They’re designed to 

duplicate an application or system as closely as possible with the objective of deceiving 

intruders into interacting with them.  All activity on them is monitored, logged and 

captured.  Additionally, they include features to limit their effectiveness as an attack 

platform if compromised.  For this reason, they’re frequently used by researchers to 

gather data on network attack tactics and tools.  They can also be employed to decoy 

intruders and gather intelligence about vulnerabilities and compromises on operational 
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networks [15].  However, they don’t appear to be used for this purpose on a large-scale – 

probably due to the time and skill required to produce the high-quality honeypots needed 

to deceive skilled adversaries. 

There is no single standard honeypot solution.  Specific solutions are tailored to the 

requirements of the situation.  While using real systems is possible, virtualized solutions 

– such a VMware – are often used due to the ease with which they can be restored to their 

baseline configuration.  Honeypots fall into two general categories – low and high 

interaction [15]. 

Low-interaction honeypots emulate services – web, email, FTP, etc – rather than 

complete systems.  Interaction with the operating system is not emulated.  Due to their 

limited capabilities, these honeypots are easily detected by knowledgeable adversaries 

[13: 152].  Honeyd is one example of a low-interaction honeypot.  It’s used to monitor 

the unused IP address space on a network.  Anytime it sees a connection attempt to this 

region, it intercepts the connection and pretends to be the victim service [15]. 

High-interaction honeypots masquerade as a full system, emulating all service 

provided plus the underlying operating system.  Alternatively, a real operating system 

installation with added monitoring features can be employed.  Since interaction with a 

full operating system is possible, defeating the deception is more difficult [15].  However, 

the risk of compromise is also greater.  Honeynets are a form of high-interaction 

honeypot which emulate an entire network.  They may be comprised entirely of decoy 

systems or include productions systems as well [7: 31]. 

 

Detection 
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As decoys, Honeypots are effective only as long as their masquerade is maintained.  

Once reveled, intruders typically cease operations on the system.  Specific concealment 

and discovery techniques continue to change as developers and attackers engage in an 

ongoing arms race [12: 35].  However, the data control and capture measures integral to 

honeypots are the underlying cause of their vulnerability to detection.  

      Due to the threat of compromise, data control measures are used to protecting non-

honeynet systems that an attacker might target from a compromised honeypot.  A 

common tactic is limiting the number of outgoing connections or bandwidth usage 

allowed.  Alternatively, outbound malicious traffic can be sanitized.  In the first case, 

attackers can detect these measures when attempts to exceed the thresholds fail.  In the 

second, send a malicious packet to a visible external to a machine under the attacker’s 

control reveals the alteration [7: 9-10].  

The data capture – logging, monitoring, capturing – facilities may also be detectable 

due to system modification they makes, activity traces they leaves or system response 

delays they cause.  For example, despite a determined concealment effort, attackers 

discovered how to detect the Honeynet Project’s Sebek software by the system anomalies 

it creates [7: 9-10]. 

The presence of honeypots can also be inferred by identification of the host system as 

a virtual machine.  If the attack believes virtual machines are unlikely to be used as 

production system, then virtual machines detected are more likely to be honeypots.  They 

will be avoided or scrutinized closely before entry.  However, the use of virtual machines 

as production systems is rapidly increasing, especially with servers – the highest value 
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targets for many network attackers.  If this trend continues, the usefulness of virtual 

machine identification for honeypot detection will be greatly diminished.  

 

Fake Honeypots 

 
An interesting idea based on the deterrence is the concept of “fake honeypots”.  

Network attackers avoid honeypots.  They understand the threat they present – revealing 

tactics, techniques and tools – and their limited effectiveness as an attack platform if 

compromised.  This suggests that pretending to be a honeypot might help deter attackers 

[12: 25].     

Low cost and easy to implement, fake honeypots could be a force multiplier.  Used in 

tandem with high-quality honeypots, they could decrease an adversary’s confidence and 

increase the perceived operational risks.  Additionally, poorly resourced attackers might 

be convinced to seek easier targets [12: 27].   

 

Network Telescopes 
 

Network telescopes are a type of sensor used to detect overt large-scale malicious 

activity – such as denial of service attacks, network scanning and worm propagation – on 

the Internet.  They’re deployed in regions of routable, but unused IP address space (e.g. 

dark IP space) where legitimate traffic shouldn’t appear.  They operate by passively 

monitoring for the arrival of unexpected traffic [10: 1], in particular the signs of scanning 

and backscatter from malicious activity.  While the traffic of interest is malicious, the 

network’s ‘background radiation’ – garbage traffic that serves no purpose, such as 

damaged or improperly routed packets – must first be characterized and accounted for to 
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isolate it [11].  Unfortunately, this isn’t a one-time effort.  Malicious actors seeking 

stealth work continuously to make their activities appear innocuous.       

Due to their associated analysis burden and inability to detect subtle activity, network 

telescopes are used primarily by researcher and large Internet security firms for trend 

analysis and monitoring/early warning of major activity.   

However, while not suited for large-scale deployment, they remain of interest.  A 

limited number of large fixed telescopes could be augmented by a flight of small mobile 

telescope.  Using dynamic network reconfiguration technology, these small telescopes 

could sample broad regions of address space – operating like mobile gap-filler radars in 

an Integrated Air Defense System.        
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IV. Conclusion 

 

Findings 
  

The proposed AFYBER (P) strategy has merit.  Dynamic network reconfiguration 

and decoys are effective means to attack adversary network reconnaissance efforts and 

improve network defense.  They generate unpredictability and uncertainty, increasing 

resource costs and risks in the adversary’s IPB process.  Potential effects include 

deterring resource-constrained or risk-averse adversaries, inhibiting maturation of the 

attack planning process (thus preventing attacks), and degrading the quality of attacks. 

Individual technologies supporting this strategy exist today and have demonstrated 

effectiveness.  Address hopping reduces the effectiveness of network scanning and 

mapping, and increases the probability of intruder detection.  IPSec improves anonymity 

and traffic analysis resistance.  Network telescopes provide event detection and an early 

warning capability.  Honeypots divert attention from production systems, increase the 

probability of intruder detection, and gather intelligence on attack methods.   

Additionally, some of these technologies appear mutually supportive, creating 

synergistic effects when combined.  For instance, the effectiveness of detection 

techniques limits the useful lifespan of honeypots against skilled adversaries.  Address 

hopping may offset this by continuously changing a honeypot’s identity, thus 

necessitating retesting. This may increase the deterrence effect; and reduce the costs 

associated with producing and managing the high quality honeypots needed to deceive 

skilled adversaries.              
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While some technologies are mature and could be implemented relatively quickly, 

caution is advised and further study recommended to avoid unintended consequences.  

The dynamic network reconfiguration technologies – address hopping, unpredictable 

server selection, unpredictable network route selection – in particular could be very 

disruptive.  Extensive analysis and engineering is needed to determine which 

technologies are appropriate, how and where to integrate them into our networks and how 

to employ them most effectively.    

 

Future Research 
 
Manpower Requirements and Organizational Impacts 

 
Effective employment of the AFCYBER (P) strategy requires skilled specialists in the 

associated technologies, traffic analysis, deception planning, TTPs and more.  Research is 

necessary to determine the manpower and skill sets required, as well as the organizational 

implications.  For example, centralized or regionalized operation of honeypots seems 

appropriate due to their development, maintenance and analysis burdens.  It seems 

appropriate for network telescopes as well.  However, can either be effectively monitored 

and controlled remotely in numbers?  Should they be organized as new units or integrated 

into existing ones, such as the INOSCs or network warfare squadrons?  

 
Network Maneuver 

 
Dynamically moving our networks around in IP address space would be highly 

disruptive to the routing system in place today, especially if a rapid rate of 

reconfiguration was used.  Unlike address hopping using the host-portion of the IP 

address, mature solutions weren’t found.  Research is needed to determine how to 

minimize router infrastructure disruption and its effectiveness at varying change 
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frequencies.  It’s achievable, but introduces more complexity and unlike host address 

hopping, the effects aren’t localized.  However, these are engineering problems. 

The major obstacles to implementing this are likely not technical, but rather process, 

policy and resistance to change.  For instance, the DoD IP management process seems 

relatively rigid and ill-suited for a dynamically changing network.  Research on the 

potential policy and process obstacles in necessary.  Additionally, a wide range of actors 

spread across multiple organizations, many not Air Force, would likely be impacted – 

resistance to change will be factor.  Identifying and accounting for these actors’ concerns 

will be necessary to ‘sell’ the strategy.  

 
Network Traffic Generators 
 
Network traffic generators, like Lincoln Laboratory’s LARIAT, could be used to 

increase the realism of honeynets by enabling them to mimic the ‘emanations’ of 

operational networks.  These honeypots could then pop-up in ‘stale’ addresses vacated by 

operational networks (hopping through our address space) or at alternate locations to 

further confuse observers.  Accurate characterization of each network’s ‘emanations’ 

would be key.  These signatures would also likely evolve over time, so determining that 

rate of change and periodically update them would be required.  Though less robust, 

generic signatures could also be developed.  However, if adversaries can uniquely 

identify networks at a distance by other means, this deception would fail.  Success is 

achieved if the adversary must enter the network to recognize the deception or fails to 

recognize it at all.   
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Research is needed to determine if this concept has potential and is achievable.  Can 

we characterize and mimic a specific network’s ‘signature’?  Do they have ‘signatures’?  

And critically …. can they be uniquely identified at a distance by other means? 
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