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ABSTRACT
The current status of aerothermal and thermal protection system modeling for civilian entry missions is reviewed. For most such missions, the accuracy of our simulations is limited not by the tools and processes currently employed, but rather by reducible deficiencies in the underlying physical models. Improving the accuracy of and reducing the uncertainties in these models will enable a greater understanding of the system level impacts of a particular thermal protection system and of the system operation and risk over the operational life of the system. A strategic plan will be laid out by which key modeling deficiencies can be identified via mission-specific gap analysis. Once these gaps have been identified, the driving component uncertainties are determined via sensitivity analyses. A Monte-Carlo based methodology is presented for physics-based probabilistic uncertainty analysis of aerothermodynamics and thermal protection system material response modeling. These data are then used to advocate for and plan focused testing aimed at reducing key uncertainties. The results of these tests are used to validate or modify existing physical models. Concurrently, a testing methodology is outlined for thermal protection materials. The proposed approach is based on using the results of uncertainty/sensitivity analyses discussed above to tailor ground testing so as to best identify and quantify system performance and risk drivers. A key component of this testing is understanding the relationship between the test and flight environments. No existing ground test facility can simultaneously replicate all aspects of the flight environment, and therefore good models for traceability to flight are critical to ensure a low risk, high reliability thermal protection system design. Finally, the role of flight testing in the overall thermal protection system development strategy is discussed.

1.0 INTRODUCTION
Any Earth or planetary entry vehicle will be subjected to significant aerothermal heating as it dissipates its kinetic energy at the destination planet (or moon). The primary purpose of the thermal protection system (TPS) is to protect the payload (crew, cargo, or science) from this entry heating environment. The performance of the TPS is determined by the efficiency and reliability of this system, typically measured
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in terms of the total mass of material and associated sub-structure required to protect the payload to a prescribed level of risk-tolerance. Therefore, for a rigid or flexible aeroshell, the choice and design thickness of the TPS material are key performance metrics. The choice of the TPS material is typically governed by the peak heat flux, surface pressure, and shear stress encountered during the entry, with more robust (higher density) materials required to protect the vehicle from more severe entry conditions. The thickness of the chosen material is governed by the total integrated heat load during the entry (which can be very large for aerocapture or lifting-body cruise missions, due to a long residence time in the atmosphere [1]). The determination of these quantities relies on aerothermodynamics and material response modeling as well as ground-based testing in flight-relevant environments to ensure adequate material performance.

For most missions of interest, no ground test can simultaneously reproduce all aspects of the flight environment. Therefore, a good understanding of the relevant physics is required to trace ground testing results to predicted flight performance metrics. The design and operation of reliable TPS requires accurate knowledge of the incident environment and resulting material response. Our ability to accurately and conservatively simulate the environment and the material response directly affects TPS risk, mass and reliability. Improving the accuracy of the underlying physical models will enable a greater understanding of the system-level impacts of a particular thermal protection system and of the system operation and risk over its operational life. Prior experience with both reusable and ablative TPS is that the accuracy of our simulations is typically limited not by the tools and processes currently employed, but rather by reducible deficiencies in the underlying physical models. Fortunately, while specific modeling deficiencies are very mission dependent, in general they can be divided into several broad categories: nonequilibrium gas kinetics, shock-layer radiation, transition and turbulent heating, afterbody heating, gas-surface interactions, and coupling between the TPS material and the flow environment.

Although baseline predictions of the aerothermal environment and resulting material response are made using high-fidelity modeling and simulation tools, the evaluation of associated uncertainties often involves comparatively little or no rigor. However, an accurate determination of these uncertainties is critical in ensuring selection of an appropriate material and in determining the resulting margin and factor of safety. An accurate assessment of TPS risk is required to ensure that the sub-system design is consistent with the risk posture of the program. The results can also be incorporated with probabilistic design techniques [2][3] so that engineers can make informed decisions on ways to effectively balance mission risk between the TPS and other sub-systems. Historical approaches for dealing with these uncertainties have traditionally been somewhat ad-hoc, most commonly relying on expert judgment [4]. Even when rigorous attempts at uncertainty estimation were attempted [5][6], computational resource limitations prevented the sort of non-linear multivariate analysis that is truly required. Final “rolled-up” uncertainties are then typically determined using either a stacked worst-case approach, which can be needlessly conservative, or a root-sum-square approach, which is only appropriate for a set of small linearly independent errors. Worse yet, both of these approaches may in fact be non-conservative if the underlying component uncertainties are not estimated correctly [5]. This paper will briefly discuss a Monte-Carlo based methodology for physics-based probabilistic uncertainty analysis of aerothermodynamics and material response modeling, as detailed in Refs. [7] & [8]. A primary objective of this work is to quantify the uncertainties in vehicle heating and the resulting TPS sizing based on inaccuracies in the knowledge of the input parameters. In addition, the technique allows TPS designers to prioritize and target key input uncertainties for further testing [9] in order to maximize the return from limited research funding. The results of the analysis can also be used to assist in the identification of possible additional uncertainties due to erroneous or overly simplified physical models (also known as structural uncertainties); if the models employed are correct, the sensitivities predicted by the analysis should be reproducible via targeted experiments. Identification of structural uncertainties is a key element of this type of analysis, because a large undetected structural uncertainty can invalidate the design, resulting in a potentially non-conservative TPS solution.
Although high fidelity analysis is an essential element of TPS design, it is only one component of the overall program. The analysis tools employed are fundamentally supported by ground tests in high enthalpy test facilities that simulate the flight environment over a range of conditions and at appropriate time and length scales. Ground testing in these facilities is used to validate the simulation tools; develop and select TPS materials; and qualify the final material for flight [10]. For example, arc jet facilities have been a workhorse for TPS testing, design, and qualification in the United States for over 40 years. However, no single high enthalpy ground test facility can replicate all transatmospheric flight conditions for most missions of interest. Therefore, successful test planning strategies combine the advantages of different facilities with appropriate choices of test conditions to encompass, as thoroughly as possible, the critical features of the flight environment [11]. A validation effort is broken down into discrete components, with each component designed to stimulate a specific aerothermal or material response process through parametric variation of test conditions. The capabilities and shortcomings of the facilities employed must be understood when formulating test objectives, interpreting test results, and integrating the results across the ground test envelope. This paper outlines a testing strategy, first discussed by Grinstead et al. [10], intended to ensure that the testing performed is of maximum utility to the computational modeler and TPS designer. Pre- and post-test computational analysis, as well as non-intrusive experimental flowfield diagnostic techniques, play a critical role in ensuring ground to flight traceability of the resulting test data.

Finally, the role of flight testing in the overall TPS design and certification process must be explored. Flight testing, while certainly capable of fully exercising the TPS design, is prohibitively expensive in most cases. In general flight testing should be reserved for final model and system-level validation, once we have good physics-based models of the expected environment and resulting material performance. Ideally, the purpose of a dedicated flight experiment should not be to learn anything new about the flight environment encountered, but rather to validate that the models employed are adequate. While dedicated flight tests are rare, it should be noted that valuable engineering information could be obtained at a much lower cost by including engineering instrumentation on science missions. Such instrumentation has little benefit to the mission that flies it, but the overall exploration program benefits greatly from the additional knowledge gained about the flight environment, which can be applied to improving the design of future missions.

2.0 IDENTIFICATION OF MODELING AND SIMULATION GAPS

Modeling gaps are deficiencies in the current state of the art that impair the fidelity of aeroheating or TPS sizing analysis. In general, civilian entry vehicles can be separated into three classes: reusable launch vehicles (RLV’s), such as the Shuttle Orbiter, inflatable decelerators, such as ballutes, and entry capsules, such as all previous planetary probes, the Apollo Command Module, and the proposed NASA Crew Exploration Vehicle (CEV). Each of these vehicle classes has their own set of modeling gaps. For RLV analysis many of the primary gaps are in process improvement (e.g. grid generation over steps, gaps and control surfaces) [12][13]. The entry physics are generally well understood, although local effects around deflected control surfaces and gas-surface interactions (primarily catalysis) on the reusable TPS materials employed present significant challenges to the state of the art. Inflatable decelerator systems operate at a low ballistic coefficient, and are by definition flexible. Although such vehicles fly in a regime where heating rates are comparatively low, the materials employed have much lower performance limits than traditional rigid TPS materials [14], and thus are potentially more sensitive to large uncertainties. Principle modeling gaps for this class of entry systems include non-continuum and free molecular aeroheating as well as unsteady aeroelastic/aerothermal interactions [15]. Finally, capsules typically have much higher entry velocity than RLV’s and can enter a variety of planetary atmospheres, each with unique thermochemistry. For this class of missions the accuracy of our simulations is typically limited not by the tools and processes currently employed, but rather by reducible deficiencies in the underlying physical models. These deficiencies, while very mission-specific, can be divided into several broad categories:
nonequilibrium gas kinetics, shock-layer radiation, transition and turbulent heating, afterbody heating, gas-surface interactions, and coupling between the TPS material and the flow environment.

In any case, the first step after identifying the key mission requirements is to perform a mission-specific gap analysis. In this process we first seek to determine knowns and “known-unknowns” via literature searches, analysis of existing ground test and flight data, and relevant previous mission studies. A baseline set of physical models is then selected that captures the important aspects of the entry environment. Sensitivity and uncertainty analyses are then used to quantify uncertainties in the physical models employed and prioritize the uncertainty drivers. This process is discussed in more detail in Section 3. However, it is important to note that such analyses, since they are looking only at the sensitivities in the physical models employed in the simulation, cannot be used in and of themselves to identify fundamental structural uncertainties, or “unknown-unknowns, in those models. These “unknown-unknowns” must be exposed through dedicated ground or flight testing. However, the objectives of this testing can be tailored by pre-test analysis, which can predict the trends and sensitivities that should be observed if the models employed are correct. This sequence of events allows for much greater focus of (presumably) limited testing resources, which can now be spent targeting only those uncertainties that are a) reducible and b) have a large impact on the performance of the overall TPS system.

2.1 Example: Mars Entry Convective Heating

In the current section, we examine key modeling gaps for Mars entry simulations. It is well known that the surface recombination of gas-phase atoms and radicals due to the catalytic activity of the wall is often a primary source of convective heating during Earth or planetary entry. However, the physical mechanism that governs the catalytic recombination process is poorly understood for non-Earth entries. In addition, the surface condition due to past history and exposure to other adsorbing species can alter the catalytic properties, making it further difficult to quantify and address flight traceability issues. Consequently, modeling of catalytic reactions at the surface has been relatively primitive, and constitutes a significant modeling gap for Mars entry simulations. In fact, for Mars entries the so-called supercatalytic wall model [16], in which the gas composition at the surface is specified to be equal to that in the freestream, is frequently employed as a design assumption [17], primarily because it is easy to implement in a CFD code, requires no knowledge of the actual surface processes, and provides a conservative upper bound to the predicted heating level.

In general, surface catalytic reaction models, such as the Langmuir-Hinshelwood (LH) or Eley-Rideal (ER) mechanisms, solve a surface site balance equation coupled with gas phase densities. In the LH model the recombining species are adsorbed on the surface prior to recombining, while in the ER mechanism a gas phase species recombines directly with an adsorbed species. Several prior simulations of Mars entry aeroheating have assumed an ER mechanism to describe wall catalysis because of its simplicity. For example, in the Mitcheltree and Gnoffo model [18], CO + O recombination is assumed to occur on the surface via a two-step ER process. However, the literature indicates that the LH mechanism is more commonly observed than the ER mechanism [19]. In fact, direct experimental evidence of ER mechanism under any condition is lacking.

While there have been some attempts to obtain experimental data and build corresponding theoretical models [20]–[24], none of these have yet described the surface chemistry of actual TPS materials at temperatures and conditions relevant to Mars entries. However, it is possible to bound the expected heat transfer rates by using a simplified flux-based model. We know that for moderate velocity Mars entry, the freestream CO₂ is almost completely dissociated into CO and O. Among the several possible surface recombination reactions, the following two have been proposed [18] [25] as the principal reactions that are likely to control surface catalytic heating:
The parameters $\gamma_1$ and $\gamma_2$ are the reaction probabilities for reactions (1) and (2) respectively. However, these parameters do not vary independently, since both reactions consume O-atoms. After some algebra [26], it is possible to recast reactions (1) and (2) in a form that accounts for both diffusion and rate limiting using two independent parameters: $\gamma_{\text{cat}}$, which controls the rate at which O-atoms are consumed at the surface via either reaction, and the preference factor, $p_2$, which determines the fraction of recombining O atoms that follow reaction (2) as opposed to (1). Each of $\gamma_{\text{cat}}$ and $p_2$ can independently vary between 0 and 1. For $\gamma_{\text{cat}}$, a value of 0 corresponds to a non-catalytic wall, while a value of 1 corresponds to a fully catalytic wall at which all inbound O-atoms recombine via reactions (1) and (2). For $p_2$, a value of 0 indicates that all O-atoms that recombine do so via reaction (1), while a value of 1 indicates that reaction (2) is exclusively preferred. By varying these parameters, the entire window of catalycity can be spanned. For example, setting $\gamma_{\text{cat}} = 0$ results in a non-catalytic surface regardless of the value of $p_2$. The fully catalytic limit of the Mitcheltree model [18] can be reproduced by setting $\gamma_{\text{cat}} = 1$ and $p_2 = 0$. It should be noted that, to date, experimental studies on low temperature quartz and metallic surfaces [21][24], have shown no conclusive evidence of reaction (1), indicating that $p_2$ may in fact be quite large in flight applications.

The drawback of this approach is that the parameters $\gamma_{\text{cat}}$ and $p_2$ have unknown dependencies on factors like temperature, density, and surface condition. However, until sufficient experimental data are obtained to build a higher fidelity model, this approach is a useful tool to permit a systematic exploration of the parameter space and related sensitivities. For example, Fig. 1a shows the variation of the peak stagnation point heat flux ($q_w$) for Mars Pathfinder with $\gamma_{\text{cat}}$ at the two extremes of the preference factor $p_2$. The curves in Fig. 1a have a distinctive “S” shape that outline three distinct heating regimes as indicated by the vertical dashed lines. The first is the high catalytic efficiency region ($\gamma_{\text{cat}} > 0.1$), where the heat flux weakly varies with the value of $\gamma_{\text{cat}}$ due to diffusion limiting. The second region in is the moderate catalytic efficiency regime ($10^{-3} < \gamma_{\text{cat}} < 10^{-1}$), where the heat flux is highly sensitive to $\gamma_{\text{cat}}$ as the recombination rate is surface-process rate limited. The third region in Fig. 1a is the weakly catalytic regime ($\gamma_{\text{cat}} < 10^{-3}$), where the exact value of $\gamma_{\text{cat}}$ is again unimportant to heating since wall catalycity contributes little to the total heat flux. Figure 1b shows the variation of the stagnation point heat flux and
the gas phase number densities of CO and O at the stagnation point versus the preference factor, $p_2$, assuming a fully catalytic wall ($\gamma_{\text{cat}} = 1$). When $p_2$ is low, CO+O recombination is dominant, and both CO and O are efficiently utilized. Figure 1b shows that a slight excess of O atoms (caused by unequal diffusion rates) is seen. The extra O atoms can be further utilized if a small amount of O+O recombination is allowed to occur by raising $p_2$. This trend is evident in Fig. 1b as a drop in O density and a further rise of $\dot{q}_w$ as $p_2$ is increased. Once $p_2$ is raised above this critical value, the catalytic heating begins to sharply fall, because the stoichiometric requirement of the catalytic reactions no longer matches the available number density ratio of CO and O. As a result a rise in $p_2$ is accompanied by an under utilization of CO manifested as a rise in its density.

3.0 TYPES OF MODELING UNCERTAINTY

Over the years the nonequilibrium CFD and material response codes used for TPS sizing of entry vehicles have been calibrated against each other [27] and validated with a variety of experimental data from ground and flight tests [25], [28]–[31]. Based on these analyses, it can be clearly demonstrated that the predictions made by these tools are in most cases highly sensitive to the physical, chemical, and numerical models employed, as well as the multitude of input parameters that these models introduce [4]. As a result, the net uncertainty in heating and TPS sizing predictions is a result of a combined effect of the uncertainties in all of the models and input parameters used in the analysis. Therefore, in order to place confidence levels on an aeroheating or TPS sizing calculation, all of the chief sources of input uncertainty must be identified and quantified. The propagation of these uncertainties through the model must then be tracked to make probabilistic estimates of the resulting quantities, in the form of a most probable result and a probability distribution characterizing the variability of the prediction. The primary sources of uncertainty in the thermochemical models used in aerothermal and TPS analysis, like other physical models, can be classified into three categories: stochastic variability, parametric uncertainty, structural uncertainty. Each of these is discussed below:

1. **Stochastic Variability.** Arises due to natural fluctuations in the physical environment. Stochastic variability is also known as irreducible uncertainty, because it can be characterized, but not reduced, by analysis or testing. Examples in TPS design include fluctuations in atmospheric composition, temperature, or density, as well as small changes in entry flight path angle and vehicle orientation.

2. **Parametric Uncertainty.** Arises from the uncertainties in the input model parameter estimates. Parametric uncertainties can generally be reduced, but not eliminated, via focused testing or theoretical analysis. In an aerothermal CFD code, input variables include such things as kinetic reaction rates, vibration-dissociation coupling parameters, vibrational-translational relaxation times, binary interaction collision integrals for transport property calculations (diffusion, viscosity, and thermal conductivity coefficients), wall catalycity parameters, and possibly even freestream conditions. In a TPS material response code the input variables include virgin and char thermal conductivity, specific heats of the various components, surface emissivity, recession rate, initial cold soak temperature, and properties of the underlying sub-structure and overall material stack-up.

3. **Structural Uncertainty.** All numerical simulations employ mathematical models of the underlying physical processes. Structural uncertainties arise when the models employed, or their discretization, are incorrect or insufficient to adequately describe the phenomenon under study. Obviously, the potential for structural uncertainties in a given simulation is larger in regimes for which the models have not been properly validated. Examples of structural uncertainties include poor grid resolution or flux discretization scheme, using the Euler equations to simulate a viscous flowfield, or ignoring shock layer radiation for Apollo reentry simulations.
3.1 Example of a Structural Uncertainty: Radiative Heating at Titan

Saturn’s largest moon Titan is a high priority target for future solar system exploration, with interest fueled in large part by the successful ESA Huygens probe entry in January 2005. Several ambitious follow-on surface missions have been proposed, including rovers and balloons. However, aeroheating predictions for both direct entry [32][33] and aerocapture [34] Titan entry missions to this point have indicated that a large portion of the total heat load during the entry could come from shock layer radiation. This radiative heating is due to the unique composition of the Titan atmosphere, which consists primarily of N₂ with a small amount (~2% by volume) of methane. This composition produces significant amounts of the CN radical behind the bow shock wave due to gas-phase chemical reactions. CN radiates strongly in the violet and red bands of the spectrum, even at fairly low entry velocities. Figure 2a shows predicted [35] convective and radiative heating levels to a typical Titan aerocapture vehicle with an entry velocity of 6.5 km/s. From the figure we see that the predicted radiative heating is nearly a factor of three higher than the convective heating on the aeroshell. In comparison, radiative heating rates at this entry velocity would be negligible for an Earth or Mars entry. Clearly these predicted heating rates, if real, will govern the TPS material selection and thickness for future Titan entry missions.

All of these analyses assumed that the radiative emission from the CN radical was governed by a Boltzmann (equilibrium) distribution of the low-lying excited states. While it was recognized [34] that this simple model was not validated for Titan entries, it was selected because there were no applicable ground test or flight data with which to develop a better model, and it was deemed likely (but not certain) that the Boltzmann assumption would provide a conservative estimate of the resulting radiative heat flux. The assumption of a Boltzmann distribution thus constituted a potentially large structural uncertainty for this analysis.

In order to address this concern, shock tube data were obtained recently in the Electric Arc Shock Tube (EAST) facility at NASA Ames and analyzed to measure radiation behind shock waves at velocities, pressures, and gas compositions compatible with the expected flight environment [36]. The results of this testing clearly indicated that the radiation intensity measured in the experiments was inconsistent with (in fact much lower than) that predicted by the Boltzmann model, as shown in Fig. 2b. In the figure, distance is measured downstream of the normal shock in the tube, and the vertical line represents the end of the usable test time (data at larger distances from the shock are contaminated by impurities from the driver

Figure 2  a) comparison of convective (left) and radiative (right) heating rates on a potential Titan aerocapture vehicle, and b) comparison of the Boltzmann and Collisional-Radiative (CR) models to experimental data for Titan shock layer radiation.
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gas). These data indicate that the Boltzmann model (red line) for Titan radiative heating is in fact incorrect for the relatively low pressures encountered during flight. A new non-local collisional-radiative model (green line) was developed based on the shock tube data [36], which is in much better agreement with the experimental data. Similar models were also developed recently at Ecole Centrale Paris [37] and EADS [38]. While more work remains to be done to fully validate these models, these results make it clear that detailed analysis and uncertainty estimation based on the Boltzmann model would be invalidated by the structural uncertainty inherent in the erroneous selection of this model to simulate the Titan radiative heating environment.

4.0 MONTE-CARLO UNCERTAINTY ANALYSIS

For systems where the uncertainties are small, a linear analysis may be used. In such an analysis, linear sensitivity coefficients are first computed. The uncertainty in the output parameter is then described by the law of propagation of errors:

\[ \sigma^2(y_i) = \sum_k \left( \frac{\partial y_i}{\partial x_k} \right)^2 \sigma^2(x_k) \]  

where \( \sigma^2(y_i) \) is the variance (uncertainty) in the value of the output parameter \( y_i \) and \( \sigma^2(x_k) \) is the corresponding variance in the input parameter \( x_k \). Although computationally efficient, the linear analysis outlined here is purely local, i.e. the analysis yields sensitivity coefficients only in the neighborhood of the baseline values. However, in practice the variability in input parameters can be quite large in aerothermal and material response analysis, and the underlying models may be significantly non-linear. Therefore, a global uncertainty analysis is necessary.

Apart from the ability to handle non-linearities and large variabilities in the input and output parameters, a global model allows for the simultaneous variation of potentially large numbers of input parameters in order to account for uncertainty and sensitivity interference effects. While there are many possible statistical approaches available for the analysis of non-linear systems, we have chosen the Monte-Carlo technique, which relies on probability distribution sampling techniques to determine sensitivities and uncertainties in the numerical model under study. While Monte-Carlo analysis converges slower than some other non-linear methods (the convergence rate is proportional to the square root of the number of samples), it has the advantage that the rate of convergence is independent of the number of independent input variables considered in the model [3]. This feature makes the Monte-Carlo approach attractive for this type of aerothermal/TPS sizing analysis, where there can be literally hundreds of independent input modeling parameters in a given simulation.

In the Monte-Carlo methodology used here, the entire set of input parameters is varied independently and input/output correlation coefficients are computed via linear regression analysis. This process requires that large numbers (hundreds to thousands) of computational fluid dynamics (CFD) and material response calculations be performed in order to generate the necessary statistics with sufficient accuracy. This type of statistical analysis is commonly employed for entry trajectory design in the presence of stochastic aerodynamic, entry state, and atmospheric dispersions [39][40]. However, the methodology has only rarely been applied to TPS design [8][41], due primarily to the large cost associated with generating the number of solutions required. Fortunately, with the fairly recent advent of large, low cost parallel computing platforms and improved numerical algorithms designed specifically for their efficiency on such machines, this problem is now tractable.

4.1 Monte-Carlo Methodology

The Monte-Carlo technique outlined in this lecture can quantify and track the propagation of parametric and stochastic uncertainties that arise in a given physical model. On the other hand, structural uncertainties
cannot be quantified or even directly identified by Monte-Carlo based analysis alone; they can only be exposed via targeted ground or flight tests. In fact, a significant structural uncertainty in the model employed can completely invalidate the results of a Monte-Carlo based analysis, because the predicted trends and correlations that result will be those of the chosen model, not necessarily reality [8]. However, the analysis approach presented here can be used to design experiments that will expose structural uncertainties by displaying trends and sensitivities that are inconsistent with those predicted. The major steps in a typical Monte-Carlo uncertainty analysis are briefly summarized here. For more information see Refs. [7] & [8].

1. **Parameter Identification.** Input variables that need to be varied are first identified. Input variables include all modeling parameters required by the physical and numerical models employed in the simulation.

2. **Initial Uncertainty Estimation.** Variability limits for all input parameters are chosen that roughly represent their typical uncertainties. The variability limits need not represent the true estimated input uncertainties at this point, since they will only be used for an initial sensitivity analysis. Each input parameter is independently varied about its baseline value using an appropriate probability distribution function (typically Gaussian).

3. **Sensitivity Analysis.** A global sensitivity analysis is then performed by randomly varying each of the input parameters to generate CFD and/or material response simulations. It is important that sufficient runs are made for each case to ensure statistical accuracy of the resulting sensitivities. Typically hundreds to thousands of runs are required, depending on the desired accuracy of the output data.

4. **Correlation Coefficient Computation.** Input-output correlation coefficients are computed using linear regression analysis and the fractional contribution of each input variability to the overall output variability is obtained. For most cases the majority of the correlation is due to a small number of input parameters; the vast majority display minimal sensitivity, and thus typically warrant no further analysis. This step allows us to short list a small subset of the input parameters for a more detailed investigation.

5. **Final Input Uncertainty Estimation.** A more accurate estimate of the associated uncertainties for the reduced list of input parameters is then made. This can be one of the most time-consuming parts of the entire process, which is why a detailed assessment is deferred until the input uncertainties have been short listed via a sensitivity analysis. Methods of estimation for input parameter uncertainties are discussed in more detail in Refs. [7] and [26]. Unfortunately, little if any quantitative data are available for many of the parameters used in modern computational aerothermodynamics and material response models, and frequently expert judgment is the only method available.

6. **Uncertainty Analysis.** A second set of CFD and/or material response calculations is then made using the input uncertainties from the previous step. The function of this step is to create a database of simulation data that can be statistically analyzed.

7. **Apportionment of Output Uncertainty Into Input Parameters.** At the completion of Step 6, the variability in the output quantity of interest represents the true parametric uncertainty of the model to the desired level of fidelity. Finally, input-output correlations are again computed and ranked to apportion the output uncertainty into those of input parameters.

The most common approach for Step 7 (output uncertainty apportionment) is to use linear regression analysis. However, more complex approaches, which account for multi-level interference effects, can be employed if desired. Also, this step is only used in post-processing to identify the most important input
sources of final model uncertainty; the Monte-Carlo analysis method employed automatically includes all interference effects in the rolled up uncertainty value predicted.

Finally it should be noted that, although all input variables are typically assumed to vary independently, the Monte-Carlo technique as formulated does not require this. Relationships, or correlations, between input parameters can readily be modeled in the analysis if the functional forms of the relationships are known a priori. Input correlations can also be detected using principal component analysis (PCA), by which a large set of correlated input variables can be transformed into a smaller set of uncorrelated variables by means of eigenvalue analysis of their correlation matrix [42].

4.2 Example: Mars Pathfinder Convective Heating

The Mars Pathfinder aeroshell was a 2.65 meter diameter 70° sphere-cone, which entered the atmosphere of Mars on a ballistic (non-lifting) trajectory at a relative velocity of 7.5 km/s on July 4, 1997. Pre-flight calculations predicted a peak convective stagnation point heat flux of 110 W/cm² (Ref. [43]). As demonstrated in Ref. [26] and discussed above, the largest uncertainty for Mars laminar convective heating is the catalycity of the TPS material. A detailed uncertainty analysis of Mars Pathfinder laminar entry convective heating at the peak heating point on the trajectory was performed by Bose and Wright [26]. Since the actual catalytic properties of the surface are unknown, separate analyses were performed for each of the catalytic regimes defined by the surface reaction model discussed above and shown in Fig. 1. In addition to \( \gamma_{cat} \) and \( p_2 \), a total of 128 other independent parameters were varied, including chemical reaction rates, vibration-dissociation coupling parameters, vibrational relaxation times, and the binary collision integrals that make up mixture transport properties. A total of 3000 CFD runs were performed for each analysis. The nominal heating rate (Table 1) varied from 121 W/cm² for a supercatalytic wall to about 47 W/cm² for a weakly catalytic surface, a factor of 2.5 in the predicted heat flux. Uncertainty estimates on the heat flux were also determined in each catalytic regime. The largest uncertainties by far are for the moderately catalytic surface.

<table>
<thead>
<tr>
<th>Level of Catalycity</th>
<th>( \gamma_{cat} )</th>
<th>( q_w ) (W/cm²)</th>
<th>95% confidence limits (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supercatalytic</td>
<td>( - )</td>
<td>120.6</td>
<td>+10.3,-9.9</td>
</tr>
<tr>
<td>Highly catalytic</td>
<td>( 10^{-1} ) – ( 10^{0} )</td>
<td>106.7</td>
<td>+12.0,-17.2</td>
</tr>
<tr>
<td>Moder. catalytic</td>
<td>( 10^{-3} ) – ( 10^{-1} )</td>
<td>74.0</td>
<td>+41.0,-33.6</td>
</tr>
<tr>
<td>Weakly catalytic</td>
<td>( 10^{-5} ) – ( 10^{-3} )</td>
<td>47.2</td>
<td>+11.7,-10.6</td>
</tr>
</tbody>
</table>

Figure 3 shows the key input contributors to the total uncertainty as determined via linear regression analysis. It is clear that only a small number of the 130 input parameters are significant contributors to the uncertainty in heat flux. In Fig. 3 all parameters that individually contribute more than 5% to the total uncertainty are labeled with the total contribution in parentheses. The binary collision integrals, which are used to compute the species and mixture transport properties, are denoted by the two interacting species separated by a dash (–). For the limiting case of a supercatalytic wall there is no variation in the catalytic parameters (\( \gamma_{cat} \) and \( p_2 \)) and nearly all the uncertainty in the computed heat flux comes from a small number of collision integrals that govern the rate of diffusion of the reactants to the surface. The highly catalytic wall is in the diffusion limited regime, and thus the majority of the uncertainty again comes from collision integrals, although the preference factor \( p_2 \) is also important. For the moderately catalytic wall nearly all of the uncertainty comes from \( \gamma_{cat} \), indicating that we are in a rate-limited regime at these
conditions. Finally, for the weakly catalytic wall significant uncertainty arises from collision integrals which govern the thermal conductivity, as well as the rate of a single chemical reaction $\text{O}_2 + \text{O} \rightarrow 2\text{O} + \text{O}$, which affects heat release in the boundary layer.

![Figure 3. Principal contributors to Pathfinder heat flux uncertainty for a) super-, b) highly, c) moderately, and d) weakly catalytic wall assumption (from Ref. [26]).](image)

From a design standpoint, it is clear that an improved understanding of surface catalysis for Mars entries could have a significant impact on TPS selection and design for future missions. One of the strengths of the technique presented here is that it can help to determine how much improvement is required. For example, if focused testing (or flight data) determined that a given material performed either as a highly catalytic or weakly catalytic surface, the current analysis indicates that further refinement in our knowledge of $\gamma_{\text{cat}}$ may not be necessary, and additional research monies could be targeted to other risk drivers. However, if the material were determined to be moderately catalytic, the resulting heating uncertainties could be greatly reduced if the input uncertainty of $\gamma_{\text{cat}}$ were better refined.

**5.0 TPS GROUND TESTING**

Although CFD and material response analysis tools have become much more sophisticated and capable in recent years, no TPS system is designed entirely with analysis. Ground testing in a relevant environment is a vital part of the TPS design process, and is used to screen materials in order to determine their suitability for a given mission, collect data to construct high-fidelity material response models, and qualify the chosen material and specific installations (penetrations, struts, tile gaps, etc.) for the flight environment. Ground testing is also used to validate the computational tools and methodologies employed in the flight.
predictions, and to identify and eliminate structural uncertainties in these models. In order for the high-fidelity aeroheating and material response simulations to be used with confidence in TPS design and risk analyses, they must be verified and validated (V&V) for the specific application. Verification addresses whether the numerical models are implemented correctly [44], while validation addresses whether the simulations model the physics accurately [45]. Although the specific objectives of a given test vary considerably, the primary objectives of the overall test program should be to lower the risk profile and maximize the performance for the mission the TPS supports.

![Diagram of an analytical simulation that define the aerothermal environment and material response of a TPS. The output is used to assess performance and risk of a TPS subsystem.](image)

The first step in developing a sound test strategy is to identify places where key validation gaps exist. A diagram indicating some (but not all) elements of an analytical simulation of TPS loads and performance is shown in Fig. 4. The analytical simulation in this context is a collection of specialized simulations supported by phenomenological models. The output is used as a performance and risk assessment metric for the TPS subsystem. TPS sizing margins and factors of safety, for example, are established based in part on the estimated uncertainties of various input parameters and test conditions. Testing should focus on reducing uncertainties that lead to the greatest risk, as determined by sensitivity and uncertainty analyses as described in Section 4. Test plans should also be constructed to maximize the chance of exposing suspected structural uncertainties in the physics models employed, and to minimize the need to extrapolate a given model from its validated range.

### 5.1 Facility Characteristics

High enthalpy ground testing can address uncertainties of several elements in Fig. 4. The approach depends on the features of the aerothermal, thermochemical, or thermostructural processes to be stimulated through testing. In each case, the information obtained from a test program can contribute to the validation of the overall analysis process. Improving phenomenological model accuracy, understanding failure mechanisms, or characterizing variabilities in material performance are but three examples of the ways in which analytical tools can be validated. The validation gaps and uncertainties in a particular element will define test objectives. Fulfilling those test objectives raises issues concerning the appropriate test facility, test conditions, and the test article design.
Ideally the performance of a material or system should be evaluated in a ground test simulation that closely matches all of the significant flight environment parameters simultaneously. A well-designed ground test program would then cover the entire range of expected conditions and would fully validate the material and design for the chosen mission. However, the wide variety of length and time scales involved presents difficulties in matching relevant aerothermodynamic similarity parameters in a high enthalpy ground test simulation. Laminar stagnation point convective heat flux scales as $R^{-1/2}$ while Reynolds number scales as $R$, where $R$ is the effective radius of curvature of a blunt-body test article. This limits options for matching enthalpy and more than one other similarity parameter. The nonequilibrium characteristics of high enthalpy facilities also present challenges for simulation. Time scales become important due to finite reaction and diffusion rates. Time scales impact length scales in flows with very high velocities and further complicate efforts to achieve similarity [46]. Additionally, the heat flux to a partially catalytic surface is sensitive to the thermodynamic state at the boundary layer edge which, in turn, can depend on the degree of thermochemical nonequilibrium in the freestream [47]. More importantly, some mission-specific aspects can be simulated only partially or not at all [11]. For example, time-varying conditions of an entry profile cannot be achieved in most facilities. Arc plasma facilities that can accommodate non-terrestrial gas mixtures (e.g. CO$_2$/N$_2$ for Mars and Venus) at relevant enthalpies and test article sizes may not be available. The capability to simulate combined radiative-convective heating environments, such as would be encountered during a crewed lunar or Mars return entry, no longer exists in the United States.

Figure 5 shows the types of facilities and the elements of TPS development they are capable of simulating. Both the enthalpy range and the testing time influence their role in validation strategies. With their short testing times, impulse facilities (e.g. shock tubes, shock tunnels, and ballistic ranges) are suitable primarily for studying aeroheating as well as gas-kinetic and radiation processes. Material response mechanisms have much slower timescales and can only be evaluated in facilities that operate for long durations. Although several types of long-duration facilities, such as radiative lamps, lasers, and combustion-driven flows, are routinely used to achieve specific test objectives, arc jets have been the workhorse facilities for the past 40 years to support material response model development and subsystem-scale hardware performance validation. Arc jets provide the means for TPS materials to reach flight temperatures under conditions where surface chemistry effects approximate that of flight. Large-scale, low-pressure arc jet
facilities in particular accommodate near flight-scale test articles, permitting simulations at appropriate enthalpies and laminar Reynolds numbers. For this reason they are the primary test facilities that are used to flight-qualify TPS materials for civilian entry vehicles within NASA. A survey of large-scale arc-heated facilities worldwide can be found in Ref. [48].

5.2 Arc Jet Testing Methodology

In an arc jet, a series of electrodes are used to arc heat the gas prior to expansion. This heated gas is then passed through a nozzle to expand the flow to reach temperatures and pressures of interest to flight. Arc heating of the gas stream produces a significant amount of dissociation and ionization. In the plenum region prior to the nozzle expansion, the gas is in thermo-chemical equilibrium at temperatures on the order of 7000 K. During the expansion through the nozzle, the flow accelerates rapidly and the stream is left in a state of thermo-chemical nonequilibrium as various kinetic process freeze at different times due to the differing timescales of thermal and chemical relaxation in the flow. For air flows, a significant portion of the total flow enthalpy remains in dissociated N$_2$ and O$_2$; the flow is chemically frozen at temperatures for which much less dissociation would exist in chemical equilibrium. This increase in chemical enthalpy reduces the velocity of the stream – energy locked in chemical nonequilibrium is unavailable as kinetic energy. The dissociated free stream reduces the Mach number due to both a lower velocity and higher sound speed. This affects the shock standoff distance observed in the test. Dissociation also increases the density over what would result at equilibrium for the same total enthalpy. The composition at the boundary layer edge is also affected, altering the amount of chemical energy available for surface recombination. Therefore, matching total enthalpy and surface pressure in flight and arc jet environments does not necessarily yield the same heat flux to a partially catalytic material [47]. This potential difference in heat flux underscores one of the principal challenges in establishing ground-to-flight traceability.

In all cases, the confidence in any causal relationship between test conditions and test observables rests upon the accuracy to which the test conditions are known. The selection of appropriate conditions for a given test requires detailed knowledge of a facility’s operating characteristics, with enthalpy and pressure being most important among the relevant parameters. Pressure is typically determined with pitot probe surveys of the test section. Unfortunately, enthalpy can be particularly difficult to measure in an arc jet, and significant discrepancies are frequently observed between different intrusive and non-intrusive measurement techniques. In complement to experimental techniques, high fidelity simulation techniques for arc jet flows can provide unique insight into a particular facility’s nonequilibrium thermochemistry; this type of information is typically unavailable via conventional flow diagnostics. Considerable attention has been devoted in recent years to understanding the operating characteristics of arc jet facilities [49][50]. Applied to the test planning process, arc jet flow simulation is a tool that can be employed to rapidly explore potential test configurations and optimize the return on investment in testing resources to meet program objectives. The merits of a particular test design can be identified and understood early in the planning process. Most importantly, by using the same CFD flow solver for both arc jet and flight environment simulation, consistency between flight environment definition and test interpretation can be maintained – a critical need in resolving ground-to-flight traceability.

An end-to-end simulation of an arc jet test involves 1) a nozzle calculation that defines the arc jet free stream conditions, 2) a model calculation of the flow over the test article, and 3) a transient thermo-structural analysis of the test article including material thermal response. Facility data (such as flow rates) and test observables (such as pressure, heat flux, model temperatures, and emissivity) are incorporated as boundary conditions. An example of a virtual arc jet simulation is depicted in Fig. 6. The simulation is of a typical candidate TPS material “flat-face” coupon tested in a stagnation configuration. The overall test simulation procedure is as follows. First, stream conditions are determined via a CFD simulation of the nozzle flow, based on prescribed (from facility data) conditions at the nozzle throat. A second CFD calculation is then performed of the flow over the test article with prescribed surface boundary conditions, using freestream conditions extracted from the nozzle simulation. Environment parameters that cannot at
present be measured (or are not measured routinely) such as shear stress, Reynolds number, or species mass fractions, can then be extracted directly from solutions. The surface temperature time history is typically a primary metric by which the performance of a TPS material is assessed. However, the surface temperature is controlled in large part by the efficiency with which the incident heat flux is dissipated by other loss mechanisms at the surface: re-radiation, conduction, and, in the case of ablators, surface reactions, pyrolysis, and mass transfer. Also, the thermal properties of the test article and the model holder also can have a large effect on the results. Therefore, thermal analysis of arc jet model designs is a crucial part of any test planning process to ensure that relevant thermal losses are incorporated.

Figure 6. Virtual arc jet simulation. Facility operating parameters are inlet conditions for the CFD nozzle calculation. Nonequilibrium free stream conditions from the nozzle solution become the upstream boundary condition for the CFD solution of the test model. The thermal response of the model is then computed with a finite element simulation using boundary conditions from the model solution.

Without validation of the arc jet CFD simulations, test observations may not be accurately – or correctly – captured in the material response models. Detailed chemical and physical measurements of arc jet flow properties and their spatial distribution could help reduce uncertainties in the simulations. Accounting for all contributions to the enthalpy at a particular point requires several measurements, with the minimum being velocity, temperature, and species densities. One of the more useful tools for performing nonintrusive optical measurements in arc jet flows is laser-induced fluorescence (LIF), a spatially resolved, species-selective probe of individual atomic and molecular states. LIF of atomic nitrogen has been applied to directly measure the velocity, translational temperature, and nitrogen number density in the free stream of arc jet facilities [51][52]. The kinetic, thermal, and chemical modes of the total enthalpy can be quantified with the LIF data and other facility measurements [51]. Optical diagnostics have also been developed for the shock layer region ahead of blunt body test articles. Emission spectra have been analyzed in an effort to characterize flow properties within the shock layer and their relation to the free stream. Spectra at multiple points along the stagnation streamline were compared to those from simulations to assess the degree of chemical or thermal nonequilibrium within the shock layer [53]. Time resolved emission spectra and optical attenuation ahead of an ablating test model have been recorded with novel fiber optic- and laser-based instruments [54]. Other advanced non-intrusive techniques are also under development, including methodologies for measuring time-dependent recession during testing. These diagnostics provide insight on the transient performance of ablative TPS materials that can support the development of improved gas-surface interaction and in-depth thermal response models.

5.3 Example: Mars Exploration Rover TIRS Cover Testing

The twin Mars Exploration Rover (MER) entry vehicles successfully landed on Mars in January 2004. The MER aeroshell was initially intended to replicate that of Mars Pathfinder. However, one significant change was the addition of three Transverse Impulse Rocket System (TIRS) motors on the backshell,
intended to minimize lateral velocity while on parachute and at ground impact. Because these TIRS motors (of necessity) protruded through the backshell, TPS covers were required to protect the motors from the entry environment. These covers were designed to be jettisoned before the TIRS became active on terminal descent. The design of the protective cover and its interface with the backshell was validated through arc jet testing in the 20 Megawatt Panel Test Facility (PTF) at NASA Ames Research Center [55]. Heating environment predictions from flight CFD solutions including the TIRS covers defined the heat flux, heat load, and pressure on the cover and at the interface seal. The maximum local heat flux to the cover occurs on the aft end due to the large recirculation region on the backshell. Final sizing for the TIRS cover TPS was based on these analyses and included margins due to uncertainties arising from transition to turbulence and aerothermal environment variations.

![Figure 7. a) TIRS cover calibration model in the PTF arc jet. b) Comparison of measured and simulated heat flux along the TIRS cover centerline for the calibration test. The origin (X = 0) begins at the nozzle exit.](image)

Design validation of the TIRS cover seal at its interface with the backshell was a primary test objective. A full-scale flight article was tested at flight-representative heat fluxes and pressures along the gap between the cover and simulated backshell. A pressure differential across the seal was maintained, and the test model design incorporated a witness plate below the cover attachment as a means to monitor seal performance. The large, recirculating flow that heats the aft end of the cover could not be reproduced with relevant similarity in an arc jet test. Instead, turning the cover to face the stream approximated the predicted heating distribution. However, because of the differing complex 3-D flow features of both the arc jet and flight environment, the heat flux and pressure distributions on the cover did not compare favorably at all locations. This test case illustrates the difficulty in maintaining ground-to-flight traceability when it is impossible to simultaneously reproduce all aspects of the flight environment. In this case, the primary objective was to evaluate the thermostructural performance of the seal, and thus necessary compromises were made in other areas. CFD simulations of the nozzle flow with the TIRS cover test article were used to determine the test conditions (facility flow rate, enthalpy, and test panel inclination) that best matched the predicted peak heat load and surface pressure along the gap region. A calibration test article instrumented with calorimeters and thermocouples was used to validate these pre-test analyses. The calibration model under test is shown in Fig. 7a. Centerline heat flux measurements compare favorably with the CFD solution (Fig. 7b). Subsequent tests at the calibrated test condition were used to assess the performance of the TIRS cover seal. The connection between the test and flight conditions for the heat flux and pressure along the seal was defined through the CFD simulations. The calibration test confirmed the pre-test prediction and demonstrated that CFD can be used successfully as a test planning tool.
5.4 Example: Wing Leading Edge Testing

A test series was recently performed in the 60 Megawatt Interaction Heating Facility (IHF) at NASA Ames to evaluate the performance of a candidate RLV wing leading edge TPS design. Because of the complex nature of this test series, three-dimensional arc jet CFD simulations were essential to establish appropriate conditions and test article design for a representative arc jet test that would best simulate a wing leading edge flight environment [56]. The primary objective of the test was to evaluate the thermostructural performance of a candidate leading edge TPS assembly, including attachments, gaps and seams. The IHF arc jet, when equipped with a semi-elliptic nozzle, provides a boundary layer flow appropriate for reaching high Reynolds numbers with boundary layer edge characteristics comparable to flight. A swept pylon test model was designed to simulate the flow along the curved leading edge and its intersection with the incoming boundary layer. The arc jet operating parameters and final model dimensions were chosen through the pre-test CFD analysis to match the flight predictions of heat flux, boundary layer edge Mach number, boundary layer thickness, and Reynolds number as closely as possible. Figure 8 is a photograph of the pylon leading edge model during an IHF arc jet test. The thickness of the incoming boundary layer and the leading edge shock location can be inferred visually from the change in emission intensity of the stream.

![Figure 8. Arc jet test of a test model used to simulate wing leading edge heating. The boundary layer thickness and leading edge shock location can be discerned by the change in the emission intensity of the free stream.](image)

The simulation and test results were used in a finite-element analysis to assess the thermostructural response of a candidate leading edge system. The test model included features of a leading edge assembly that required performance validation. The heat flux and pressure distributions from the CFD solution were applied as boundary conditions for the finite element simulation. The CFD simulation was necessary to optimize the test design and facility operating conditions, confirm measured material surface temperatures, and define the boundary condition distributions for the finite element analysis.

6.0 FLIGHT TESTING

Although most TPS systems are designed exclusively with analysis and ground testing, flight testing remains the only way to fully validate the performance of a full-scale thermal protection system in a new environment. In addition, certain structural uncertainties in the aeroheating or material response model can only be exposed through flight testing. Unfortunately, the prohibitively high cost of full-scale flight testing
implies that such tests, if carried out at all, must be carefully designed and executed. Such testing should if possible be reserved for final model and system-level validation, once we have good physics-based models of the expected environment and resulting material performance based on ground-test and historical data. However, valuable information on TPS flight performance can frequently be obtained via much less expensive sub-scale tests, as long as these tests are well designed to ensure that they reasonably simulate the full-scale flight environment.

6.1 Example: Apollo Flight Test Program

An excellent example of a well designed flight test program was that carried out in support of Apollo; the primary test objectives relating to aerothermal analysis and TPS validation are briefly reviewed here. The Apollo Command Module was the first human-rated lunar return entry vehicle, and it was also the first spacecraft that employed a mid-density ablator (Avcoat) for primary thermal protection. As such, an extensive series of flight tests were planned to obtain data for model development and to validate the performance of a new TPS material for such an environment. A total of six large scale flight tests were flown. The first two, called Project Fire, had a primary objective to collect data on shock layer radiative heating at lunar return velocities [57]. The motivation for this program was the large disparity in radiative heating design predictions for the Apollo return capsule. Several models for shock heating were employed during the Apollo design phase, and predictions of the total heating rate from shock layer radiation varied by more than a factor of three, [58] indicating the presence of a possibly large structural uncertainty in one or all of the models. While some validation data were obtained in ground-test facilities (primarily shock tubes), these data were not considered sufficient to resolve this issue to the level of confidence required for a human-rated system. Unfortunately, flight data from the Fire-I flight were compromised by a stage separation problem [59], but radiative heating measurements from Fire-II were generally in good agreement with the lower bound of pre-flight predictions. These data have since been used for validation and calibration of a variety of nonequilibrium air radiation models [60].

During the development phase of the low-density Avcoat TPS material, ground tests were conducted in almost every arc jet facility in the United States. However, attempts to correlate these data into a single material response model were frustrating, because the results from different facilities indicated vastly different characteristics, ranging from catastrophic failure to excellent performance [61]. Early sub-scale flight experiments showed similar variability in material performance. One notable example was the R-4 flight test [62], in which the measured ablation rate was much higher than predicted; in fact, the entire ablative nose cap was eroded away during the entry. The root cause of the catastrophic failures observed during ground and flight testing was eventually determined to be the extremely high dynamic pressures of these tests. For example, the R-4 flight test was conducted at dynamic pressures three times that expected during Apollo entry, in an attempt to increase the heat transfer rate. Although the root cause of the problems was eventually determined, a great deal of effort was expended to prove this fact to the satisfaction of all involved. One of the primary lessons learned from this experience was that ground or flight testing in non-representative environments can be highly misleading and cause unwarranted concern [62]. In other words, a poorly conceived test can be far worse than no test at all.

In part because of the concerns raised during ground testing of the TPS, a series of four flight tests of the full scale Apollo Command Module were flown: two at orbital velocity [63], and two at superorbital velocity representative of lunar return [64]. Some of the primary objectives of the flight tests were to obtain aeroheating and TPS material response data to validate the analytical design tools and the overall performance of the ablator system. Each of these capsules was heavily instrumented with calorimeters (surface and in-depth), char sensors, pressure transducers, and shock-layer radiometers [62]. In addition, the heatshields were recovered and core samples of the post-flight TPS material were analyzed extensively [65][66]. The results of this analysis and flight data reduction indicated that the material performed extremely well under lunar entry conditions. In fact, measured performance was much better than pre-flight predictions. Among other things, the total TPS material recession more than an order of magnitude
less than even the most conservative predictions. The reasons for this discrepancy were eventually traced to a significant structural uncertainty in the existing material response models (none accounted for the char coking phenomenon [61]). Once the models were updated to account for this effect, the agreement with flight data was excellent [66].

Finally, it is important to note that there are other ways to obtain useful flight data other than full-scale tests. Sub-scale testing, via sounding rockets or similar launch platforms, can provide valuable data for component design and analysis for a (relatively) small cost. Placing instrumentation on the heatsheild of science (e.g. Mars Pathfinder [25]) and human exploration (e.g. Shuttle Orbiter [67]) missions once was standard engineering practice. These data provide valuable model validation information at a relatively low per-mission cost. Unfortunately, recent practice has been to eliminate such instrumentation as a cost savings measure. For example, neither the ESA Huygens probe nor the NASA MER rovers carried any active instrumentation on the heatsheild. Each mission would have provided a prime opportunity to investigate key modeling gaps for future Titan and Mars entries, respectively, as discussed in previous sections. The decision to eliminate instrumentation on recent missions was primarily motivated by cost-savings. This decision is somewhat understandable given that, in general, a given mission does not benefit directly from the engineering instrumentation that it carries. Therefore, from the standpoint of the mission manager, inclusion of heatsheild instrumentation adds cost, complexity and risk to the entry without a corresponding mission benefit. The benefits become apparent only when looked at from the viewpoint of an overall exploration program, for which the engineering data from each individual mission are laying the groundwork for the presumably more complex missions to follow.

### 7.0 SUMMARY AND CONCLUSIONS

A methodology was presented for the risk based design and analysis of thermal protection systems for Earth and planetary entry vehicles. The first step in the process is the identification of key modeling deficiencies via a mission-specific gap analysis. Once these modeling deficiencies are identified, Monte-Carlo based sensitivity and uncertainty analyses are conducted to quantify parametric and stochastic uncertainties in the models employed. It is important to note that structural uncertainties, or basic deficiencies in the models employed for simulation, cannot be identified by this approach alone. However, the results of a sensitivity analysis can be used to design tests to expose these structural uncertainties by quantifying trends that should be reproducible by a well designed test series. These techniques also facilitate a risk-based probabilistic design approach, whereby the TPS can be designed to a desired risk tolerance level, and remaining risk can be effectively compared to and traded with that of other subsystems via a system level risk mitigation analysis. Modeling sensitivities, which are a by-product of the uncertainty analysis, can be used to rank input uncertainty drivers, which can then be prioritized and targeted for further analysis or testing. Examples of structural uncertainty identification and parametric uncertainty quantification are given for Mars and Titan entry problems. These examples demonstrate the utility of the methodology to quantify the uncertainty levels, rank sources of input uncertainty, identify structural uncertainties in the models employed, and probabilistically design a TPS system for a planetary entry mission.

Although high-fidelity analysis is used increasingly earlier in the design cycle as the tools and methods become faster and more accurate, ground-based testing remains a critical component of the design of any TPS system. Given that it is seldom possible to simultaneously match all aspects of the flight environment in any ground test facility, great care must be taken in the design of any test series to ensure traceability to the flight environment. The various types of ground test facility commonly employed in TPS design are discussed briefly, but the paper focuses on arc jets, which have been the primary TPS testing workhorse facility for the past 40 years. This paper outlines a testing methodology designed to ensure that the tests performed are flight-relevant and focused on driving down key risks and/or uncertainties in the flight design. This methodology is based on experimental diagnostics (both intrusive and non-intrusive),
A Risk-Based Approach for Aerothermal/TPS Analysis and Testing

augmented by high-fidelity simulations of the arc jet test environment. Examples are given for the design of flight hardware on the Mars Exploration Rovers, and the preliminary design of an RLV wing leading edge concept. Finally, the role of flight testing in TPS design is discussed. The high cost of full-scale flight testing generally limits its role to one of final model validation in a new flight environment. Examples are given from the Apollo program highlighting both the benefits of a well constructed flight test program, and the dangers of poorly conceived flight experiments.
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