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Existing atmospheric correction algorithms for multichannel remote sensing of ocean color from space were designed for retrieving water-leaving radiances in the visible over clear deep ocean areas and cannot easily be modified for retrievals over turbid coastal waters. We have developed an atmospheric correction algorithm for hyperspectral remote sensing of ocean color with the near-future Coastal Ocean Imaging Spectrometer. The algorithm uses lookup tables generated with a vector radiative transfer code. Aerosol parameters are determined by a spectrum-matching technique that uses channels located at wavelengths longer than 0.86 μm. The aerosol information is extracted back to the visible based on aerosol models during the retrieval of water-leaving radiances. Quite reasonable water-leaving radiances have been obtained when our algorithm was applied to process hyperspectral imaging data acquired with an airborne imaging spectrometer. © 2000 Optical Society of America
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1. Introduction

Imaging spectrometry can have important applications in a variety of fields, including mineral explorations, vegetation studies, and coastal monitoring. Since the mid-1980’s, the concepts of imaging spectrometry1 and hyperspectral imaging have become increasingly popular. To get useful information about the Earth’s surface, one must remove the atmospheric absorption and scattering effects. An operational version of the atmosphere removal algorithm (ATREM) was developed by Gao et al.,2 and updated by Gao and Davis3 for retrieving land surface reflectances from airborne- and spaceborne-imaging spectrometer data. The ATREM code has been used extensively by many investigators in a number of scientific disciplines as well as by university graduate students. With the experiences gained during the development of the land version of the ATREM code, we have developed over the past two years an operational atmospheric correction algorithm for remote sensing of ocean color from hyperspectral imaging data acquired over the coastal environment. The algorithm will be used to remove the atmospheric effects from spectral imaging data over water surfaces acquired with the Coastal Ocean Imaging Spectrometer4 (COIS) onboard the Naval EarthMap Observer (NEMO) spacecraft.5,6 Because the data acquired with the Airborne Visible Infrared Imaging Spectrometer7 (AVIRIS) from a NASA ER-2 aircraft at 20 km and the near-future COIS data have similar spatial and spectral resolution and signal-to-noise ratios, we used AVIRIS data to test our algorithm during development. Figure 1 shows an example of an AVIRIS spectrum acquired over the Chesapeake Bay area in August of 1997. The major atmospheric bands, such as those of water vapor centered at approximately 0.94, 1.14, 1.38, and 1.88 μm, the oxygen band at 0.76 μm, and the carbon dioxide band near 2.06 μm, are seen. An algorithm is needed to remove atmospheric absorption and scattering effects and to derive water-leaving radiances (in reflectance units) from remotely sensed hyperspectral imaging data.

2. Background

Over the past two decades, atmospheric correction algorithms for applications to case 1 waters (i.e., clear deep ocean waters) have been developed by Howard Gordon’s research group at the University of Miami.8,9 The complexity of the algorithms has been increased greatly with time; from the early single-
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scattering algorithm\(^a\) used for the Coastal Zone Color Scanner (CZCS) to the present, more comprehensive multiple-scattering algorithm\(^b\) for the Sea-viewing Wide Field of View Sensor (SeaWiFS). For the operational SeaWiFS algorithm, a simplified two-layer atmosphere system, i.e., aerosols confined in the bottom boundary layer and atmospheric gaseous molecules located in another layer above the aerosol layer, is assumed. An aerosol model and an aerosol optical depth are derived from channels located in the range 0.76–0.87 \(\mu\)m by the assumption that water-leaving radiances are zero in the spectral range. A sophisticated lookup table procedure is used for the aerosol retrievals. The atmospheric path radiances in the visible are predicted based on the derived aerosol information. The difference between the measured radiances above the atmosphere–ocean system and the predicted path radiance is the water-leaving radiance transmitted to the top of the atmosphere.

The SeaWiFS algorithm is quite successful when it is used for processing multichannel SeaWiFS data, particularly after the radiometric calibration coefficients of SeaWiFS channels are adjusted based on theoretical simulations that use the same radiative transfer code as the one used in the generation of lookup tables. The adjustment of calibration coefficients largely removes systematic errors in both the radiative transfer code and the radiometric calibrations. However, minor defects are still present in the SeaWiFS algorithm. For example, the algorithm can produce incorrect water-leaving radiances in the visible when it is applied to pixels in the fringe of sea glint,\(^10\) because the lookup tables used in the algorithm were generated with a radiative transfer code that assumed a flat ocean surface instead of a wind-roughened water surface.

Another operational atmospheric correction algorithm for ocean color applications has been under development for many years by Fraser et al.\(^10\) This algorithm is currently implemented for processing CZCS data at a computing facility at the NASA Goddard Space Flight Center. The algorithm uses pre-computed lookup tables generated with a vector radiative transfer code\(^11\) that takes account of the rough ocean surface reflection, a multilayered atmosphere with mixtures of aerosols and gaseous molecules in each layer, degree of polarization of the light, and multiple scattering. The information about aerosols is derived from the 0.67-\(\mu\)m channel. In test retrievals, the derived water-leaving radiances in the visible channels agreed to within a few percent when both the Fraser algorithm and a version of Gordon’s CZCS algorithm were applied to the same CZCS data sets acquired over clear oceanic waters without contamination by sun glint. However, the derived water-leaving radiances in the visible differed by approximately 30% when both algorithms were applied to CZCS data with weak contamination by sun glint.

For the turbid coastal environment, the water-leaving radiances in the 0.66–0.87-\(\mu\)m spectral region are typically not close to zero, mainly because of scattering by suspended materials. Under these conditions, the channels in this spectral region have limited use for the retrieval of information on atmospheric aerosols. Because both the Gordon and the Fraser algorithms derive aerosol information from channels in the 0.66–0.87-\(\mu\)m spectral range, these algorithms cannot easily be adapted for the retrieval of water-leaving radiances over coastal waters. In view of this situation, we have designed a different retrieving algorithm, which can use channels in longer wavelengths to derive aerosol information. A spectral matching technique is used in our retrievals.

### 3. Radiative Transfer

For atmospheric window channels for which the absorption by atmospheric gases is negligible, the radiance \(L_{\text{obs}}\) of the ocean–atmosphere system measured by a satellite instrument can be expressed as\(^10\)

\[
L_{\text{obs}} = L_0(\lambda; \theta, \phi; \theta_0, \phi_0; \tau_a) + L_{\text{a}}(\lambda; \theta, \phi; \theta_0, \phi_0; W; \tau_a) + L_w(\lambda; \theta, \phi; \theta_0, \phi_0; W; \tau_w; O) + L_{\text{a}}(\lambda; \theta, \phi_0),
\]

where \(L_0\) is the atmosphere-scattered radiance if the radiance just above the sea surface were zero; \(L_{\text{a}}\) is the radiance of the light reflected from the surface; \(L_w\) is the water-leaving radiance of light scattered from beneath the surface and penetrating it, \(\tau_w\) is the upward transmittance through the atmosphere for the quantity \(L_{\text{a}}\), and \(\tau_a\) is the upward atmospheric transmittance for the quantity \(L_{\text{a}}\). \(L_{\text{a}}\) includes the effects of specular reflection by the air–water interfaces and the scattering effects of whitecaps. The independent parameters in Eq. (1) are defined as follows:

- \(\lambda\) wavelength,
- \(\theta, \phi\) view zenith and azimuth angles from a spacecraft toward Earth’s surface,
Zenith and azimuth angles of the direct sunlight,

\( W \)  surface wind speed,

\( \tau_g \) atmospheric aerosol optical thickness,

\( O \) a parameter that represents the combined effects from all materials beneath the air–water interface.

Figure 2 illustrates the definitions of all the relevant angles. The definition of azimuth angles here follows the navigational convention. For convenience, we combine the first two terms on the right-hand side of Eq. (1) as one term, \( L_{\text{atm+sfc}} \), i.e.,

\[
L_{\text{atm+sfc}} = L_0(\lambda, \theta, \phi, \theta_0, \phi_0; \tau_g) + L_{\text{sfc}}(\lambda, \theta, \phi, \theta_0, \phi_0; W, \tau_g) t_d/(\lambda, \theta, \tau_g).
\]  

(2)

Substituting Eq. (2) into Eq. (1), we obtain

\[
L_{\text{obs}} = L_{\text{atm+sfc}} + L_w t_u.
\]  

(3)

We follow the convention adopted in the 5S code\textsuperscript{12} to express radiances in reflectance units. Let us denote \( \cos(\theta_0) \) as \( \mu_0 \) and the downward solar irradiance at the top of the atmosphere when the solar zenith angle is equal to zero as \( E_0 \). When we multiply both sides of Eq. (3) by \( \pi \) and divide them by \( (\mu_0 E_0) \), Eq. (3) becomes

\[
\pi L_{\text{obs}}/(\mu_0 E_0) = \pi L_{\text{atm+sfc}}/(\mu_0 E_0) + \pi L_w t_u/(\mu_0 E_0 t_d),
\]  

(4)

where we have multiplied the numerator and the denominator of the second term on the right-hand side by the downward atmospheric transmittance \( t_d \), which is the sum of the direct and the diffuse downward transmittances of the sunlight through the atmosphere. We use several reflectances, defined as

\[
\rho_{\text{obs}}^* = \pi L_{\text{obs}}/(\mu_0 E_0),
\]  

(5)

\[
\rho_{\text{atm+sfc}}^* = \pi L_{\text{atm+sfc}}/(\mu_0 E_0),
\]  

(6)

\[
\rho_w = \pi L_w/(\mu_0 E_0 t_d),
\]  

(7)

where \( \rho_{\text{obs}}^* \) is the total apparent reflectance of the atmosphere–ocean system measured at the satellite level; \( \rho_{\text{atm+sfc}}^* \) is the satellite level's apparent reflectance that results from the atmospheric scattering, the specular reflection, and the whitecap scattering at the air–water interface; and \( \rho_w \) is the water-leaving radianc in reflectance units, or, simply, the water-leaving reflectance. \( \rho_w \) defined here is equivalent to the quantity \( [\rho_w]_N \) defined in Eq. (2) of Gordon\textsuperscript{13}. By substituting Eqs. (5)–(7) into Eq. (4) we obtain

\[
\rho_{\text{obs}}^* = \rho_{\text{atm+sfc}}^* + \rho_w t_u t_d/(1 - s \rho_w).
\]  

(8)

To take account of the effect of atmospheric reflection of upward water-leaving radiances back to the surface, another factor, \( 1/(1 - s \rho_w) \), needs to be multiplied by the second term on the right-hand side of Eq. (8) [see Eqs. (11)–(13) of Fraser et al.\textsuperscript{10}], where \( s \) is the reflectance of the atmosphere for isotropic radiance incident at its base. After this factor is inserted, Eq. (8) becomes

\[
\rho_{\text{obs}}^* = \rho_{\text{atm+sfc}}^* + \rho_w t_d t_u/(1 - s \rho_w).
\]  

(9)

For hyperspectral imaging data acquired from aircraft and satellite platforms and covering the 0.4–2.5-\textmu m spectral region, more than half of the spectral region is affected by atmospheric gaseous absorption.\textsuperscript{2} The main contributors to gaseous absorption are atmospheric water vapor, carbon dioxide, ozone, nitrous oxide, carbon monoxide, methane, and oxygen. We denote the total atmospheric gaseous transmittance on the Sun–surface–sensor path as \( T_{\text{g}} \). We further assume that the atmospheric gaseous absorption process and the molecular and aerosol scattering process can be treated independently; i.e., we neglect the interaction term between gaseous absorption and molecular and aerosol scattering. After consideration of atmospheric gaseous absorption, Eq. (9) is modified as follows:

\[
\rho_{\text{obs}}^* = T_{\text{g}}[\rho_{\text{atm+sfc}}^* + \rho_w t_d t_u/(1 - s \rho_w)].
\]  

(10)

Solving Eq. (10) for \( \rho_w \) yields

\[
\rho_w = (\rho_{\text{obs}}^*/T_{\text{g}} - \rho_{\text{atm+sfc}}^*)/[t_d t_u s(\rho_{\text{obs}}^*/T_{\text{g}} - \rho_{\text{atm+sfc}}^*)].
\]  

(11)

Given a satellite measured radiance, the water-leaving reflectance can be derived according to Eqs. (5) and (11), provided that the other quantities on the right-hand side of Eq. (11) can be modeled theoretically.

4. Lookup Tables

Because of the availability of the vector radiative transfer code of Ahmad and Fraser,\textsuperscript{11} the proper atmospheric layering structure in this code, and the treatment of wind-roughened water surfaces, we have decided to use a modified version of the Ahmad–Fraser code\textsuperscript{11} to generate lookup tables for our retrieving algorithm. More specifically, we use the code to generate the quantities \( \rho_{\text{atm+sfc}}^*, t_d, t_u, \) and \( s \) in

---

**Figure 2:** Illustration for the definitions of solar zenith and azimuth angles and viewing zenith angle and azimuth angles.
Table 1. Relative Number Concentrations of Small and Large Particles for Four Basic Types of Aerosol Model

<table>
<thead>
<tr>
<th>Aerosol Type</th>
<th>Percent of Small Tropospheric Particles by Number</th>
<th>Percent of Large Oceanic Particles by Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Maritime)</td>
<td>99.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>99.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>99.8</td>
<td>0.2</td>
</tr>
<tr>
<td>4 (Tropospheric)</td>
<td>100.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Eq. (11). The code has been validated against other codes by Fraser et al. The same radiative transfer code has been used by Tanre et al. for remote sensing of aerosols from multichannel imaging data to be acquired with the Moderate Resolution Imaging Spectrometer (MODIS) instrument onboard the Terra spacecraft. Using the code to perform radiative transfer calculations requires some input parameters, such as the vertical atmospheric temperature and pressure profiles, and aerosol models. The temperature and pressure profiles assumed are the 1976 U.S. Standard Model Atmosphere. We include no gaseous absorption in generating the quantities \( \rho_{atm+sfc} \), \( t_d \), \( t_u \), and \( s \) which are related to scattering by atmospheric molecules and aerosols.

A. Aerosol Models

The aerosol optical properties in the real coastal environment can vary significantly. To use the radiative transfer code to generate lookup tables we have to assume sets of aerosol models. Following the approach of Gordon and Wang, we selected candidate aerosol models from those developed by Shettle and Fenn. Most of the Shettle–Fenn models have two modes of particle size distributions—one small-particle mode (<0.1 μm) and one large-particle mode (>0.3 μm)—except for the so-called tropospheric aerosol models that have only the small-particle size mode. The smaller size fraction of the particles is a mixture of 70% water-soluble and 30% dustlike particles. The larger size fraction of the particles is made from sea-salt-based oceanic particles. The sizes of the particles in both the small size mode and the large size mode can increase as the relative humidity of the atmosphere increases. The refractive indices of the particles also change as relative humidity changes. By mixing the small, tropospheric, particles with the large, oceanic, particles in different proportions, one can construct different types of aerosol model.

We have constructed four basic types of model. Table 1 lists the relative number concentrations of small and large particles for each type of aerosol model. We observed that a small change in the number of large particles in a given aerosol model can result in a significant change in the overall scattering property of the aerosol particles that correspond to the aerosol model. Gordon and Wang selected the first, second, and fourth types of aerosol model. We added the third type of aerosol model to have a smoother transition between the scattering properties of the second and the fourth types. For each type of aerosol model we selected particle sizes corresponding to five relative humidities (RH): 50%, 70%, 80%, 90%, and 98%. As a result, a total of 20 aerosol models were selected. The aerosol models that correspond to 80% RH are not included in the candidate aerosol models selected by Gordon and Wang. However, these models are added to our selections based on suggestions by Eric P. Shettle of the Naval Research Laboratory. The reason behind our addition of candidate aerosol models is that the particle size changes drastically and nonlinearly at 70–90% RH, and the addition of aerosol models at 80% RH is necessary.

B. Computations

Four lookup tables for the quantities \( \rho_{atm+sfc} \), \( t_d \), \( t_u \), and \( s \) in Eq. (11) have been generated. The values of \( \rho_{atm+sfc} \) in our lookup table are computed for the 20 aerosol models described above and for the following values of independent variables:

\[
\begin{align*}
\lambda & = 0.39, 0.41, 0.44, 0.47, 0.51, 0.55, 0.61, 0.67, 0.75, 0.865, 1.04, 1.24, 1.64, 2.25 \mu m; \\
\tau_a & = 0, 0.1, 0.2, 0.3, 0.5, 0.7, 1.0, 1.3, 1.6, 2.0 at 0.55 \mu m; \\
\theta & = 0°, 1.5°, 2.5°, 36°, 48°, 54°, 62°, 80°; \\
\phi & = 0°, 12°, 24°, 36°, 48°, 60°, 72°, 84°, 108°, 120°, 132°, 144°, 156°, 168°, 180°; \\
W & = 2, 6, and 10 m/s; \\
O & = 0;
\end{align*}
\]

where the \( \tau_a \) values are aerosol optical depths at 0.55 μm. The grids of independent variables that we selected for computing are, in most cases, sufficient for interpolation later. In calculating the quantity \( \rho_{atm+sfc} \) using the modified version of the Ahmad–Fraser code we assume that the water-leaving radiance at the bottom boundary is zero, and we include the effects of specular reflection at the air–water interface and the scattering by whitecaps. In computing the other quantities \( (t_d, t_u, \text{ and } s) \), we assume that the atmosphere is bounded by a Lambertian surface with zero reflectances at the bottom boundary.

Figure 3 shows examples of simulated 0.61-μm channel reflectance \( \rho_{atm+sfc} \) as a function of view angle for several relative azimuth angles. The simulations are made for a solar zenith angle of 36°, an aerosol optical depth of 0.2 at 0.55 μm, the maritime aerosol model with 80% RH, and a surface wind speed of 6 m/s. It can be seen from this figure that, for measurements within the solar plane and in the antisolar side of the half-plane (Δφ = 180°), the specular reflection from the wind-roughened water surface facets contributes significantly to \( \rho_{atm+sfc} \) for the view zenith angles in the 60–25° range. As the relative azimuth angle decreases in the antisolar side of the
The specular reflection effect becomes zero for half-plane, the specular reflection effects decrease.

Figure 4 shows examples of simulated reflectances \( \rho_{\text{atm} + \text{sfc}} \) as a function of wavelength for the four types of aerosol model listed in Table 1 at the same RH of 50%. The simulations are made for a solar zenith angle of 36°, a view zenith angle of 54°, a relative azimuth angle of 156°, an aerosol optical depth of 0.7 at 0.55 \( \mu m \), and a surface wind speed of 6 m/s.

For the turbid coastal environment where the water-leaving radiances for channels with \( \lambda < 0.9 \mu m \) are often not close to zero, these channels are not useful for estimating particle sizes. Because the water-leaving radiances for channels above 1 \( \mu m \) are closer to zero for the coastal waters and because the 1.0–2.25 \( \mu m \) region also contains information about aerosol particle sizes, it is justified to use channels in the 1.0–2.25 \( \mu m \) spectral region to estimate aerosol particle sizes from remotely sensed data acquired over coastal waters. In the selection of aerosol models by Gordon and Wang, the third type of aerosol model is not included. This is equivalent to omitting the dashed–dotted curve from Fig. 4. If we concentrate on the study of spectra near 1.6 \( \mu m \), we can find that the vertical intervals between the second and the fourth spectra are approximately twice as great as those between the first and the second spectra. To have a smoother transition between the scattering properties of the second and the fourth types of aerosol model, we added the third type to our candidate aerosol models.

### 5. Gaseous Transmittances

As shown in Fig. 1, major atmospheric absorption bands are seen in measured spectra. Typically, there are seven atmospheric gases that produce observable absorption features. These gases are water vapor (\( \text{H}_2\text{O} \)), carbon dioxide (\( \text{CO}_2 \)), ozone (\( \text{O}_3 \)), nitrous oxide (\( \text{N}_2\text{O} \)), carbon monoxide (\( \text{CO} \)), methane (\( \text{CH}_4 \)), and oxygen (\( \text{O}_2 \)).

A fast line-by-line-based module for calculating atmospheric gaseous transmittances was previously developed in the land version of the ATREM code. In this module, high-resolution atmospheric gaseous transmittance spectra are calculated with the use of a large database (~150 Mbytes) containing precalculated high-resolution (0.05-cm\(^{-1}\)) absorption coefficients for six atmospheric gases (\( \text{H}_2\text{O}, \text{CO}_2, \text{N}_2\text{O}, \text{CO}, \text{CH}_4, \text{and O}_3 \)). The database was generated by use of a line-by-line code developed by Ridgway. The high-resolution spectra are smoothed to medium-resolution spectra (~0.2 nm) and merged with a medium-resolution ozone transmittance spectrum (~0.2 nm). The medium-resolution spectra are further smoothed to lower resolution to match the resolutions of instruments, such as those of the AVIRIS. This module is ported over to our ocean color version of the ATREM. Figure 5 shows an example of calculated transmission spectra at the resolution of the AVIRIS instrument (~10 nm) for a Sun–surface–sensor path and for the
seven atmospheric gases. The major atmospheric bands, such as those seen in Fig. 1, can all be simulated with this module.

6. Retrievals
At present, the retrievals of water-leaving reflectances from measured hyperspectral imaging data cubes (two spatial dimensions and one spectral dimension) are made on a pixel-by-pixel basis. A spectral matching technique is used in the retrievals. The steps involved in the retrievals are as follows:

(a) The solar zenith and azimuth angles are derived based on the date and time of the data acquisition and on the latitude and longitude of the scene. The view zenith and azimuth angles are known.

(b) The two-way atmospheric gaseous transmittance spectra \( T_g \), which match the spectral resolutions of all channels in an imaging spectrometer and correspond to the Sun–surface–sensor path, are calculated by the method described in Section 5. The absorption bands of atmospheric water vapor (H\(_2\)O), carbon dioxide (CO\(_2\)), ozone (O\(_3\)), nitrous oxide (N\(_2\)O), carbon monoxide (CO), methane (CH\(_4\)), and oxygen (O\(_2\)) are included in the calculations. A total of 60 transmittance spectra corresponding to vertical column water vapor amounts ranging from 0 to 15 cm are calculated. This range of column water vapor amounts covers typical atmospheric conditions in which column water vapor amounts range approximately from 0.4 to 4.3 cm. To get spectra corresponding to different water vapor amounts, we scale the water vapor vertical profile by different factors during the calculations. The transmittance spectra are stored in a lookup table.

(c) A measured radiance spectrum is divided by the solar irradiance curve\(^{18}\) above the atmosphere to yield the apparent reflectance spectrum [see Eq. (5)].

(d) A water vapor amount is estimated from the 0.94- and the 1.14-\(\mu\)m water vapor bands in the apparent reflectance spectrum by use of a three-channel ratioing technique and a procedure to search the table containing the 60 gaseous transmittance spectra.\(^2\) Based on the estimated water vapor value and the use of the lookup table procedure again, the best estimation of gaseous transmittance spectrum corresponding to the measured spectrum is obtained.

(e) The apparent reflectance spectrum is divided by the estimated gaseous transmittance spectrum to yield the spectrum of \( \rho_{\text{obs}}^* / T_g \) [see Eq. (11)]. The values of \( \rho_{\text{obs}}^* / T_g \) that correspond to the 14 wavelengths in our tables for scattering quantities are obtained from the spectrum of \( \rho_{\text{obs}}^* / T_g \) through linear interpolation. The 14 values of \( \rho_{\text{obs}}^* / T_g \) are used in our retrieval of an aerosol model and an optical depth by a spectrum-matching technique. Figure 6(a) shows an example of spectrum matching with AVIRIS data on log–log plotting scales. The points derived from an AVIRIS spectrum are marked with crosses and are considered to be the measured data. The dotted curve serves as a guide to the eye. In this case of spectral matching, the channels at 1.04, 1.24, 1.64, and 2.25 \(\mu\)m are assigned a weighting factor of 1, whereas all the other channels short of 1 \(\mu\)m are assigned a weighting factor of 0. The measured data for the four channels at 1.04, 1.24, 1.64, and 2.25 \(\mu\)m are compared with the \( \rho_{\text{obs}}^* / T_g \) data stored in a precomputed lookup table for each of the 20 aerosol models and for each of the ten optical depths. The sum of squared differences between the measured data and the data in the lookup table is calculated for each of the aerosol models and for each of the aerosol optical depths. The aerosol model and optical depth...
that give the smallest value of the sum of squared differences is initially selected. Another aerosol model and another optical depth that give the next-smallest value of the sum of squared differences is also selected. Using these two aerosol models and optical depths and through additional interpolating and fitting processes, we determine the final aerosol model and optical depth and the values of \( \rho_{\text{atm+sfc}}^* \) at the 14 wavelengths. The other scattering quantities, \( t_d, t_u, \) and \( s \) [see Eq. (11)], that correspond to the selected aerosol model and optical depth at the 14 wavelengths are determined subsequently.

The solid curve in Fig. 6(a) is the curve of \( \rho_{\text{atm+sfc}}^* \) versus wavelength that corresponds to our final selection of aerosol model and optical depth. The dotted curve and the solid curve agree quite well for wavelengths greater than 0.86 \( \mu \text{m} \). The differences between the dotted curve and the solid curve near the 0.55-\( \mu \text{m} \) (green) spectral region are attributed to water-leaving radiances in the visible. For wavelengths shorter than 0.45 \( \mu \text{m} \), the dotted curve is below the solid curve. This is most likely due to radiometric calibration problems of the AVIRIS instrument in the blue spectral region. Figure 6(b) is the same as Fig. 6(a), except that it is plotted on linear–linear scales.

(f) The values of the quantities \( \rho_{\text{atm+sfc}}^*, t_d, t_u, \) and \( s \) at the wavelength grids of an imaging spectrometer are determined through interpolations and extrapolations from the corresponding values at the 14 wavelengths determined in step (e), and the water-leaving reflectance spectrum is derived according to Eq. (11).

For a hyperspectral imaging scene of approximately 30 km by 30 km with both the solar and the view zenith angles less than 55° and measured from a satellite at an altitude of 600 km or greater, the solar and view angles for every pixel in the scene can be assumed to be constants. In retrieving water-leaving reflectances from such an imaging data set, steps (a) and (b) need to be performed only once, at the beginning of the program’s execution. Steps (c)–(f) are performed for each pixel spectrum.

7. Sample Results

The algorithm described in this paper was applied to derive water-leaving reflectances from a number of AVIRIS data sets. AVIRIS is an airborne imaging spectrometer\(^7\) designed and built at the Jet Propulsion Laboratory. It simultaneously images in 224 10-nm-wide spectral bands, covering the wavelength region 0.4–2.5 \( \mu \text{m} \), from a NASA ER-2 aircraft at an altitude of 20 km. The ground instantaneous field of view (one pixel) is 20 m \( \times \) 20 m; the ground swath width is \( \sim \) 10 km. The absolute accuracy of radiometric calibration for channels from 0.45 to 2.5 \( \mu \text{m} \) is 5% or better. A few blue channels below 0.45 \( \mu \text{m} \) are less well radiometrically calibrated. The relative band-to-band accuracy in a single spectrum is a few tenths of a percent. Our retrieval results from two AVIRIS data sets, one acquired over the mouth of the Chesapeake Bay in August 1997 and another over the Florida Keys in March 1996, are described below.

A. Chesapeake Bay

The AVIRIS instrument acquired one set of spectral imaging data over the mouth of the Chesapeake Bay (37°12′N and 76°24′W) in eastern Virginia on 17 August 1997. The images of 0.55-, 0.66-, 0.865-, and 1.04-\( \mu \text{m} \) AVIRIS channels are shown in Figs. 7(a), 7(b), 7(c), and 7(d), respectively. The images cover the same area of approximately 11 km by 10 km. The land areas in the scene have been masked as black. The 0.66-\( \mu \text{m} \) image shows clearly features in the water that result from backscattering by materials suspended in the water. As the wavelength increases, the features in water are seen less clearly. This is the reason that we have used only channels at wavelengths greater than 1 \( \mu \text{m} \) for the derivation of aerosol information from AVIRIS data during the retrieval. Figure 8(a) shows two radiance spectra, one measured over a very turbid area (solid curve) and one over a less-turbid area (dotted line) in the AVIRIS scene. Figure 8(b) shows the water-leaving reflectance spectra retrieved from the two radiance spectra in Fig. 8(a). The overall shapes of the reflectance spectra above 0.45 \( \mu \text{m} \) are quite consistent with those measured from other field measurements.\(^{19,20}\) Below 0.45 \( \mu \text{m} \), the reflectances fall off too rapidly with decreasing wavelengths and even become negative for wavelengths less than \( \sim \) 0.41 \( \mu \text{m} \). This problem has been observed by Carder et al.\(^{21}\) and Hamilton et al.\(^{23}\) for other AVIRIS scenes. It is likely due to radiometric calibration of the AVIRIS instrument, which reports too-small radiances in the blue spectral region. We do not have field-measured reflectance...
spectra. For the deepest water reflectance spectrum dominates the measured spectra in the visible spectrum over similar clear waters with a sand bottom in Lake Tahoe. Again, we do not have field-measured reflectance spectra that correspond to the four spectra in Fig. 9(c) for direct comparisons between the retrieved reflectances and field-measured reflectances.

8. Discussions

Although the shapes of our retrieved water-leaving reflectance spectra above 0.45 μm are consistent with those of field-measured reflectance spectra over similar waters, we do not have field-measured reflectance spectra acquired simultaneously with the AVIRIS data acquisitions. As a result, we have not been able to make direct comparisons between field-measured reflectance spectra and our retrieved surface reflectance spectra. We plan to make field measurements of reflectance spectra underneath the AVIRIS overpasses.

Our spectral matching technique and the simple weighting scheme to include or not to include a given channel in the retrieval allow us to use channels above 1 μm to derive information about atmospheric aerosols over coastal environments. By assigning a weighting factor of 1 for channels from 0.66 to 0.865 μm and a weighting factor of 0 for the rest of the 14 channels used in our lookup table, we can perform retrievals from remotely sensed data acquired over the case I waters for SeaWiFS or other data that do not include channels at longer wavelengths.

The scattering and absorption by molecules and aerosols occur simultaneously in the atmosphere. In this algorithm we have assumed that the atmospheric scattering process and the gaseous absorption process are two independent processes. The coupling effects between the atmospheric scattering and the gaseous absorption are not modeled. The magnitude of the coupling effects depends on the aerosol properties and surface reflectances. For the dark ocean surface the coupling effects can be noticeable. For example, there is a small bump at 0.76 μm in the retrieved water-leaving reflectance spectra in Fig. 8(b). The bump is due to our overestimate of oxygen absorption near 0.76 μm when we used the two-way (Sun–surface–sensor path) atmospheric transmittance model. We can, in principle, build additional lookup tables based on rigorous radiative transfer modeling (i.e., including atmospheric scattering and gaseous absorption simultaneously during the modeling) and then develop an algorithm to remove the bump. Because a significant amount of work would be involved and it would only provide minor benefits, we have no plans at this time to develop a module for correction of the bump.

Our present lookup tables have been built for 20 aerosol models. Such lookup tables are adequate for...
retrievals of water-leaving reflectances from remotely sensed data acquired under typical atmospheric conditions. In the future we shall select additional candidate aerosol models, such as models for Sahara dust and Asian dust, and add simulation results with these aerosol models to our lookup tables.

We have occasionally observed from other AVIRIS data sets acquired over coastal environments that the water-leaving radiances for channels above 1 μm for
some pixels are not close to zero; such is the situation when a large amount of material is floating on the water surface. Derivation of aerosol information on aerosols from these pixels is not possible. In this situation, we can use aerosol information derived from other pixels for which the water-leaving distances above 1 μm are close to zero and extrapolate the aerosol information to these pixels when we derive water-leaving reflectances over these pixels.

9. Summary
We have developed an atmospheric correction algorithm for hyperspectral remote sensing of ocean color with the near-future Coastal Ocean Imaging Spectrometer. A spectrum-matching technique is used to derive information on atmospheric aerosols. The aerosol information is extracted back to the visible based on aerosol models during our retrieval of water-leaving reflectances. With our algorithm used to process hyperspectral imaging data acquired with the AVIRIS instrument over the Chesapeake Bay and the Florida Keys, good water-leaving reflectance spectra were retrieved.
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