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Abstract
Routing protocols based on the distribution of link-state information rely on sequence numbers to validate information that a router receives. A fundamental problem is to bound the sequence-number space. We propose a new sequence-number reset algorithm that needs neither periodic retransmissions nor age fields. It is based on a recursive query-response procedure and is designed to handle resource failures during operation. This new algorithm is applicable to routing protocols based on both flooding and selective distribution of link-state information. The correctness of the algorithm is verified in the context of selective dissemination of topology information, and its complexity analyzed. Because the reset algorithm does not use any aging, the distribution of new link-state information or the purging of old information is always done in a time proportional to the time it takes to traverse the network.

1 Introduction
Disseminating link-state (topology) information reliably is essential to many internet routing protocols proposed or implemented to date. This dissemination can take the form of broadcast, in which every network node (router) maintains the same topology map [3], or selective distribution, in which each node maintains only the subset of the topology map it needs to perform correct routing [7]. In a very large internet, network resources must be aggregated into clusters or areas to reduce the amount of information each node needs to store and process; however, because the focus of this paper is on the basic algorithm used for disseminating topology information in a network a flat network organization is assumed.

Broadcast of link states can be accomplished by flooding or building a spanning tree over which link states are distributed [8]. This paper focuses on flooding because of its simplicity and popularity. Examples of standard internet routing protocols based on the flooding of link states are OSPF [10], IS-IS [9] and NLSP [11]. In addition, the inter-domain policy routing (IDPR) architecture [6] and the Nimrod architecture for scalable internet routing [4] are both based on flooding. These protocols and architectures use the same basic approach for the flooding of topology information, which we simply call intelligent flooding protocol or IFP in the rest of this paper (e.g., see [12, 13]).

According to IFP, each network router ascertains the state of its outgoing links and reports this in what we will call a link-state update (LSU); for simplicity, we assume that an LSU reports the state of only one outgoing link adjacent to a router, which we call the source of the LSU. The basic problem then becomes one of broadcasting the most recent LSUs of each source to every router in the network. Once this is accomplished, each router has a topology map from which it can compute the desired paths to destinations. To flood LSUs, IFP uses sequence numbers to validate the most recent LSU; a router accepts a new LSU only if it has a higher sequence number than the one stored.

Because the sequence-number space available in a routing protocol is finite, IFP must operate with finite sequence numbers. To accomplish this, a linear sequence-number space is used together with an age field, and large enough that the maximum sequence number should be reached only in very rare circumstances. Each LSU specifies a sequence number and an age. The source sends a new LSU with a higher sequence number after either detecting a change in the state of an adjacent link, or after reaching a maximum time with no state changes in adjacent links. Each LSU sent by the source specifies the current sequence number and the maximum age for that LSU (in the order of an hour in today’s protocols). No more LSUs from the same source are accepted when the sequence number reaches its maximum
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value, until the LSU is erased due to aging. Aging means that every router that accepts an LSU decrements its age by at least one and also decrements the age while the LSU sits in memory. It must be ensured that nodes age LSUs at a similar pace, and LSUs must be sent reliably between neighbors.

The link-vector algorithm (LVA) introduced in [7] is based on the selective distribution of topology information, rather than on flooding. The purpose of this algorithm is to allow a router to maintain only the link-state information it needs to reach a destination, rather than the entire topology map. Each router maintains a subset of the topology map corresponding to its adjacent links and the links that its neighbor routers have reported as being used in their paths to destinations. The router uses this information to compute its own paths to destinations, and reports to its neighbors the states of only those links used in the chosen paths. In addition, the router tells its neighbors which links it no longer uses to reach destinations. A basic assumption for the correct operation of the LVA implementation introduced in [7] is that routers can determine whether an update contains up-to-date information using the same update validation scheme used for LSUs in IFP.

The inherent limitation with the above method of validating LSUs is that the age field must be very long to avoid situations in which, due to aging, routers loose LSUs that are still valid. Furthermore, because every LSU must expire in a finite time, the source of each LSU must retransmit new incarnations periodically in the absence of link-state changes. In practice, aging of sequence numbers introduces additional communication overhead. Furthermore, after resource failures that isolate any portion of the network from a source of LSUs, old LSU information can be erased only after reaching its maximum age. We propose a new algorithm that achieves fast dissemination of up-to-date link-state information without periodic updates or age fields. This algorithm is based on a finite and linear sequence-number space and diffusing computations [5].

Our algorithm can be applied to standard internet routing protocols based on flooding, eliminates the need for periodic flooding of LSUs, and can dramatically reduce the amount of time in which obsolete LSUs can be erased after resource failures or new LSUs can be copied throughout the network after resource recoveries. The latency of our algorithm is bounded only by the time it takes for an LSU to traverse the network, rather than by a global timer, which is the case in all previous reset schemes used or proposed to date (e.g., see [13, 1]).

The following section states the goals for our reset mechanism. Section 3 describes the new reset algorithm in the context of flooding as well as selective diffusing of topology information. Section 4 verifies that the new reset algorithm works correctly within the context of selective dissemination of topology information. We chose to address correctness in the context of selective dissemination because, as we will show, selective dissemination represents a generalization of flooding. Section 5 analyses the complexity of the selective dissemination algorithm. Section 6 summarizes the applicability of our results.

## 2 Objectives of The Reset Algorithm

The objective of the reset algorithm is threefold:

- When a source of LSUs must wrap around the sequence number it uses, all the routers affected by the LSU are forced to synchronize with the source in such a way that all other sequence numbers from the same source are purged and all routers affected by the LSU reset its sequence number.

- After a malfunction routers can force either the source or another router to provide a correct sequence number for any given link.

- After a resource failure, routers with no physical path to a source erase the LSU from that source within a finite time proportional to the time it takes to traverse their connected components.

A reset algorithm for IFP with goals similar to the above three has been sketched in [1]. According to this algorithm, whenever the sequence number of an LSU reaches its upper bound at some router, this router makes a reset request. When a request reaches a router other than the source, that router resets its sequence number to 0 and forwards the request. When the source of the LSU receives the request, it sets its sequence number to 1 and broadcasts its most recent LSU. This type of reset has two problems: erroneous LSU information has to propagate all the way to the source before it can be erased [3]. Other than having a global timer, there is no provision for erasing an obsolete LSU after the failure of the source of the LSU or the partition of the network. The following section outlines how our reset algorithm supports the three goals stated above.

## 3 Description of Reset Algorithm

The reset algorithm can be applied to both the replication of the same LSU at every router, or the selective dissemination of LSUs. Replicating LSUs at every router is a special case of selective dissemination of LSUs, and there are only two important simplifications: The first is that, because every router must receive every LSU, there is no need for a router to request its neighbors to delete any LSU. The other simplification is that a router does not have to decide which LSU to propagate depending on the link constituency of its paths to destinations; the router simply propagates each valid LSU. A network is modeled as an undirected graph...
A node that needs to reliably distribute information about a link through the network and detect the termination of this, sends queries instead of LSUs to all its neighbors and then waits until it receives a reply from each neighbor. A reply signals that a neighbor and all nodes connected through that neighbor that need to process the query have done so. A node is said to be in active mode (or state) when it is waiting for replies; otherwise, it is passive. A passive node receiving a query for a given link follows the same pattern, it forwards the query to all its neighbors, waits for their replies, and, upon reception of the last reply, sends a reply to its predecessor in the diffusing computation, i.e., to the node from which it received the query that caused its transition to active state. If an active node receives another query, then it simply sends a reply back to the neighbor that sent the query.

An update message may contain queries and replies, as well as plain LSUs from the underlying routing protocol. When an update message is received, the node first processes all the replies, then the LSUs, and at last the queries that are included. The replies must be processed first so that updates can be buffered if the respective reply is in the same packet.

3.1 Reset for Flooding

In the case of flooding, the complete topology information needs to be replicated at every node. Figures 1 and 2 give a formal specification of the reset mechanism for flooding.

A passive node processes LSUs according to the rules for intelligent flooding. If an active node receives an LSU, it must check whether it already received a reply from the sender of the LSU. If this is the case, then the update must be buffered because it contains more recent information than the query did. There must be a separate buffer for each neighbor, but only the latest LSU must be kept. In addition, the buffer is flushed when a query is received subsequently over the same link.

When a passive node receives a reply, this reply is simply discarded. An active node receiving a reply checks if this is the last reply that it expects; if this is the case, the node goes into passive state and sends a reply to its predecessor.
Figure 2: Specification of Reset Algorithm for Flooding

in the diffusing computation (unless it is the source of the diffusing computation, in which case the diffusing computation is terminated). It then processes buffered LSUs. In the case that the state of the link changed since the node became active (i.e., the buffered LSUs contained more recent information), LSUs are sent to all neighbors. If the reply carried an error tag, all subsequent replies for this diffusing computation that the node sends also carry such a tag.

The core of the algorithm is the way in which queries are handled. When the node that receives a query is in passive state, it generally accepts the query, goes into active state, and sends queries to its neighbors. However, there are two exceptions to this rule. First, if the source of the diffusing computation is not the head of the link and the receiving node has a path to the link reported in the query, the node simply sends a reply. This prevents a diffusing computation originated by a node other than the head of the link from propagating to parts of the network where a physical path to the head of the link is known. Second, if the head of the link reported in the query receives it, the node sends a reply. If the content of the query it receives is different from the current link information, the head of the link also sends an LSU with a higher sequence number; this ensures that the correct information about the link will be known throughout the network.

Figure 3 illustrates the normal action for a diffusing computation concerning link (i, j). First, i sends queries to all its neighbors (Fig. 3(a)). These nodes go into active state and forward the query to its neighbors (Fig. 3(b)). Since neighbor w also received a query from i, it is active and immediately sends a reply to x after receiving the query from this node (and vice versa). y and z also forward the query to their neighbors (Fig. 3(c)). After nodes y and z also receive replies from each other (Fig. 3(d)), they return to passive state and send replies to their predecessors in the diffusing computation, x and w, respectively. After x re-
receives the reply from $y$ (Fig. 3(e)), it returns into passive state and sends a reply to its predecessor in the diffusing computation, node $i$, as does $w$ after receiving the reply from $z$ (Fig. 3(f)). When node $i$ receives the last reply, it also returns into passive state and the diffusing computation terminates.

In active state, the normal action taken by a node after receiving a query is to send a reply. However, if the node is active in a diffusing computation that was started at a node other than the head of the link, but the origin of the new query received is the head of the link reported in the query, then the new computation takes over. That is, the node becomes active in the computation started by the head of the link, and sends out new queries to all its neighbors. These queries ensure that the new diffusing computation also takes over at all other nodes that were active in the old diffusing computation.

The other exception to the normal processing of queries occurs when a node detects an erroneous situation when it is active in a diffusing computation originated by the head of a link and receives a second query originated by the same node for the same link, but such that the query contains different link-state information. This situation can only occur after a component of the network, in which an old diffusing computation has not terminated, is reconnected to another component. This situation is illustrated in Figure 4, where node $z$ is shown to receive two different queries. Because node $z$ cannot decide which of the two diffusing computations is more recent, the situation must be corrected by the head of the link. Therefore, the node sends a reply that has an error tag, and tags its active state, meaning that all subsequent replies sent for the computation will be tagged as well. The propagation of the error tags ensures that the head of the link will be notified of the erroneous situation, unless there is no physical path to the head of the link; in that case the diffusing computations both terminate and the information about the link will be erased in this part of the network.

When a link fails, the head of that link updates its topology table and sends a query for this link to its neighbors. If the node is active in a diffusing computation concerning another link and is still waiting for a reply to come over the failed link, then the node assumes that the reply has been received, and that this reply was tagged; this helps prevent deadlocks.

When the cost of a link changes or a new link is established, the head of that link initiates the flooding of an LSU for that link if the node is passive. However, if the head of the link is already active for the link when a change of cost or reestablishment of the link is detected, then the link must wait to distribute the LSU upon termination of the diffusing computation.

As described above, tags in replies are needed to signal an erroneous situation to the head of a link, who then sends LSUs with higher sequence number to its neighbors. Figure 5(a) illustrates the propagation of tagged replies back to node $i$, the source of the diffusing computation. This example assumes that $x$ received the query from $w$ earlier than the query from $i$ and that $y$ and $z$ are waiting for replies from each other when link $(y, z)$ fails. After receiving the tagged reply from $w$ and the reply from $j$, the head of the link (node $i$) sends LSUs with a new sequence number to node $j$. Figure 4: Detection of erroneous condition at node $z$

Figure 5: Propagation of tagged replies for diffusing computation to reset sequence number of $(i, j)$ after link failure
its neighbors (Figure 5 (b)).

Unfortunately, the tagging mechanism may require extra communication in cases where it is not needed. In particular, whenever a link with outstanding replies fails, the reply is assumed to be tagged, causing an unnecessary new LSU to be generated by the source (as in Figure 5). It is, however, possible to use some other means to signal the erroneous situation to the head of the link. For example, a different diffusing computation could be used to make sure that the information gets to the head of the link. This would increase the worst case complexity, but reduce the complexity in the more likely case of a link failure. Moreover, the correctness of the basic algorithm would not be affected if the new algorithm assures delivery of the needed information to the head of the link.

3.2 Reset for Selective Dissemination

To use the reset algorithm described in the previous section with LVA, some minor modifications need to be made. Since in LVA not all nodes need to store information about a given link, nodes that do not have information about a link (i.e., the link is neither in the topology table nor in the list of deleted links) need not participate in a diffusing computation concerning that link. Therefore, a node without information about the link (obviously, such a node is passive) simply sends a reply to the sender of the query, if the link-state information in the query does not cause the node to store the link.

In addition to sending a reply, an active node that receives a query needs to update the list of reporting nodes kept in LVA. A node that receives the last reply for a query must check for changes in the state of the link since it became active. With LVA, such changes can be caused by the buffered LSUs as well as by other information acquired during the active period; a change of the state of the link here includes more recent information as well as a switch from used to not used or vice versa. If any such change occurred, the appropriate add or delete update must be sent.

3.3 Fast Deletion of Old Information

An important feature of our reset algorithm is the fast deletion of old information. This is important, because reconnecting previously disconnected parts of the network can lead to significant overhead. For example, assume that some part of a network is disconnected. With aging, it takes a long time for the information about links in the other network component to be flushed. Therefore, if the sequence number of a link has been reset using premature aging and the network is reconstituted, it is possible for older information with a higher sequence number to pollute the network.

Figure 6 illustrates the above problem. In Figure 6 (a), an example topology is shown where a sequence number of 20 is known for link \((i, j)\) throughout the network when link \((x, y)\) fails. Figure 6 (b) shows the situation after node \(i\) initiated a diffusing computation to reset the sequence number of \((i, j)\) to 0. In Figure 6 (c), the link between nodes \(x\) and \(y\) is reestablished before the old information with sequence number 20 expired in the disconnected component. As seen in Figure 6 (d), the obsolete information can now be propagated in the other part of the network as well. Although this situation will eventually be noted and corrected by the head of the link (node \(i\)), it may result in temporary routing loops.

On the other hand, if our reset mechanism is used rather than aging, the obsolete information in the component that was disconnected from the head of the link will very likely be erased by the time network reconstitition occurs, because such erasure will occur in a matter of a few minutes. This also reduces the probability of temporary loops.

4 Correctness of Reset Algorithm

In this section we present an outline for the proof of correctness of the reset scheme for the case of selective dissemination of link-state information, which is a generalization of flooding. A subset of the same proof applies to the broadcast of link states.

Message transmissions over an operational link are made reliable (i.e., messages are received without error and in the order in which they are sent) by means of a correct retransmission strategy between any two nodes across a link. With this assumption, the proof of correctness can simply assume, without loss of generality, that LSUs, queries, and replies are always sent reliably over an operational link. We also assume that the routers perform LVA error free. The reset algorithm is correct if, after a finite sequence of topology changes, any diffusing computation started at some node for a given link, terminates within a finite amount of time, and upon termination, the network has consistent information about the link.

Consistent information here has the following meaning:

- If the diffusing computation was initiated by the head of the link, then all nodes that have any notion of
the link have the same information about it, and only nodes that use the link or whose neighbor uses the link have a notion of the link.

- If the diffusing computation was initiated by a node other than the head of the link, then the information about this link has been erased from those nodes that cannot reach the link.

The first step in proving correctness is to show that the reset algorithm terminates. Under the conditions stated above, we have the following:

**Theorem 1** Any diffusing computation for a given link \((i, j)\) terminates within a finite amount of time.

**Proof:** There are two possible scenarios for a diffusing computation not to terminate:

1. Deadlock could occur.
2. An infinite amount of queries could be generated.

To show termination of the algorithm, we need to show that neither of these scenarios can occur.

The proof that there can be no deadlock is by contradiction. Consider first a network with a static topology. Assume that there is some node \(x\) at which deadlock occurs. This implies that \(x\) does not receive a reply from at least one of its neighbors, say \(y\). Node \(y\) must have some notion of \((i, j)\) and \(y\) cannot be in active state when it receives the query from \(x\), otherwise \(y\) would have sent a reply immediately after it received and processed the query from \(x\). Hence, \(y\) becomes active with \(x\)'s query and it must wait for a reply from a neighbor other than \(x\), because \(x\) must send a reply to \(y\). Following this line of argument, there must be an infinite number of nodes waiting for replies from nodes other than the node from which the query was received. This is not possible because the network is finite. Therefore, \(x\) cannot be in a deadlock situation.

Note that deadlock cannot occur even in a dynamic topology. This is the case because, when a link adjacent to \(x\) fails (or is established), then \(x\) simply assumes that a reply has been received over that link.

The proof that only a finite number of queries can be generated is also by contradiction. Assume that the diffusing computation does not terminate. Since there are only finitely many nodes, there must be a node \(x\) that produces an infinite number of queries. However, \(x\) cannot be the head of the link, which produces exactly one query. Therefore, node \(x\) must receive a query, send its own queries to all its neighbors, and send a reply infinitely often. Hence, at least one of its neighbors must do the same. Furthermore, w.l.o.g., this node must receive its first query earlier than \(x\).

In other words, there must be either a cycle of nodes which

alternately go into active and passive state, or an inductive argument shows that there must be an infinite number of nodes in the stated situation. The first case can only occur if two parts of the network become disconnected and reconnect after the diffusing computation has terminated in one component but not in the other. Since there is only a finite sequence of changes in the network, this cannot go on indefinitely. Obviously, the second possibility contradicts the assumption of a finite network.

This concludes the proof of Theorem 1. q.e.d.

The algorithm works correctly if, after termination in a connected component, all the nodes in that component have any information about a given link have the same sequence-number (and the same link information) for that link. In addition, the information must be consistent as required by the underlying routing protocol, i.e., it must be up to date and, for LVA, correctly reflect whether it is used by the neighbor nodes.

This means that, in any part of the network that has no connection to a given link, the information about that link must be completely removed. In the part of the network that uses the link, the nodes that do have information about the link (this set is determined by the basic algorithm) have the latest sequence number for the link reported by the head of the link and the other nodes have erased any information about the link from their topology table.

With the assumptions stated above, the following theorem applies.

**Theorem 2** Upon termination of a diffusing computation for a given link \((i, j)\), the information about the link is consistent throughout the network, i.e., any node in the network has the correct information.

The proof of this theorem is based on a series of lemmas [2] showing that

- Any node with information about the link will receive a query.
- After termination, all nodes have consistent information about \((i, j)\).
- All information about \((i, j)\) will be removed in a disconnected component.
- A diffusing computation started in a seemingly disconnected part of the network does not produce inconsistent link information.
- No permanent inconsistency is caused by the temporary disconnection and reconnection of the network while a diffusing computation is going on.
5 Complexity

5.1 Communication Complexity

For a single diffusing computation, the number of messages generated is $O(|E|)$. In the worst case, two queries are sent over each link, one in each direction. Note that there is exactly one reply sent for each query, which does not change the order of magnitude for the communication complexity.

The source of the diffusing computation obviously sends exactly one query over each outgoing link, because it must receive replies from all its neighbors before it can send a second query, which is the condition for the computation to terminate. Now consider an arbitrary node other than the source of the diffusing computation. When this node receives a query, it either sends a reply to the sender, or it sends exactly one query over each outgoing link. Before it can send more queries, it must first receive replies from all its neighbors and then receive a new query. Hence, it must become active more than once for the same diffusing computation. This is not possible in the connected part of a network.

If IFP is used as the underlying protocol, the number of queries can easily be restricted to one per link by not sending a query to the predecessor in the diffusing computation. With LVA, this extra query is used to update the set of reporting nodes at the predecessor node. On the other hand, with IFP, the worst case always occurs because the whole network is flooded with the information, while LVA produces fewer messages in the average case [7].

5.2 Time and Storage Complexity

In the connected component of the network, the worst-case time complexity is $O(x)$, where $x$ is the number of affected routers. With IFP, $x$ obviously is the number of nodes in the network, while with LVA it can be significantly less. The queries will travel to all nodes that do require the information, before the replies are sent back on the same paths and with the same time complexity. In the worst case, all affected routers lie along a single path, causing $O(x)$ communication steps.

Computational complexity at routers is determined by the complexity of underlying protocol, for each query, only constant work is added.

The extra storage required while a node is passive is constant, only an extra tag indicating the state is needed. While a node is active, in addition to some extra state information, $O(|N_x|)$ storage (where $|N_x|$ is the set of neighbors of node $x$) is required to keep track of the received replies at node $x$, and to buffer LSUs.

6 Conclusions

We presented a new algorithm to reset sequence numbers in routing protocols based on link state information. This reset algorithm, which is based on a recursive query-response process, makes it possible to use a bounded sequence-number space without a need for periodic retransmissions or aging. Thus, its time complexity is determined entirely by the time it takes to traverse the network, and it does not rely on any global timers.

The reset algorithm can be used with routing protocols based on flooding as well as selective dissemination of link-state information to speed up their convergence. For instance, using our reset algorithm in OSPF, even when resources fail, all link-state information will be distributed in time proportional to the time needed to traverse the network, which should take in the order of minutes at the most. A version of intelligent flooding based on this reset mechanism was introduced.

We have shown that the reset algorithm leads to a correct routing protocol when applied to the selective dissemination of link-state information, which is a generalization of flooding.
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