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We assume thatBi(xi) is invertible. Then the MIMO
feedback linear control is given by
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If Bi(xi) is not invertible, feedback linearization is still
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discussed in this paper. Moreover we assume that each
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j − γ̇j) + · · ·+ kri
j−1,i(y

i
j

(ri
j−1) − γ

(ri
j−1)

j )

+ (yi
j

(ri
j) − γ

(ri
j)

j )

=k1,i(ẏi
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Substituting the control equation discussed in equation (5),
where we selectvi = −χi +KiEi with Ki a m×m matrix
having its eigenvalues in the left half plane, we get

Ėi =KiEi (9)

To study the stability of the error dynamics for each sub-
system let us define the Lyapunov function, with a posi-
tive definite matrixP i, the solution of Lyapunov equation
Ki>P i + P iKi = −Qi, as

V i =Ei>P iEi (10)

DifferentiatingV i we obtain

V̇ i =Ėi>P iEi + Ei>P iĖi

=Ei>[Ki>P i + P iKi]Ei

=− Ei>QiEi

2



We notice thatV̇ i is negative definite thus drivingEi to
zero exponentially. To study the stability of the composite
systems we define the composite Lyapunov function as
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to zero.

A. Interconnection Between the Subsystems

A certain class of interconnected systems does not allow
some or all the states of the subsystem to be equal at a time
instance. Examples of such class of systems include groups
of UAVs with position of each UAV as the state. In order
to deal with such type of systems we introduce the inter-
connectivity among the subsystems via a repulsive force that
surrounds each subsystem. We define the force of repulsion
F i

r that surroundsith subsystem as
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where κj represents a repulsive constant,Ψ is a design
constant whose significance is explained in Section III-C and
rj
s represents the surrounding or spread in which the effect

of force is realized. The function has the significance that as
the states are far apart from each other the force of repulsion
is less as compared to when the states are closer. Also
it has the significance that there exists a certain minimum
force of repulsion between the states at any time instance.
In order to implement this interconnection we introduce
F i

r via vi for each subsystem so thatvi now becomes
vi = −χi + KiEi + F i

r and equation (9) is updated to
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subsystem defined in the above equation we define the
Lyapunov functionV i, similar to one defined in equation
(10) and calculate its derivative
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Hence it is clear that whenever the error vector is outside
Ωi, it is driven to the invariant setΩi.

III. A PPLICATION TO UAV CASE

A. UAV Model

We consider the four DOF model of the UAV with seven
states given by
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wherepi = [ri
x, ri

y, ri
z]
> represents thex, y and z position

of the ith UAV and si = [vi, vi
z]
> represents velocity vector

wherevi is the linear velocity inx−y direction andvi
z is the

velocity in z direction.θi represents the planar orientation of
the UAV andωi represents the angular velocity of the UAV.
The control vector isu = [u1, u2, u3]> with u3 = 1

mF3− g.
Equation (13) resembles equation (1) wheref(xi) andg(xi)
can be inferred. Let the sensor of the UAV be pointed at a
fixed angleφ, 0 < φ < π, with the horizontal of the plane
as shown in Figure 1. LetLi be the horizontal distance from
the sensor footprint to the vertical line joining the sensor
and the ground as shown in Figure 1. It is clear thatLi is
a function of altitude,z = ri

z, and is given byLi = ri
z

tan φ .
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Fig. 1. Figure showing the UAV and sensor arrangement

Since the sensor angle is fixed, letc = tan φ, a constant. Let
the output of the system (13), be given by

Γi =
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1 + Li cos(xi
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xi

2 + Li sin(xi
3)
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6

 (14)

where the first two rows represent thex and y position of
the sensor footprint respectively and the third row represents
the altitude of the vehicle. By defining the output as given
in equation (14) we are not only controlling the footprint
position of the vehicle but also controlling the altitude of
the vehicle. Differentiating equation (14) with respect to time
gives
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the system(13) with output(14) has a vector relative degree
of [2, 2, 2]> and is input-output feedback linearizable.

B. Presence of a Single Target

Target Model: Here we consider a stationary target whose
position T τ = [xτ , yτ , zτ ]> is known a priori either by a
global positioning satellite or from the information given by
other UAV.

Error signal : We define the error as the sum of the
difference between the footprint position and the target
position, and its derivatives so that error dynamics defined
in equation (7) is nothing but

Ei =k1,i(Γi − T τ ) + (Γ̇i − Ṫ τ )

so that differentiating it with respect to time yields

Ėi =k1,i(Γ̇i) + Γ̈i

The error dynamics for theith UAV, assuming that all the
ki,j = 1, is given by
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In order to regulate the error we define the feedback lin-
earizing controllerui to be the one given in equation (5)
with vi = −χi + KiEi, whereχi is defined in the above
equation and a choice of stableKi is made. The choice of
such a controller results in all the UAV’s converging to the
target location as shown in Figure 2. But it is evident from
Figure 2 that the UAVs collide (blue and green UAV) with
each other during the process of convergence.

Fig. 2. UAV converge towards the target and collide with each other
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C. Force of Repulsion

We define a repulsive profile around each vehicle similar
to the one define in equation (12) as

F i
r =

N∑
j=1,j 6=i

κj exp
[
− ||pi − pj ||2

2rj
s
2

]
(Γi − Γj + Ψ)

With this definition of repulsive force it is clear that the
repulsive force is a function of allx, y and z positions
where the repulsion increases as the positions of the vehicles
approach each other, affecting in turn the location of the
footprint. The significance ofΨ is that even if the output of
the ith and jth vehicle become equal there exists a certain
minimum force of repulsion which avoids the vehicles from
collision. The output of the vehicles become equal when the
angle of sensor footprint,φ, for each vehicle is different. But
this choice of repulsive function may not seem to be practical
all the time. As an example consider the positions of the UAV
footprints as shown in Figure 3 when they have a repulsive
function in terms ofx, y andz position. In this scenario the
target is placed at the origin and the vehicles are initially
placed at (-100, -100, 20), (100, 100, 20) and (0, 100, 20)
initially. The UAVs converge towards the target with their
sensor footprint (the rectangular areas in the figure) placed
in a invariant set surrounding the target but not exactly on the
target. The invariant set, though very small in this example,

Fig. 3. UAV converge towards target with repulsion among themselves

may increase if there are more UAVs that converge towards
the target. The question now arises whether the invariant set
can be decreased considerably if the repulsion profile were to
be a function of altitude,z, alone. But if the repulsive profile
were to a function ofz alone the UAV could face a force of
repulsion when they are at same altitude but located far away
in thex−y plane which is not necessary. In order to deal with
such situation we define a repulsive force similar to equation
(12) but as function of altitudez and the distance between
the vehicles. We define a circle of safe distanceS around
the UAVs, inside which the UAVs experience a repulsive
force that is a function ofz alone and outside which the
UAVs do not experience any force of repulsion. Thus the

force of repulsion between the vehicles can be expressed
mathematically as

F i
r =


0 if ||pi − pj || ≥ S

N∑
j=1,j 6=i

κj

[
e
−
(
||ri

z−r
j
z||

2

2r2
s

)]
(Γi − Γj + Ψ)if ||pi − pj || < S

With the introduction of this repulsive force it is evident that
the UAV converge towards a smaller invariant set around the
target with out colliding with each other as shown in Figure
(4).

Fig. 4. UAV converge towards target and have a repulsive profile as a
function of altitude

D. Presence of Multiple Targets

Consider the case when we have more than one target and
to be more specific the case when we have more UAVs than
targets. In such instances the task assignments to each UAV
plays a vital role. In this section we discuss the problem
of task assignment for different UAVs and the scenario for
dealing with multiple target case.

Define a closed setD with its center placed at the center of
mass of multiple targets. In order to simplify our assumption
we assume thatD is rectangular invariant set with lengthl
and widthw. In practice this setD can be considered as the
search area in which the UAVs are interested in looking for
target and assume that all the UAVs are initialized outside
this search area. The selected invariant setD is such thatD
is a superset of all the invariant setsΩi for i = 1, 2, . . . M
whereM is total number of targets.

E. Task Assignment via change of reference signal

Assume that there exists a virtual target whose position
is defined as the center of mass of all the target positions.
The virtual target position is assigned as the goal for all the
UAVs which are outside the setD. This makes the UAVs
be attracted towards the center of the search area when
they are outsideD. Once the UAV enters the setD, task
assignment is done based on greedy distance criteria. The
task assignment algorithm at present works as follows. Each
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UAV calculates its distance to all the target positions and
communicates it to all the other UAVs. Therefore at a given
time instance all the UAVs know the distance between the
UAVs and the targets present in the search area. Based on this
information each UAV is assigned the closest target (which is
a reference signal in case of general MIMO systems). In the
task assignment process all the targets are assigned to UAVs
and this assignment changes dynamically. UAVs to which
targets are not assigned will converge towards the center of
mass of the target. Thus center of mass of the targets acts like
a default target for all the UAVs. Figure 5 shows the scheme
of how the task assignment works. In the figure there are
two targets placed at (40, 0, 0) and (-40, 0, 0) respectively.
Two of the UAVs (red and blue) are assigned to two different
targets and the third UAV (green) is assigned the center of
mass of the targets.

Fig. 5. Task Assignment

IV. CONCLUSION AND FUTURE RESEARCH

In this paper we have considered a control scheme for
the three dimensional cooperative path planning of inter-
connected systems in general and have shown how this
theory can be applicable for path planning of autonomous air
vehicles to reach their dynamically assigned goal positions.
Lyapunov stability analysis is used not only to show the
stability of the system but also the conditions under which
such systems are stable. Future work involves the stability
of such systems under dynamical constraints placed on some
states (example saturating the velocity in case of UAVs)
and extending it to dynamical environment which involves
moving targets and obstacles.
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