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Abstract

We investigate dynamic voltage scaling (DVS) in real-time embedded systems that use checkpointing for fault tolerance. We present feasibility-of-scheduling tests for checkpointing schemes for a constant processor speed as well as for variable processor speeds. DVS is then carried out on the basis of the feasibility analysis. We incorporate practical issues such as faults during checkpointing and state restoration, rollback recovery time, memory access time and energy, and DVS overhead. Simulation results are presented for real-life checkpointing data and embedded processors.

1. Introduction

Many embedded systems in use today rely on dynamic voltage scaling (DVS) for dynamic power management (DPM). DVS is made possible by the availability of embedded processors that can dynamically scale the frequency by adjusting the operating voltage. A large number of embedded systems are also designed for real-time applications. As a result, several techniques have been proposed for low-energy, real-time task scheduling [1, 2].

Fault-tolerant computing refers to the correct execution of user programs and system software in the presence of faults. Tolerance to transient faults is typically achieved in real-time systems through on-line fault detection [3], checkpointing and rollback recovery. At each checkpoint, the system saves its state in a secure device. When a fault is detected, the system rolls back to the most recent checkpoint and resumes normal execution.

A combination of DVS and checkpointing can be used to reduce energy consumption and improve the run-time reliability of embedded systems. Moreover, a combination of the two strategies can facilitate trade-offs between energy and fault tolerance. Finally, lower processor voltages are likely to lead to lower noise margins and more transient faults. Hence DVS techniques that are tied to system-level fault tolerance are of particular interest for embedded systems.

DPM and fault tolerance for embedded real-time systems have largely been studied as separate problems in the literature. DVS techniques for power management do not consider fault tolerance [1, 2], and checkpoint placement strategies for fault tolerance do not address DPM [4, 5]. It is only recently that an attempt has been made to combine fault tolerance with DPM [6, 7, 8].

In [6], checkpointing is combined with DVS for soft real-time systems. [7] makes a number of simplifying assumptions, e.g., a task is subject to at most one fault occurrence for each job, as well as hyperperiod-oriented feasibility tests, in which the goal is to tolerate up to \( k \) fault occurrences during a hyperperiod. Following this, we extend the feasibility tests to variable-speed processors. We present a heuristic approach based on a genetic algorithm (GA) to reduce the computation cost of calculating a feasible voltage schedule. Simulation results are presented for benchmark task sets and commercial embedded processors with a discrete set of voltage/speed settings.

2. Practical issues in checkpointing and DVS

In this section, we review some practical issues in checkpointing and DVS for real-time embedded systems.

2.1 Stable storage

Checkpoints need to be saved to stable storage such that the recovery data persists through the tolerated faults [9]. Embedded systems have limited memory, and most of them do not contain a hard disk acting as nonvolatile storage. In addition to SRAM and DRAM, ROM and flash memory are used as nonvolatile storage for embedded systems. Since a ROM is a read-only device, it cannot be used for saving checkpoints.

SRAM in embedded systems is used for frequently-accessed and time-critical storage, such as caches and register files. Its typical capacity is only in the order of kilobytes, hence SRAM is of limited use for checkpointing.

DRAM is used as main memory in embedded systems, while flash memory is used for storing boot images and other
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non-volatile data; both have a capacity of tens of megabytes. Flash memory can be read at almost DRAM speeds, but its write access time is 10 to 100 times higher [10]. The large access time for write operations limits the use of flash memory as stable storage for short-duration real-time tasks. Therefore, DRAM is more appropriate for storing checkpoints in real-time embedded systems.

2.2 Checkpoint types and data size

Full checkpointing refers to the writing of the entire address space to stable storage during each checkpoint. In contrast, incremental checkpointing reduces data volume by writing only the pages of the address space that have been modified since the previous checkpoint [9].

For full checkpointing, only the most recent checkpoint data needs to be retained for recovery. For incremental checkpointing, old checkpoint files cannot be automatically deleted because the program’s data state is spread out over many checkpoint files [11]. In resource-constrained embedded systems, it is undesirable to introduce extra hardware overhead to maintain the page table necessary for incremental checkpointing. Hence full checkpointing is more viable, despite the drawback of higher data read/write time.

The size of a checkpoint depends on the task set. For example, applications that rely on matrix operations produce megabytes of checkpoint data [11]. However, many embedded systems are targeted for real-time control in response to sensor inputs, hence data volume for such systems is limited. Furthermore, resource constraints in embedded systems limit data volume. The only source available to us in the literature that describes checkpoint size for embedded systems is [12]. The checkpoint size ranges from 0.497 KB to 2.897 KB for games on Palm handheld devices. In the absence of additional literature, we use [12] as a basis and assume that the checkpoint size is at most a few kilobytes.

2.3 Fault arrival rate

For systems that operate in harsh environments, the fault arrival rate can be as high as $10^2$ to $10^4$ per hour [13]. For example, in an orbiting satellite, the number of errors caused by protons and cosmic ray ions was measured to be as high as 35 in a 15-minute interval [13].

Prior work on checkpointing is usually based on the assumptions that no faults occur during checkpointing and that the state restoration time is zero. These assumptions are unrealistic in practice, especially for high fault arrival rates and if the checkpoint data size is not negligible.

2.4 Cost of voltage scaling

Voltage-scaling costs cannot be ignored for real-time and power-constrained embedded systems [1]. For example, the StrongArm 1100 processor takes 250 µs to switch from a 1.5V supply voltage to a 1.23V supply voltage [14]. Typically, tens of µJ of energy is needed for voltage switching. Hence for a set of short-duration real-time tasks, it is counterproductive to employ DVS. For longer-duration tasks, the consideration of DVS overheads leads to more accurate conclusions.

3. Feasibility analysis under constant speed

We are given a set $\Gamma = \{\tau_1, \tau_2, ..., \tau_n\}$ of $n$ periodic real-time tasks, where task $\tau_i$ is modeled by a tuple $\tau_i = (T_i, D_i, E_i)$, $T_i$ is the period of $\tau_i$, $D_i$ is its deadline, and $E_i$ is the worst-case execution time (WCET) of $\tau_i$ under fault-free conditions. The WCET values can be obtained using techniques described in [15]. Let the time required to store (retrieve) a checkpoint be $C(C)$. We make the following assumptions: (i) $\Gamma$ is scheduled using fixed-priority methods such as the rate-monotonic scheme [16]; (ii) $\Gamma$ is schedulable under fault free conditions; (iii) task $\tau_i$ has higher priority than task $\tau_j$ if $i < j$; (iv) each instance of the task is released at the beginning of the period; (v) the checkpointing intervals for the same task are equal; (vi) faults are detected as soon as they occur.

We next provide two solutions corresponding to two different fault-tolerance requirements. One is to tolerate $k$ faults for each job (task instance), termed as job-oriented fault-tolerance; the other is to tolerate $k$ faults within a hyperperiod (defined as the least common multiple of all the task periods [16]), termed as hyperperiod-oriented fault-tolerance. The choice of an appropriate fault tolerance criterion can be made based on the needs of the real-time application.

We first consider the case of a single job. Suppose the checkpointing interval is $\Delta = E(m+1)$, where $m$ is the number of checkpoints inserted equidistantly to tolerate $k$ faults in one job. The objective here is to find the optimal checkpointing interval to minimize the worst-case response time in the presence of faults.

The total execution time of the job can be divided into three categories: effective computation (the time when the job performs real computation), checkpoint saving, and state retrieval. Based on this classification, we can further divide the occurrences of the $k$ faults during task execution. Suppose $k_1$ faults occur during checkpoint saving, $k_2$ faults occur during checkpoint retrieval, and $k_3$ faults occur during effective computation, where $k = k_1 + k_2 + k_3$; see Figure 1. Whenever a fault occurs during job execution or checkpoint saving, the system rolls back to the most recent checkpoint and restores the system state. As a result, the maximum time penalty due to a fault during job execution is $\Delta + C_r$, as indicated in Figure 1(a). Similarly, the maximum time penalty due to a fault during checkpoint saving is $\Delta + C_s + C_r$, as indicated in Figure 1(b). If a fault occurs during state restoration, the system rolls back to the checkpoint and attempts to restore state, as demonstrated in Figure 1(c). Hence the maximum time penalty due to a fault during checkpoint retrieval is $C_r$.

The response time $R$ for the job is composed of five terms: (i) the fault-free job execution time: $E$; (ii) the total time for saving $m$ checkpoints: $mC_s$; (iii) the additional penalty due to $k_1$ faults during checkpoint saving: $k_1(\Delta + C_s + C_r)$; (iv) the penalty due to $k_2$ faults during state restoration: $k_2C_r$; (v) the penalty due to $k_3$ faults during job execution: $k_3(\Delta + C_r)$. Hence the response time is expressed as:
sooner. In the former case, than demand analysis for each task is value of
relation:
\[ E + k \]
(1)
The iteration is terminated either when \( m_0 \) is not schedulable. The overall time complexity of this procedure is \( O(nR) \).

Example 1: Consider a hypothetical task set composed of two tasks: \( \tau_1 = (60, 25, 7) \) and \( \tau_2 = (80, 47, 8) \), and let \( k = 3 \), \( C_1 = C_2 = 1 \). Then \( m_1 = 4 \) and \( m_2 = 4 \). After applying the recurrence equation, we get the response times: \( R_1 = 44.0 < 47 \) and \( R_2 = 44.0 < 47 \). Thus checkpointing is feasible for this task set if up to three faults occur during each job. Next we examine the case of \( k = 4 \). For this case, \( m_1 = 4 \) and \( m_2 = 6 \). The response times are: \( R_1 = 24.6 < 25 \). Next we examine the case of \( k = 4 \). For this case, \( m_1 = 4 \) and \( m_2 = 5 \). The response times are: \( R_1 = 24.6 < 25 \) and \( R_2 = 50.9 > 47 \). As a result, checkpointing is not feasible.

3.2 Hyperperiod-oriented fault-tolerance

We require here that tasks meet their deadlines under the condition that at most \( k \) faults occur during a hyperperiod. Let \( F_j = E_j / (m_j + 1) \). The response time \( R_j \) for \( \tau_j \) is expressed as:

\[
R_j = [E_j + k(C_j, C_j) + m_jC_j + kE_j/(m_j + 1)] + \sum_{i=1}^{\tau_j} \frac{R_i}{T_i} E_i + \frac{R_j}{T_j} E_j.
\]

Any time we increase the number of checkpoints for a task, all the lower-priority tasks need to be re-examined. Upper bounds on the number of checkpoints sufficient for timely completion of tasks are described in [8]. A checkpointing algorithm for off-line feasibility analysis is also described in [8]. The algorithm in [8] can be easily extended to handle faults during checkpointing and state-restoration cost by using the above expression for \( R_j \).

4. Feasibility analysis with DVS

Here we are given a variable-speed processor equipped with \( l \) speeds \( f_1 < f_2 < \ldots < f_l \). We are also given a set \( \mathcal{G} = \{ \tau_1, \tau_2, \ldots, \tau_n \} \) of \( n \) periodic real-time tasks, where task \( \tau_i \) is modeled by a tuple \( \tau_i = (T_i, D_i, E_i) \), \( T_i \) is the period of \( \tau_i \) and \( D_i \) is its deadline (\( D_i \leq T_i \)), and \( E_i \) is the number of computation cycles of \( \tau_i \) under fault-free conditions.

We assume that processor voltage scaling does not affect the cost of checkpoint saving and state restoration. For processors with on-chip cache, we can simply consider an upper limit on the cache write-back cost. As in Section 3, we use \( C_s(C_e) \) to denote the time needed for checkpoint saving (data retrieval). Let the energy cost for saving/retrieving one checkpoint be \( \text{Eng}_s \) and \( \text{Eng}_e \). In addition to the assumptions in Section 3, we assume the task set \( \mathcal{G} \) is schedulable under fault free conditions at the lowest speed, and a single speed switch incurs time cost of \( T_s \) and energy consumption of \( \text{Eng}_s \).
The power consumption $P(f)$ at a clock frequency $f$ for an embedded processor can be found in the data sheets. For a task with $N$ single-cycle instructions, the energy consumption can be expressed as: $Eng(N, f) = P(f) * N / f$. Speed scaling can be done at the application level, i.e., all tasks for the application are assigned the same speed, or at the task level, i.e., different tasks are assigned different speeds. Speed scaling can also be carried out at the job level, i.e., different jobs for a task can have different speeds. Let $s(\tau) : \tau \rightarrow f_j$ (1 $\leq i \leq n$, 1 $\leq j \leq l$) denote the speed scaling function, which maps a task $\tau$ to speed $f_j$.

Let the hyperperiod be denoted by $H$ and the number of checkpoints for $\tau$ be denoted by $m$. The off-line feasibility analysis with DVS provides two important pieces of information: first, it provides the feasibility analysis under the worst-case scenario; second, it provides static results such as speed assignment and checkpoint interval, which can be further used for on-line adjustment during task execution.

### 4.1 Job-oriented fault-tolerance with DVS

The difficulty in modeling DVS cost accurately is that voltage-switching events can only be known after the schedule is obtained; hence it is not possible to characterize it during feasibility analysis. Therefore, we employ a conservative method here, which assumes that voltage switching occurs between any two consecutive jobs. If the task set can be scheduled under this conservative assumption, it is guaranteed that the task set can be scheduled under any voltage-switching scenario.

The worst-case response time for task $\tau$ is expressed as:

$$R_{\tau} = (E_i + kE_i/(m_0 + 1))/s(\tau) + k(C_0 + C_0) + m_0 C_0$$

(2)

The total energy consumption during one hyperperiod is expressed as:

$$\text{Total}_{\text{eng}} = \sum_{\tau_i} \sum_{j=1}^l H / T_j [\text{Eng}(E_i + kE_i/(m_0 + 1), s(\tau_i))]$$

$$+ k(\text{Eng}_C + \text{Eng}_C) + m_0 \text{Eng}_C + \text{Eng}_ss$$

(3)

To minimize all response times, we must have:

$$m^*_0 = \max [kE_i/(s(\tau_j)C_0) - l(0,1) i \leq j \leq n).$$

A feasibility test, we employ the recurrence equation as follows:

$$R^{(j+1)}_{\tau} = [(E_i + kE_i/(m_0 + 1))/s(\tau_j) + k(C_0 + C_0) + m_0 C_0]$$

$$+ \sum_{i=1}^n \left[ R^{(i)}_{\tau} / T_j \right] [(E_i + kE_i/(m_0 + 1))/s(\tau_j) + k(C_0 + C_0) + m_0 C_0]$$

$$+ k(C_0 + C_0) + k \max(F)$$

(4)

For each given speed $f_j$, in order to minimize all response times, we must have:

$$m^*_0 = \max \left[ kE_i/(s(\tau_j)C_0) - l(0,1) i \leq j \leq n. \right.$$}

The iterative method described in Section 3.1 can be used here. To examine the feasibility for each task, all $l$ possible speeds have to be examined. The lowest speed that satisfies the timing constraints is selected to minimize energy consumption.

(2) Task-level speed scaling: to obtain an optimal solution, a straightforward solution is to use an exhaustive search method. Since each task can be run at $l$ speeds, there are $l^n$ possible speed combinations for $n$ tasks. Given a speed assignment, in order to minimize all response times, we must have:

$$m^*_0 = \max \left[ kE_i/(s(\tau_j)C_0) - l(0,1) i \leq j \leq n. \right.$$}

The feasibility test is performed according to Equation (2). Meanwhile, the energy consumption is calculated from Equation (3). A speed combination that satisfies the timing constraints with the minimum energy consumption is chosen as the optimal solution.

### 4.2 Hyperperiod-oriented fault-tolerance with DVS

Let $F_i = E_i / \lbrack s(\tau_i)(m_0 + 1) \rbrack$. The worst-case response time for task $\tau_i$ can be expressed as:

$$R_i = [E_i / s(\tau_i) + m_0 C_0] + \sum_{j=1}^n \left[ R_{\tau_j} / T_j \right] [E_i / s(\tau_j) + m_0 C_0 + t_u]$$

$$+ k(C_0 + C_0) + k \max(F)$$

(4)

The total energy consumption during one hyperperiod is expressed as:

$$\text{Total}_{\text{eng}} = \sum_{i=1}^n H / T_j [\text{Eng}(E_i + kE_i/(m_0 + 1), s(\tau_i))]$$

$$+ k(\text{Eng}_C + \text{Eng}_C) + k \text{Eng}(F^*(\tau), s(\tau))$$

(5)

Here $F$ is the task with the longest checkpointing interval, $F^*$ represents its checkpointing interval and $s(\tau)$ represents its corresponding speed assignment.

(1) Application-level speed scaling: here all tasks have the same speed $f$ and $s(\tau_i) = s(\tau_i) = \ldots = s(\tau_i) = f$, where $f \in \{f_1, f_2, \ldots, f_l\}$. Let $F_j = E_i / \lbrack f(m_0 + 1) \rbrack$. Then Equation (4) is simplified to:

$$R_i = [E_i / f + m_0 C_0] + \sum_{j=1}^n \left[ R_{\tau_j} / T_j \right] [E_i / f + m_0 C_0 + t_u] + k(C_0 + C_0) + k \max(F)$$

(5)

For each given speed $f$, we examine the feasibility of the task set using the method in Section 3.2. If it is schedulable, the corresponding number of checkpoints for each task can be obtained. The energy consumption is calculated from Equation (5). The lowest speed that satisfies the timing constraints is selected to minimize energy consumption.

(2) Task-level speed scaling: to obtain an optimal solution, we use an exhaustive method and enumerate $l^n$ speed combinations. For each speed combination, the feasibility test is performed according to Equation (4). Energy consumption is calculated from Equation (5). The speed combination that satisfies the timing constraints with the minimum energy
and 1; (2) If is a uniform random function that returns a value between 0 and 1, and assigns it to the chromosomes. Procedure mutation operators to randomly choose a point and replaces it with a value from the other parent chromosome. A child keeps the information of its parent to the right of the index and fills the left with the other parent chromosome. The initial population is composed of these chromosomes.

Procedure GA(Ω)

Input: Initial chromosome population \( \Omega = \{c_i | \mu = \{v_{i1}, v_{i2}, \ldots, v_{in}\}, \forall i \leq P\} \)
Output: Chromosome with the highest fitness value, \( f^* \)

1. while number of generations not exhausted do
2. for \( j = 1 \) to PopulationSize do
3. Select two chromosomes with the highest fitness values, apply the crossover operator randomly, generate two children;
4. Apply mutation to two children randomly, update their fitness values;
5. endfor
6. endwhile
7. Report the best chromosome as the final solution

Figure 2. Heuristic search based on GA.

4.3 Heuristic method based on a genetic algorithm

The exhaustive method for task-level speed scaling is very time-consuming, especially when the size of the task set or the number of processor speeds is large. We present here a heuristic procedure based on genetic algorithms.

The heuristic procedure is divided into two stages: application-level population generation, and task-level heuristic search. The procedure is described in Figure 2. Each chromosome \( \alpha \) is an \( n \)-dimensional vector \( \{v_{i1}, v_{i2}, \ldots, v_{in}\} \), where \( n \) is the number of tasks and \( v_i \) is the corresponding speed for task \( \alpha^i \). Furthermore, \( \alpha \) is viable only if the task set can be scheduled under the corresponding speed assignment. Procedure Init(\( I \)) initializes the search space (chromosome population). One chromosome is initially generated based on the application-level speed scaling. This is to ensure that the initial population includes a schedulable solution if such a solution exists. The other chromosomes are generated randomly. The initial population \( \Omega \) is composed of these chromosomes. Procedure GA(\( \Omega \)) applies crossover and mutation operators to \( \Omega \) based on the fitness values. The operations are repeated for a predefined number of generations \( Q \). The fitness value \( fit(\alpha) \) is calculated as follows: (1) If \( \alpha \) is not viable: \( fit(\alpha) = rand() \), where \( rand() \) is a uniform random function that returns a value between 0 and 1; (2) If \( \alpha \) is viable: \( fit(\alpha) = 0.6 + 0.4 \times B/Energy(\alpha) \), where \( B \) is a constant and Energy(\( \alpha \)) is the energy consumption for the task set under chromosome \( \alpha \).

Since the fitness value of a viable chromosome is always greater than 0.6, and the fitness value of a chromosome that is not viable is a random number whose probability is between 0 and 1 with a uniform probability distribution, there is a higher probability that a viable chromosome is selected to generate children. Furthermore, a chromosome with low-energy consumption has a high fitness value, which makes it more likely to be selected.

The mutation and crossover operators used in the procedure are defined as follows:

1. Crossover: find an index randomly; then one child keeps the information of its parent to the left of the index and fills the right with the other parent chromosome, and the other child keeps the information of its parent to the right of the index and fills the left with the other parent chromosome.
2. Mutation: choose a certain number of bits from two children randomly and replace them with different information.

The complexity of this heuristic method is linear in the number of generations \( Q \) and the population size \( P \).

5. Simulation results

We next compare the performance of the proposed scheme with the VSLP technique proposed in [2]. We also compare our approach with a fault-tolerant scheme that does not consider energy.

We use the following notation to refer to the different variants of our scheme: 1) JFTC: job-oriented fault tolerance under constant speed; 2) JFTA: job-oriented fault tolerance with application-level speed scaling; 3) JFTT: job-oriented fault tolerance with task-level speed scaling; 4) HFTC: hyperperiod-oriented fault tolerance under constant speed; 5) HFTA: hyperperiod-oriented fault tolerance with application-level speed scaling; 6) HFTT: hyperperiod-oriented fault-tolerance with task-level speed scaling.

We choose two low-power enabled embedded processors for our experiments: Intel XScale PXA260 [17] and Transmeta Crusoe [18]. The relevant parameters for these processors are listed in Table 1.

We evaluate our schemes on three real-life task sets [1]. These task sets include a computer numerical control (CNC) task set, an inertial navigation system (INS) task set, and a generic aviation platform (GAP) task set, respectively. The task execution times (provided in μs in the literature) are assumed for a nominal CPU frequency of 200 MHz.

Based on the discussion in Section 2, we assume that the checkpoint size is 5 KB, and that checkpoint data is saved in DRAM. Based on the typical access speeds of DRAM, the time to read or write a checkpoint of size 5 KB is assumed to be 0.4 ms. We choose a power consumption value of 400mW for the DRAM [19]. Hence the energy consumption for saving or retrieving a checkpoint is 160 μJ. In addition, based on data provided in the literature in [14], we assume that a single DVS transition takes 100 μs, and consumes 30 μJ.

Since the number of tasks for CNC and INS is relatively small, the simulation results for CNC and INS are obtained using the exhaustive search method. The simulation results for GAP are obtained using the heuristic method.

Simulation results on JFTT for the Intel XScale processor are shown in Table 2. The last two columns of the table show the energy saving of JFTT compared to VSLP and JFTC, respectively. In the table, “NF” denotes that the task set cannot be feasibly scheduled, \( E_3 = (E_1 - E_3)/E_1 \times 100\% \), and \( E_3 = (E_2 - E_3)/E_2 \times 100\%. \) DVS is not effective for CNC because the voltage switching time is comparable to its task execution times. For INS and GAP, whose tasks have longer execution times compared to the checkpointing cost, JFTT outperforms VSLP. For INS with \( k = 2 \), VSLP is unfeasible but JFTT is still feasible. The performance for JFTC and JFTT are comparable. This is because JFTT has to often run at the highest processor speed to ensure timely task completion.
Finally, the simulation results for HFTT for the GAP with k = 2 are as high as 61.7%. JFTT can also tolerate more faults. For example, JFTT can tolerate 3 faults for INS and 4 faults for GAP, while VSLP can tolerate only 2 faults for INS and 2 faults for GAP. Next we compare JFTT and JFTC. As expected, JFTT saves more energy when both schemes are feasible. For example, JFTT saves 43.2% energy over VSLP, and as much as 44.3% over HFTC.

6. Conclusions

We have shown how a combination of checkpointing and DVS can be used in real-time embedded systems. We have presented feasibility-of-scheduling tests for checkpointing schemes under both constant processor speed and variable processor speed. A heuristic method has been proposed to reduce the computational complexity for voltage scaling. We have presented simulation results for two commercial embedded processors using real-time benchmark task sets.
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