AUTOMATIC DETECTION OF VOICE IMPAIRMENTS DUE TO VOCAL MISUSE BY MEANS OF GAUSSIAN MIXTURE MODELS
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Abstract: There is an increasing risk of vocal and voice diseases due to the modern way of life. It is well known that most of the vocal and voice diseases cause changes in the acoustic voice signal. These diseases have to be diagnosed and treated at an early stage. Acoustic analysis is a non-invasive technique based on digital processing of speech signal. Acoustic analysis could be a useful tool to diagnose this kind of diseases, furthermore it presents several advantages: it is a non-invasive tool, provides an objective diagnostic, moreover, it can be used for the evaluation of surgical and pharmacological treatments and rehabilitation processes. ENT clinicians use acoustic voice analysis to characterise pathological voices. In this paper, we study a well known classification approach—in speaker recognition and identification—applied to the automatic detection of voice disorders. Former and actual works demonstrate that impaired voice detection can be carried out by means of supervised neural nets: MLP (Multilayer perceptron). We have focused our task in detection of impaired voices by means of gaussian mixture models (GMMs) and parameters such mel frequency coefficients (MFFC) extracted from the windowed voice signal.
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I. INTRODUCTION

Acoustic analysis is a non-invasive technique based on digital processing of the speech signal. Such techniques are an effective tool for: objective support of the diagnosis; screening the vocal and voice diseases and specially their early detection; objective determination of the impairment of the vocal function; evaluation of surgical, pharmacological treatments and rehabilitation; upon obtaining an automatic analysis, the detection of some simple pathologies can be done without the presence of a specialist. Its application is not restricted to the medical area, also it can be of special interest for voice professional, as singers, speakers, etc.; evaluation of the rehabilitation.

Many algorithms to calculate acoustic parameters have been developed and, in many cases, it is demonstrated that there is a great correlation between deviations of parameters and presence or absence of impairments or pathologies [6].

This paper deals with the task of automatic detection of voice impairments by means of Gaussian Mixture Models (GMM) and Mel Frequency Cepstral Coefficients (MFCC).

II. PARAMETERIZATION

Feature extraction of speech is one of the most important issues in the field of speech technology. There are two dominant acoustic measurements of speech signal. The first is the parametric modelling approach, developed to match closely the resonant structure of the human vocal tract that produces the corresponding speech sound. It is mainly derived from Linear Predictive analysis, such as LPC and LPC-based cepstrum (LPCC) [5]. The second is the non-parametric modelling method, that is basically originated from the human auditory perception system. FFT-based mel frequency cepstral coefficients are used for this purpose. The term mel refers to a kind of measurement related to perceived frequency. The mapping between the real frequency scale (Hz) and the perceived frequency scales (mels) is approximately linear below 1KHz and logarithmic at higher frequency [5]. The bandwidth of the critical band varies according to the perceived frequency. It is about linear up to 1KHz and increases logarithmically above 1KHz. The suggested formula that models their relationship is described as follows:

$$F_{mel} = \frac{2595 \log_{10}\left(1 + \frac{F_{hz}}{700}\right)}{1 + \frac{F_{hz}}{700}}$$

The advantages are that, those parameters are capable of being immune to noise and it is easy to warp frequency into a non-uniform scale, such as mel scale.

Mel frequency cepstral coefficients (MFCC) are complemented with first and second order temporal derivatives. An overview of the method is provided.

II.1. Overview of MFCC Algorithm [5]

We assume that $y[n]$ denotes the input speech signal. The complete calculation process of the coefficients can be described in the next four steps as follows:

Step 1: Transform the input speech signal from time domain to frequency domain by applying short-time Fast Fourier Transform (FFT) method.

$$Y(\Omega) = \sum_{n=0}^{F-1} y[n]w[n]e^{-j2\pi \frac{m}{F}}$$

where $m = 0, 1, 2...F-1$; $F$ is frame size, which is generally equal to the power of 2; $w[n]$ is the Hanning window function, which is based on the fact that the signal can be regarded as stationary and uninfluenced by the others within a short period of time, i.e. the frame size.

Step 2: Find the energy spectrum of each frame.

$$X(\Omega) = |Y(\Omega)|^2$$

Step 3: Calculate the energy in each mel window.
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where $1 \leq k \leq M$; $M$ is the number of the mel windows in mel scale, which generally ranges from 20 to 24. $W_i(j)$: the triangular weighted function is associated with the $k^{th}$ mel window in mel scale.

Step 4: Proceeding with logarithm and cosine transforms, we can figure out the mel frequency cepstral coefficients:

$$mc_n = \sum_{k=1}^{M} \log(S_k) \cos\left[ n(k - 0.5) \frac{\pi}{M} \right]$$

where $1 \leq n \leq L$; $L$ is the desired order of MFCC.

II.2. Temporal Derivative [5]
An improved representation can be obtained by extending the analysis to include information about the temporal parameters derivative. Both first and second derivatives have been used. To introduce temporal order into the parameter representation, we denote the $m^{th}$ parameter at time $t$ by $c_{m}(t)$:

$$\frac{dc_{m}(t)}{dt} = \Delta c_{m}(t) = \mu \cdot \sum_{k=-K}^{K} k \cdot c_{m}(t+k)$$

where $\mu$ is an appropriate normalization constant and $(2K+1)$ is the number of frames over which computation is performed.

For each frame $t$, the results of the analysis is a vector of Q coefficients, and appended to it two Q length vectors more of first and second time derivatives; that is:

$$o(t) = (c_1(t), c_2(t),..., c_Q(t),$$

$$\Delta c_1(t), \Delta c_2(t),..., \Delta c_Q(t),$$

$$\Delta \Delta c_1(t), \Delta \Delta c_2(t),..., \Delta \Delta c_Q(t))$$

where $o(t)$ is a vector with $3 \cdot Q$ components.

III. GAUSSIAN MIXTURE MODEL (GMM) [2] [3]
Let $x \in \mathbb{R}^n$ be a random vector that has an arbitrary distribution. The distribution density of $x$ is modelled as a Gaussian Mixture Density, a mixture of $Q$ component densities, given by:

$$p(x \mid \lambda) = \sum_{i=1}^{Q} c_i \cdot p_i(x), \quad \sum_{i=1}^{Q} c_i = 1, \quad c_i \geq 0$$

where $p_i(x), i=1,...,Q$ are the component densities and $c_i, i=1,...,Q$ are the component weights. Each component density is a n-variate Gaussian function of the form:

$$p_i(x) = \frac{1}{(2\pi)^{n/2} |C_i|^{1/2}} \exp \left[ -\frac{1}{2} (x - \mu)^T C_i^{-1} (x - \mu) \right]$$

with $\mu$ the $n \times 1$ mean vector and $C_i$ the $n \times n$ covariance matrix.

The complete Gaussian mixture density is parameterised by the mean vectors, covariance matrices and mixture weights from all component densities, and these parameters are represented by the notation

$$\lambda = \{c_i, \mu_i, C_i\} \quad i = 1,...,Q$$

As the Gaussian components are acting together to model the overall pdf, full covariance matrices are not necessary. The linear combination of diagonal covariance Gaussians is capable of modelling the correlation between feature elements. With this assumption, the parameters of the mixture can be represented by:

$$\lambda = \{\xi_i, \mu_i, \sigma_i\} \quad i = 1,...,Q$$

where $\sigma_i$ is a $n \times 1$ vector representing the diagonal of the covariance matrix.

There is a principal motivation for using the GMM as a representation of the acoustic space: it is the empirical observation that a linear combination of Gaussian basis functions is capable of representing a large class of sample distributions.

III.1. EM algorithm [3]
To model the distribution of the acoustic space, parameters $\lambda$ of the GMM may be estimated using MFCC coefficients. There are several techniques available for estimating the parameters of the GMM. The most popular method is maximum likelihood (ML) estimation. ML parameter estimates can be obtained iteratively using the well-known expectation and maximization (EM) algorithm.

The goal of the EM algorithm is to estimate the parameters of the GMM, $\lambda$ which best matches the distribution of the training samples. For a sequence of $T$ training vectors $X = \{\tilde{x}_1, \tilde{x}_2, ..., \tilde{x}_T\}$ the GMM likelihood can be written as:

$$p(X \mid \lambda) = \prod_{i=1}^{T} p(\tilde{x}_i \mid \lambda)$$

But, this expression is a non-linear function of the parameters $\lambda$, and direct maximization is not possible. EM algorithm allows us to estimate the model parameters. The idea is beginning with an initial new model $\lambda'$, such that $p(X \mid \lambda') \geq p(X \mid \lambda)$. The initial model becomes the new model for the next iteration, and so on. On each EM iteration the reestimation formulas used to guarantee a convergence of the model are:

$$c_i = \frac{1}{T} \sum_{t=1}^{T} p(i \mid x_t, \lambda)$$

$$\mu_i = \frac{\sum_{t=1}^{T} p(i \mid x_t, \lambda)x_t}{\sum_{t=1}^{T} p(i \mid x_t, \lambda)}$$
The a posteriori probability for acoustic class \( m \) is given by the expression:

\[
p(m / x_i, \lambda) = \frac{c_m P_m(x_i)}{\sum_{i=1}^{\lambda} c_i P_k(x_i)}
\]

The computation of the likelihood ratio is as follows: the likelihood in the log domain is:

\[
\Lambda(X) = \log[p(X / \lambda_n)] - \log[p(X / \lambda_p)]
\]

The final selected number of voice samples from the database was 106 (53 normal and 53 pathological voices).

As the pre-processing front-end divides speech signal into overlapped frames, we will dispose of one input vector per frame for training the classifier. The total amount of vectors used to train the system is around 25,000, each corresponding to a framed window. Nearby 50% correspond to normal voices, and 50% remaining to pathological ones.

**IV. DATABASE**

The company Kay Elemetrics recorded to CD-ROM a database of 1,400 voice samples from approximately 700 subjects. The Massachusetts Eye and Ear Infirmary (MEEI) Voice and Speech Labs originally developed this database [1].

The acoustic samples are sustained phonation and running speech samples from patients with normal voices and a wide variety of organic, neurological, traumatic, and psychogenic voice disorders. The speech samples were collected in a controlled environment and sampled with a 25 kHz sampling rate and 16 bit of resolution.

The database contains sustained phonation of vowels (3-4 sec. long) and running speech samples of the rainbow passage.

Data have been divided into two subsets: the first subset has been used for training (70%), the second (30%), to simulate and validate results.

**V. METHODOLOGY**

In the introduction we pointed out that the focus of this research was the automatic detection of voice disorders. Figure 2 shows a block diagram explaining how the pre-processing front-end works. Firstly, speech is filtered to avoid aliasing. Secondly, the signal is converted into a sequence of samples by the A/D converter; later, speech is enframed using 1024 samples Hanning windows. At this point the signal is preprocessed using a preemphasis filter. The next module is an endpoint detector in order to avoid unvoiced segments or silences. It is important to remove silence/noise frames from both training and testing signals to avoid modeling the environment. After the endpoint detection module, frames are parameterised in order to reduce dimensionality: MFCC parameters are calculated. Each register is quantified using a n-dimensional vector composed by the MFCC coefficients plus their first and second derivative. The detector have been tested with and without pre-emphasis filtering.

Last module (GMM) is related with the Gaussian mixture based classifier. The learning algorithm that has been used is EM (expectation maximization) [3]. Such architecture is widely used in speaker verification and recognition [2] [3]. The number of gaussians we have used is 32, 64 and 128.

Training were carried out over 20 epochs. At that point the approximation error raises below 1%. Sum of mean squared error is controlled as parameter to stop training. Model initialization is carried out by means of k-means clustering algorithm. Covariance matrices used are diagonal.

**VI. PERFORMANCE MEASUREMENTS**

It is applied the likelihood ratio test to an utterance to determine if the voice register is normal or not. For an utterance \( X = \{x_1, x_2, \ldots, x_T\} \) and a model \( \lambda_n \), the likelihood ratio is:

\[
\Pr(X \text{ is normal}) = \frac{\Pr(\lambda_n / X)}{\Pr(\lambda_p / X)}
\]

Applying Bayes’ rule and discarding the constant prior probabilities, the likelihood in the log domain is:

\[
\Lambda(X) = \log[p(X / \lambda_n)] - \log[p(X / \lambda_p)]
\]

The likelihood ratio is compared with a threshold \( \theta \) and the voice is said to be pathological if \( \Lambda(X) > \theta \) and normal if \( \Lambda(X) < \theta \). The decision threshold is then set to adjust the trade off between rejecting pathological voices (false rejection) or accepting normal voices (false acceptance error).

The computation of the likelihood ratio is as follows: the likelihood of the utterance given the normal voice model is computed as:

\[
\log[p(X / \lambda_n)] = \frac{1}{T} \sum_{i=1}^{T} \log[p(x_i / \lambda_n)]
\]

The likelihood of the utterance given the pathological voice model is:

\[
\log[p(X / \lambda_p)] = \frac{1}{T} \sum_{i=1}^{T} \log[p(x_i / \lambda_p)]
\]

A block diagram of the detector is shown in Figure 3.

For a given input test utterance \( X \) the choice is between \( S \) (X is a normal voice register) and \( N \) (X is a pathological voice register). Possible decisions are: \( S \), the register is classified as normal; \( N \), the register is classified as pathological.
These probabilities satisfy next conditions:
\[
\begin{align*}
\Delta(x) > \theta & \quad \text{accept} \\
\Delta(x) < \theta & \quad \text{reject}
\end{align*}
\]

Outputs:
- \(P(S/s)\): probability of correct detection (CD). Detector found an event (presence of pathology) when one was present.
- \(P(S/n)\): probability of false detection (FD). Detector found no event (normal voice) when one was present (pathological voice)
- \(P(N/n)\): probability of correct rejection (CR). Detector found no event when indeed none was present.
- \(P(N/s)\): probability of false rejection (FR). The detector found an event when none was present.

These probabilities satisfy next conditions:
\[
p(S/s) + p(N/n) = 1 \quad p(S/n) + p(N/s) = 1
\]

VII. RESULTS

Figure 4 shows a typical false acceptance (clear line) and false rejection (dark line) plot vs. threshold. ERR is the point where both lines intersect.

Presence or absence of impairment decision is carried out taking into account the number of vectors belonging to each class. Table 1 shows frame accuracy results with 32, 64 and 128 gaussians, with and without preemphasis.

![Figure 4: False acceptance (right) and false rejection (left). Both lines cross in the equal error rate (ERR) point.](image)

Best results are obtained using a 64 or 128 GMM mixture, trained during 20 epochs with IS or 17 MFCC plus \(\Delta\text{MFCC} + \Delta\text{MFCC} + \Delta\text{Energy} + \Delta\text{Energy} + \Delta\text{Energy}\) calculated from sustained vowels. In such case, and using this database, ERR is around 0.1%. Results shows that preemphasis does not improve detector accuracy.

<table>
<thead>
<tr>
<th>EVENT</th>
<th>ABSENT</th>
<th>PRESENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DECISION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABSENT</td>
<td>CR=100%</td>
<td>FR=0%</td>
</tr>
<tr>
<td>PRESENT</td>
<td>FD=0%</td>
<td>CD=100%</td>
</tr>
</tbody>
</table>

Table 2: Performance matrix of the detector (register accuracy)

Using this scheme, all registers were rightly classified.

VII. CONCLUSIONS & FUTURE WORK

GMM technology seems to be a praiseworthy tool for the automatic detection of voice disorders. In any case, a notable attention should be paid, because the database stores a collection of very significant medical cases. Conclusions have to be tested with a larger database. Results seems to be better with that using MLP [7][8]. In order to compare both techniques confidence measurements have to be done. Preemphasis does not improve performance.

Due to the fact that it seems to be easy to detect voice disorders, the next step will be to classify a set of pathologies. For this purpose, a two stepped scheme may be used: the first step will deal with the detection of the presence of voice disorders; once the presence is confirmed, in the second step it will be guessed what kind of disorder it is.

Anycase, a wider database of pathological voices is needed. What’s more it has to be tested using running speech.
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