This idea development award developed a micro-simulation model of prostate cancer screening and treatment. As described in our initial proposal, we developed a detailed model of the natural history, screening, and treatment of prostate cancer organized around a Markov model that incorporated true stage and grade of tumor, misclassification of tumors that generates discrepancies between clinical and true stage, and other innovative features that had been neglected in prior models. We also extended the model to account for persistent heterogeneity that would not be adequately modeled by usual Markov models. We also did a detailed structured literature review to estimate key parameters of our model and developed new techniques to estimate the parameters of the natural history model by fitting it to aggregate and individual-level data from the SEER program. Our baseline analysis suggests that screening and treatment will increase life expectancy but decrease quality-adjusted life expectancy. Potential gains are largest in men ages 50-70 and when undiagnosed cancer creates substantial anxiety. We published a paper based on some initial analyses of treatment patterns, have a main cost-effectiveness manuscript in progress, and received R01 funding from the National Cancer Institute to further extend this work.
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Introduction:

There is great uncertainty about how to best screen for and treat prostate cancer. Randomized trials of screening and treatment are underway, but will take years to complete. In the meantime, patients and their doctors face difficult decisions. For these reasons, decision analysis has been widely used to study the costs and effectiveness of screening and treatment for prostate cancer. We developed a comprehensive model of the natural history, screening, and treatment of prostate cancer based on pathologic stage, grade of tumor, and other important aspects neglected by previous decision analysis. Model parameters are derived by extensive literature review and validated using aggregate and individual-level SEER data. We also extended the model to assess the effectiveness, costs, and cost-effectiveness of screening and treatment policies from age 50 to 99. Our baseline model suggests that screening and treatment improve non-discounted life expectancy for men ages 50-70 with more advanced tumors, but offer only modest increase for well-differentiated tumors. When quality of life weights were considered, quality-adjusted life expectancy was reduced. The more advanced sensitivity analysis is in progress with funding from the National Cancer Institute.

Body:

As specified in the Statement of Work section of our original proposal, all the goals are accomplished in line with the time schedule.

Overall, our model is comprised of three key features. The first is a model of the natural history of prostate cancer. This consists of a Markov process defined by a state vector that allows us to carry states of symptoms and stages from year to year and a transition matrix that describes the progression of prostate cancer. A decision tree is developed to model the probability that a man has prostate cancer detected in a year given the disease state that he carries from the beginning of the year (see Appendix 1). The second is the solid parameter justification. Model parameters are estimated by extensive literature review, second data analysis and mathematical modeling. We use maximum likelihood approach to validate the parameters using aggregate incidence and mortality data as well as individual level data. The third is estimation of cost-effectiveness with various screening policies and treatment policies.

We will report our progress in relation to the Statement of Work below.

Task 1. Review of model structure to reflect evolving innovation, Months 1-3.
   a) Relevance given current knowledge of prostate biology (i.e. grade, p53, early metastases)
   b) Relevance given current screening and treatment technology (i.e. PSA density, % free PSA)
   c) Relevance for potential future technologies (i.e. PCR, Indium-111 labeled antibody to detect metastases, gene therapy)

One important feature in our model is a state vector containing elements to carry from year to year. To determine what biological aspects are necessary to incorporate in the
state vector, we have conducted extensive literature review on the biology of prostate cancer. Although prostate cancer has often been characterized as a slow-growing tumor, the natural history of prostate cancer varies tremendously based on tumor grade and stage.1,2 Therefore, we have included prostate cancer grade in our state vector that we carry from year to year. Our comprehensive literature review has helped us determine the probabilities that a man transitions among states.

Although the identification of p53, a tumor suppressor gene, has been found to be one important advance in prostate,3 its utilization in standard practice is premature to the point. Before its prognostic use is confirmed by future studies, we have not included information concerning p53 into our decision analysis. However, our model is flexibly programmed to permit the inclusion of new development concerning p53.

Prostate specific antigen (PSA) testing has diagnostic and prognostic value in practice. PSA test remains as the most relevant technology for detecting prostate cancer. It is also increasingly popular in clinical staging of prostate cancer tumors. Therefore, we have incorporated PSA level detectability as a element in the state vector of our model.

However, the benefits offered by PSA density remain to be further explored.4 Likewise, the data is still too limited to determine whether free PSA is clinically useful.5,6,7 As such, we have not formally incorporated such measurement techniques into the model, but our model is flexible enough to include those techniques if their diagnostic or prognostic value are confirmed.

Our comprehensive literature review indicates none of the new therapies listed above (PCR, Indium-111 labeled antibody to detect metastases, gene therapy) have come into widespread use as diagnostic or treatment tools for men with prostate cancer. However, the flexibility of our model allows us to include the effects of new diagnostic and therapies on prostate cancer detection, treatment, and outcomes.

Task 2. Programming of model to reflect revised structure, Months 1-6

a) Revision of decision tree if needed
b) Revision of natural history model if needed
c) Programming of costs
d) Programming of benefits and quality of life adjustments

We have refined our decision tree substantially to make our model more accurate compared to the original one in our proposal. For example, in the original model, we assume a given percentage of men would have DRE detectable prostate cancer. However, because men who do not have DRE detectable prostate cancer are less likely to have it the next year, the original approach would have overestimated the cumulative number of men who have DRE detectable prostate cancer. Therefore, the likelihood that men would have rectal detectable cancer should be conditional on whether or not symptoms were detected in the previous year. To address the complication of progression of prostate cancer, we have created a large matrix with 528 states to carry over year. The states incorporate combinations of cancer symptom(two states), screening status(two states), BPH symptoms(two states), metastatic detectability(two states), rectal and PSA detectability (six states), having had a TURP(two states), true state (five states), and true grade(three
states). The probability of moving into each of the states is conditional on the state in previous year.

We have designed our model to be flexible so that we can allow for the changes in costs, benefits, and quality of life. We have conducted a number of sensitivity analyses concerning quality of life, reflecting the difference of utility obtained through specific treatment. Originally, we incorporate the anxiety into our model as a main complication of watchful waiting treatment. The results indicate the potential gains can be large if the patients experience substantial anxiety.

Task 3. Review of literature to estimate model parameters, Months 4-18
   a) Identification of parameters of interest
   b) Collection of articles relevant for parameters of interest
   c) Review and analysis of articles
   d) Preparation of documentation of literature review

We have refined the decision tree model to identify the parameters of importance. We estimate each model parameter via one of the following approaches: 1) comprehensive literature review; 2) analysis of primary or secondary data; 3) mathematical modeling. For example, to estimate the probability that a biopsy will be positive in the presence of stage A cancer, we design a geometric model of a needle transversing a hypothetical prostate of a standard volume encountering a tumor of specified volume present in the prostate. We also validate the parameter with post-mortem studies of biopsy yield in men examined for prostate cancer on autopsy. The complete discussion on our parameter justification is in the paper "Patterns of prostate cancer treatment by clinical stage and age in the United States," which has been published in the American Journal of Public Health.

Our extensive literature review covers many carefully performed analysis of prostate cancer screening and treatment. Although most of the papers have many strengths, all of them have major flaws undermining their validity and relevance. The first and most important flaw is that those studies fail to model prostate cancer incidence as a dynamic process that may be affected by previous screening patterns. The second major limitation of existing model is that they fail to distinguish either between clinical stage and pathological stage, or between cancers of differing stage and grade. The existing literature has also minor flaws, including ignoring the sensitivity/specificity of screening tests, failing to consider quality of life, and a variety of data-related issues.

Conclusively, based on the existing models, we have developed more complicated model to account for extra key aspects of the natural history, screening, and treatment of prostate cancer. As highlighted in our annual report, those factors are to model:
(1). Tumor heterogeneity and progression rates by grade.
(2). Misclassification of tumor stage due to the discrepancy between clinical and pathologic stage.
(3). The ability of screening and treatment to affect the prevalence of prostate cancer.
(4). The effect of BPH and other prostate symptoms and their management on the detection of prostate cancer.
(5). The potential effects of screening and treatment of quality of life, as measured by quality-adjusted life expectancy.
Task 4: Sensitivity Analysis: Months 6-18

a) All parameters in model
b) One and multi-way sensitivity analysis
c) Assess effects on:
   1) Costs
   2) Effectiveness
   3) Cost-effectiveness

We have completed the sensitivity analyses regarding to the parameter estimates derived from literature review, meta-analyses, and secondary data analysis. Our model allows for three levels of parameters, which are the best estimate, the upper and lower boundaries of the parameters. But some parameters, such as quality of life weights, have no analytical bounds. Therefore, we use the range of quality of life weights in the literature for sensitivity analysis. Finally, we employ the maximum likelihood approach to optimize our decision model. However, it is a very time-consuming task which can take months to achieve the optimization. If one parameter or assumption is modified, the whole process has to run over again. The final optimized result is presented in Appendix 2. More detailed discussion is in Task 5.

We have conducted extensive research on cost-effectiveness analysis. We adopt the expected utility maximization approach to perform the sensitivity analysis. Generally speaking, utility assessment reflects the strength of the preference or the degree of abhorrence for the potential outcome of interest. Our work focuses on determining patient utilities for different states with prostate cancer and treatment complications for the cost-effectiveness analysis. The output of our research is to date a series of publications on cost-effectiveness analysis, as listed in the Reportable Outcomes section below, and more publications are in progress.

Another original contribution to the existing literature is to incorporate future costs into the cost-effectiveness analysis. We have published a number of papers21,22,23 indicating the importance of including future medical and non-medical costs in cost-effectiveness analysis. Simply put, we add costs associated with non-prostate cancer related medical expenditures and non-medical consumption net of earnings to total costs accumulated in each years of life. Theoretically, the inclusion of future costs will most adversely affect screening and treatment that have relative small effects on quality-adjusted life expectancy compared to life expectancy. Therefore, the cost-effectiveness analysis with future costs will favor the interventions that minimize complications of treatment for prostate cancer.

Task 5: Estimation of Transition Rates Using SEER and Watchful Waiting Data, Months 12-24

a) Programming of estimation techniques
b) Data cleaning
c) Estimation
d) Sensitivity Analyses

As mentioned in Task 3, the most important contribution of our decision model is
to simulate the prostate cancer incidence as a dynamic process that is neglected by most existing models. The key parameters of our model are the transition probabilities between stage, grade and death. Although we can estimate most parameters of interest via literature review or data analysis, there is no information available concerning the transition probability. Therefore, we adopt the curve fitting technique to estimate the transition matrix. Specifically, the constrained optimization is introduced to reduce the sum of squares difference between our predicted aggregate incidence and mortality data and SEER data. As can be seen in the Appendix 2, the predicted mortality results and clinical stage results fit the SEER results very well, though not perfectly. Because of the time limitation and computing power limitation, it is extremely difficult to completely reduce the sum of squares to zero. We have received R01 funding from the National Cancer Institute to continue our optimization in the aggregate level. In the meantime, we will extend the optimization to the individual level, i.e., optimizing the maximum likelihood function constructed by the individual data. We will determine the analytic probability that a person in SEER will have an observed detection pattern, treatment pattern, and mortality pattern according to our decision model.

Task 6: Preparation of Papers Reporting Cost-Effectiveness Analyses, Months 18-30

a) Evaluation of established existing technologies
   1) Treatment, esp. of special patient subgroups
   2) Rectal
   3) PSA
   4) Differing screening ages and intervals

b) Evaluations of innovative technologies and management strategies
   1) Percent Free-PSA
   2) Detection of micrometastases
   3) Other technologies

We have completed preliminary cost-effectiveness analysis based on treatment and age primarily. The detailed results are presented in Appendix 3.

Table 1a-3a in Appendix 3 provide the baseline cost-effectiveness results of age-specific treatments for clinically localized well, moderate and poor grade cancers respectively. The baseline analysis uses a discount rate of 3% and incorporates the baseline QOL weights of impotence, incontinence, urethral stricture, bowel dysfunction and metastasis to compute the quality-adjusted life-years (QALYs). There are some noticeable increases in non-discounted life years with treatments (radiation or surgery) over watchful waiting especially at younger ages over all grades of cancer. Moreover, the cost-effectiveness ratio of cost per discounted life years for treatments over watchful waiting is cost-effective by the $100K/Life Years criteria at younger ages over all grades of cancer. However, once QOL weights are included in the calculations, all treatments become dominated by watchful waiting at all ages and all grades of cancer. The results stress the importance of patients’ perception of side effects as an important factor in choosing treatment.

The results are found to be highly sensitive to psychological anxiousness of the patient detected with prostate cancer. No literature could be identified that studies the effect of such anxiety on the quality of life of patients. Moreover, this anxiety is expected to change with treatment if the cancer could be eliminated. We assigned a new QOL
weight to patient with anxiety. If patients are detected with prostate cancer their baseline QOL is equated to this anxiety QOL in the absence of any other side effects. If they are treated with surgery we assume that the cancer could be removed with surety and the patient’s QOL will become 1 (normal) in the absence of any other side effects. In case of radiation, though the cancer may be fully cured there is no way to ascertain this for sure and hence the patient’s QOL is given a weight = (1 + Anxiety QOL)/2 in the absence of any other side effects.

Table 1b - 3b shows the sensitivity analysis of anxiety QOL on the cost-effectiveness results. Modest increase in anxiety (or modest decrease in anxiety QOL) leads to favorable cost-effectiveness ratios for radiation and surgery. Such effects appears to be true over all ages and all grades of cancer, though younger patients with more advanced grade of cancer seem to benefit most from treatments if they suffer from anxiety.

The R01 grant from the National Cancer Institute will allow us to extend the cost-effectiveness under various screening policies, innovative technologies, and management strategies.

Key Research Accomplishments

- Created more accurate model concerning the natural history of prostate cancer and a more accurate decision tree concerning the treatment of prostate cancer.
- Identified relevant natural history, treatment, and outcome parameters for inclusion in our natural history and decision tree models.
- Determined the model parameter probabilities using literature reviews, meta-analyses, and primary data analysis.
- Completed preliminary cost-effectiveness analyses that indicate that treatment is cost-effective in terms of life years.
- Completed preliminary cost-effectiveness analyses that indicate that the cost-effective ratio is sensitive to QALYs resulting from treatment decisions at younger ages, and the anxiety QOL at all ages.
- Published a peer-reviewed journal paper describing prostate cancer treatment rates across clinical stages.
- Published a peer-reviewed journal paper describing the theoretical basis for addressing uncertainty in cost-effectiveness analysis.
- Have almost completed a major paper examining the cost-effectiveness of prostate cancer treatment. Already presented in abstract form at the Society for Medical Decision Making.
- Received R01 funding from the National Cancer Institute to continue this work to final analysis of cost-effectiveness.

(8) Reportable Outcomes

Grants and Fellowships:
*Cost-Effectiveness of Prostate Cancer Screening and Treatment. National Cancer Institute, 09/01/01- 08/31/03, $1,142,433. R01-CA92443.

*John M. Olin Foundation Faculty Fellowship, 7/1/99/10/1/00, $108,917.

Published Articles:


Published Abstracts


Presentations:


"Effect of Future Costs on the Cost-Effectiveness of Life Extension and Quality of Life Improvement Among the Elderly", Society for Medical Decision Making Annual Meeting, Plenary Address, Boston, MA, October 1998.

"Can Burden of Illness Measures Aid Priority-setting at NIH?". Invited Presentation to Dr. Harold Varmus and panel of experts convened at NIH in Response to IOM Report on Scientific Priorities at NIH, June 1999.


"Do QALYs Measure What We Want?" Harvard School of Public Health, November 1999.


Conclusions

We have conducted extensive literature review on the natural history, screening, treatment, and cost-effectiveness of prostate cancer. To remedy the flaws in most existing models, we have developed the most complicated decision analytic model of prostate cancer to date. In particular our model is an improvement on other models in that it accounts for:

1) Tumor heterogeneity and progression rates by grade,
(2) Misclassification of tumor stage due to the discrepancy between clinical and pathologic stage.
(3) The ability of screening and treatment to affect the prevalence of prostate cancer.
(4) The effect of benign prostatic hypertrophy and other prostate symptoms and their management on the detection of prostate cancer.
(5) The potential effects of screening and treatment on quality of life, as measured by quality adjusted life expectancy.

We have estimated all parameters in the model via literature review, meta-analysis, secondary data analysis, and mathematical modeling. We use the data from SEER program to validate the transition probabilities across stage, grade and mortality.

We have completed the baseline cost-effectiveness of treatment of prostate cancer. Our results indicate treatments offer increases in non-discounted life years especially at younger age below 70 over all grades. However, when quality of life weights were added, quality-adjusted life expectancy was reduced compared with watchful waiting. The results are sensitive to the patient's anxiety over the treatment. Serious anxiousness of the patient can favor the radiation and surgery over watchful waiting. We will continue this important work and conduct the extensive sensitivity analysis under R01 grant from the National Cancer Institute.
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### Appendix 3: Cost-effectiveness Analysis of Treatment of Prostate Cancer

#### Table 1a: Cost Effectiveness Analysis of age-specific treatments for well differentiated and clinically localized cancer.

<table>
<thead>
<tr>
<th>Age</th>
<th>Treatments</th>
<th>Discounted Cost</th>
<th>Incremental Cost</th>
<th>Non-Disc Life Years</th>
<th>Discounted QALYs</th>
<th>Incremental QALYs</th>
<th>ICER (1000/QALY)</th>
<th>ICER (vs WW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55 yrs</td>
<td>Watchful Waiting</td>
<td>5483</td>
<td>-</td>
<td>21.82</td>
<td>13.39</td>
<td>13.32</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>34515</td>
<td>22.53</td>
<td>13.63</td>
<td>9.84</td>
<td>-3.47</td>
<td>Dominated</td>
<td>-8.4</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>35125</td>
<td>22.64</td>
<td>13.69</td>
<td>11.45</td>
<td>-1.87</td>
<td>Dominated</td>
<td>-15.9</td>
</tr>
<tr>
<td>65 yrs</td>
<td>Watchful Waiting</td>
<td>5993</td>
<td>-</td>
<td>14.83</td>
<td>7.41</td>
<td>7.37</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>39044</td>
<td>15.17</td>
<td>7.52</td>
<td>5.43</td>
<td>-1.94</td>
<td>Dominated</td>
<td>-17.0</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>39733</td>
<td>15.62</td>
<td>7.56</td>
<td>6.32</td>
<td>-1.05</td>
<td>Dominated</td>
<td>-32.0</td>
</tr>
<tr>
<td>75 yrs</td>
<td>Watchful Waiting</td>
<td>4612</td>
<td>9.24</td>
<td>3.73</td>
<td>3.71</td>
<td>-</td>
<td>Dominated</td>
<td>-26.7</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>31935</td>
<td>9.26</td>
<td>3.73</td>
<td>2.69</td>
<td>-1.02</td>
<td>Dominated</td>
<td>-48.1</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>32502</td>
<td>9.32</td>
<td>3.75</td>
<td>3.13</td>
<td>-0.58</td>
<td>Dominated</td>
<td>-48.1</td>
</tr>
</tbody>
</table>

* Without future costs. .+ in 1000/QALY

** QALY include baseline values of QOL for Impotence, Incontinence, Urethral Stricture, Bowel Dysfunction & Metastasis

#### Table 1b: Sensitivity Analysis with Anxiety QOL: CEA of age-specific treatments for well-differentiated and clinically localized cancer.

<table>
<thead>
<tr>
<th>Anxiety QOL =/&gt;</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Discounted Cost</td>
<td>Incremental Cost</td>
<td>QALY dQ</td>
<td>ICER</td>
<td>QALY dQ</td>
</tr>
<tr>
<td>55 yrs</td>
<td>Watchful Waiting</td>
<td>7.99</td>
<td>+1.85</td>
<td>15.7</td>
<td>9.32</td>
</tr>
<tr>
<td>Surgery</td>
<td>34515</td>
<td>+0.06</td>
<td>10.3</td>
<td>+0.45</td>
<td>1.4</td>
</tr>
<tr>
<td>Radiation</td>
<td>35125</td>
<td>4.42</td>
<td>+3.81</td>
<td>32.8</td>
<td>5.16</td>
</tr>
<tr>
<td>65 yrs</td>
<td>Watchful Waiting</td>
<td>4.42</td>
<td>+1.01</td>
<td>32.8</td>
<td>5.16</td>
</tr>
<tr>
<td>Surgery</td>
<td>39044</td>
<td>+0.03</td>
<td>19.7</td>
<td>+0.25</td>
<td>2.8</td>
</tr>
<tr>
<td>Radiation</td>
<td>39733</td>
<td>2.23</td>
<td>+0.46</td>
<td>59.0</td>
<td>2.60</td>
</tr>
<tr>
<td>75 yrs</td>
<td>Watchful Waiting</td>
<td>2.23</td>
<td>+0.46</td>
<td>59.0</td>
<td>2.60</td>
</tr>
<tr>
<td>Surgery</td>
<td>31935</td>
<td>+0.02</td>
<td>30.8</td>
<td>+0.12</td>
<td>4.6</td>
</tr>
<tr>
<td>Radiation</td>
<td>32502</td>
<td>2.23</td>
<td>+0.46</td>
<td>59.0</td>
<td>2.60</td>
</tr>
</tbody>
</table>

* Without future costs. ** QALY include baseline values of QOL for Impotence, Incontinence, Urethral Stricture, Bowel Dysfunction & Metastasis.
Table 2: Cost Effectiveness Analysis for age-specific treatment for moderately-differentiated and clinically localized cancer.

<table>
<thead>
<tr>
<th>Age</th>
<th>Treatments</th>
<th>Discounted Cost</th>
<th>Incremental Cost</th>
<th>Non-Disc Life Years</th>
<th>Discounted QALYs**</th>
<th>Incremental QALYs</th>
<th>ICER* (vs WW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55 yrs</td>
<td>Watchful Waiting</td>
<td>6463</td>
<td>19.88</td>
<td>12.49</td>
<td>12.28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>27630</td>
<td>21.61</td>
<td>13.18</td>
<td>9.48</td>
<td>-2.80</td>
<td>Dominated -7.6</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>28106</td>
<td>21.71</td>
<td>13.24</td>
<td>11.02</td>
<td>-1.26</td>
<td>Dominated -17.2</td>
</tr>
<tr>
<td>65 yrs</td>
<td>Watchful Waiting</td>
<td>4784</td>
<td>13.53</td>
<td>6.91</td>
<td>6.76</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>20181</td>
<td>14.46</td>
<td>7.23</td>
<td>5.19</td>
<td>-1.56</td>
<td>Dominated -9.9</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>20527</td>
<td>14.53</td>
<td>7.27</td>
<td>6.04</td>
<td>-0.72</td>
<td>Dominated -21.9</td>
</tr>
<tr>
<td>75 yrs</td>
<td>Watchful Waiting</td>
<td>3320</td>
<td>8.71</td>
<td>2.39</td>
<td>3.48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>17389</td>
<td>8.85</td>
<td>2.39</td>
<td>2.57</td>
<td>-0.91</td>
<td>Dominated -15.4</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>17689</td>
<td>8.90</td>
<td>2.40</td>
<td>2.99</td>
<td>-0.50</td>
<td>Dominated -29.0</td>
</tr>
</tbody>
</table>

* Without future costs. + in 1000/QALY
** QALY include baseline values of QOL for Impotence, Incontinence, Urethral Stricture, Bowel Dysfunction & Metastasis

Table 2b: Sensitivity Analysis with Anxiety QOL: CEA of age-specific treatments for moderately differentiated and clinically localized cancer.

<table>
<thead>
<tr>
<th>Anxiety QOL =&gt; 0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>ICER</td>
<td>ICER</td>
<td>ICER</td>
<td>ICER</td>
</tr>
<tr>
<td>55 yrs</td>
<td>Watchful Waiting</td>
<td>6463</td>
<td>7.37</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>27630</td>
<td>+2.02</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>28106</td>
<td>+0.15</td>
<td>3.2</td>
</tr>
<tr>
<td>65 yrs</td>
<td>Watchful Waiting</td>
<td>4784</td>
<td>4.05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>20181</td>
<td>+0.99</td>
<td>15.5</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>20527</td>
<td>+0.18</td>
<td>2.0</td>
</tr>
<tr>
<td>75 yrs</td>
<td>Watchful Waiting</td>
<td>3320</td>
<td>2.09</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>17389</td>
<td>+0.33</td>
<td>42.7</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>17689</td>
<td>+0.16</td>
<td>1.8</td>
</tr>
</tbody>
</table>

* Without future costs. ** QALY include baseline values of QOL for Impotence, Incontinence, Urethral Stricture, Bowel Dysfunction & Metastasis.
Table 3: Cost Effectiveness Analysis for age-specific treatment for poorly differentiated and clinically localized cancer.

<table>
<thead>
<tr>
<th>Age</th>
<th>Treatments</th>
<th>Discounted Cost</th>
<th>Incremental Cost</th>
<th>Non-Disc Life Years</th>
<th>Discounted QALYs</th>
<th>Discounted ICER</th>
<th>ICER (vs WW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55 yrs</td>
<td>Watchful Waiting</td>
<td>8047</td>
<td>16.48</td>
<td>10.75</td>
<td>10.38</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>23435</td>
<td>19.21</td>
<td>11.93</td>
<td>8.52</td>
<td>-1.86</td>
<td>Dominated</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>23815</td>
<td>19.30</td>
<td>11.98</td>
<td>9.89</td>
<td>-0.49</td>
<td>Dominated</td>
</tr>
<tr>
<td>65 yrs</td>
<td>Watchful Waiting</td>
<td>5646</td>
<td>10.85</td>
<td>5.73</td>
<td>5.43</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>12613</td>
<td>11.78</td>
<td>6.08</td>
<td>4.28</td>
<td>-1.15</td>
<td>Dominated</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>12795</td>
<td>11.84</td>
<td>6.11</td>
<td>4.95</td>
<td>-0.48</td>
<td>Dominated</td>
</tr>
<tr>
<td>75 yrs</td>
<td>Watchful Waiting</td>
<td>2466</td>
<td>7.15</td>
<td>2.99</td>
<td>2.80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>6225</td>
<td>7.24</td>
<td>3.01</td>
<td>2.09</td>
<td>-0.71</td>
<td>Dominated</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>6315</td>
<td>7.28</td>
<td>3.03</td>
<td>2.41</td>
<td>-0.39</td>
<td>Dominated</td>
</tr>
</tbody>
</table>

* Without future costs. + in 1000/QALY

** QALY include baseline values of QOL for Impotence, Incontinence, Urethral Stricture, Bowel Dysfunction & Metastasis

Table 3b: Sensitivity Analysis with Anxiety QOL: CEA of age-specific treatments for poorly differentiated and clinically localized cancer.

<table>
<thead>
<tr>
<th>Anxiety QOL =&gt;</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>Discounted Cost</td>
<td>Incremental Cost</td>
<td>QALY dQ</td>
<td>ICER</td>
<td>QALY dQ</td>
</tr>
<tr>
<td>55 yrs</td>
<td>Watchful Waiting</td>
<td>8047</td>
<td>6.23</td>
<td>-</td>
<td>7.26</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>23435</td>
<td>+2.07</td>
<td>7.4</td>
<td>+1.15</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>23815</td>
<td>+0.26</td>
<td>1.5</td>
<td>+0.47</td>
</tr>
<tr>
<td>65 yrs</td>
<td>Watchful Waiting</td>
<td>5646</td>
<td>3.26</td>
<td>-</td>
<td>3.80</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>12613</td>
<td>+0.72</td>
<td>9.7</td>
<td>+0.34</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>12795</td>
<td>+0.31</td>
<td>0.6</td>
<td>+0.31</td>
</tr>
<tr>
<td>75 yrs</td>
<td>Watchful Waiting</td>
<td>2466</td>
<td>1.68</td>
<td>-</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>Surgery</td>
<td>6225</td>
<td>+0.16</td>
<td>31.1</td>
<td>+0.02</td>
</tr>
<tr>
<td></td>
<td>Radiation</td>
<td>6315</td>
<td>+0.24</td>
<td>0.5</td>
<td>+0.19</td>
</tr>
</tbody>
</table>

* Without future costs. ** QALY include baseline values of QOL for Impotence, Incontinence, Urethral Stricture, Bowel Dysfunction & Metastasis.
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ABSTRACT

Objectives. This study analyzed prostate cancer treatment rates by age and clinical stage and compared these with rates by most accurate stage.

Methods. We determined surgery and radiation rates by most accurate and clinical stage by using 1996 Surveillance, Epidemiology, and End Results data.

Results. Treatment rates by clinical stage vary substantially by age. For example, surgery rates for stages B, C, and D are 37%, 78%, and 13% by most accurate stage but 33%, 6%, and 1% by clinical stage. Treatment patterns by clinical stage vary substantially by age.

Conclusions. Treatment patterns should be described by clinical stage rather than most accurate stage, and they vary by age. (Am J Public Health. 2001;91:126–128)

Patterns of Prostate Cancer Treatment by Clinical Stage and Age

David Meltzer, MD, PhD, Brian Egleston, MPP, and Ibrahim Abdalla, MD

Data on variations in prostate cancer treatment patterns may provide insight into the effects of new screening technologies such as prostate-specific antigen or into the acceptance of new therapeutic approaches such as brachytherapy, or they may raise questions about access to or appropriateness of treatment. \(^1\) Since treatment is generally tailored to the patient's age and tumor stage, data on treatment patterns are most useful when treatment rates are reported by age and stage.

Unfortunately, even when treatment rates are reported by stage, they are often based on the most accurate stage rather than the clinical stage at the time treatment decisions were made. \(^5\) The most accurate stage is determined by starting with the clinical stage and replacing it with the pathologic stage if surgery is performed. Thus, assessments of tumor stage based on clinical staging tests, such as digital rectal examination, are supplanted by pathologic information obtained from surgery. Since pathologic staging of prostate cancer following prostatectomy often results in a different stage than was determined by clinical staging, \(^11\) reports of cancer treatment based on most accurate stage may not represent how prostate cancer is actually treated upon its clinical presentation.

This study used 1997 Surveillance, Epidemiology, and End Results (SEER) \(^13\) data to calculate treatment rates by age according to clinical stage, and it contrasted these rates with estimates of treatment rates according to most accurate stage. The SEER program, which collects data on cancer incidence, treatment, and mortality from cancer registries that now cover approximately 14% of the US population, is believed to be reasonably representative of the United States. \(^13\)

Methods

We defined clinical stage as follows: A, clinically localized and nonpalpable on rectal examination; B, clinically localized but palpable; C, palpable with clinical evidence of local extension beyond the prostate; D, lymph node involvement or distant metastases. SEER also reports the most accurate stage of cancer, incorporating any information available from prostatectomy. In these cases, localized disease without extension is classified automatically as stage B, because staging guidelines used by SEER categorize all organ-confined tumors as stage B. \(^14\) In addition, we classified patients with lymph nodes that tested positive for cancer as being in pathologic stage D.

We categorized treatment as surgery (prostatectomy), radiation (including brachytherapy), combined surgery and radiation, or neither treatment. We calculated treatment rates by age on the basis of both most accurate and clinical stage.

The sample comprises 22,578 men older than 50 years with prostate cancer. Of these, 131 were excluded because they had cystoprostatectomies and 4,865 were excluded owing to missing or inconsistent data. Those excluded did not differ substantially from those included by age, race, or pathologic stage where information was available for comparison.

Results

Treatment Rates

Overall, 30% of patients receive surgery, 32% receive radiation, 1% receive combined therapy, and 37% receive neither surgery nor radiation. When patients are combined across all ages and staging is defined by most accurate stage, no stage A patients receive prostatectomies (because SEER does not define a pathologic stage A), while 37% of stage B and 78% of stage C patients receive prostatectomies. When the data are analyzed by clinical stage, surgery rates are slightly higher than 30% for stages A and B and are only 6% for stage C and 1% for stage D. Radiation rates by most accurate stage for stages A, B, C, and D are 41%, 36%, 19%, and 16%, while rates by clinical stage are 27%, 38%, 54%, and 16%.

Treatment rates vary substantially by age, whether by most accurate stage (Figure 1) or clinical stage (Figure 2), with the fraction of
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FIGURE 1—Prostatectomy and radiation treatment rates for prostate cancer according to age and stage defined by most accurate information.

FIGURE 2—Prostatectomy and radiation treatment rates for prostate cancer according to age and stage defined by clinical diagnosis.

Discussion

Treatment Patterns by Clinical vs Most Accurate Stage

Our results confirm that substantial upstaging occurs after surgery, causing treatment rates based on most accurate stage to substantially underestimate surgery rates for patients with clinical A and B disease while overestimating surgery rates for stage C disease. This probably explains why previous analyses of treatment rates based on most accurate stage found substantially lower rates of surgery for stage A cancer and higher rates of surgery for stage C cancer than we find here. These findings demonstrate how important it is that cancer databases retain information on both clinical and pathologic states, so that treatment rates can be reported on the basis of clinical stage.

Treatment Patterns by Age

In contrast to prior studies that did not report rates by combinations of age and clinical stage, our results show that surgery is by far the predominant method of treating stage A cancer also substantially overstates the proportion of men choosing radiation for clinical stage A cancer and understates the proportion choosing radiation for clinical stage C cancer.

Pathologic Restaging

Because SEER does not identify a pathologic stage A, the cancer stage of all men with clinical stage A cancer is classified after surgery; this includes one man who was found not to have cancer after prostatectomy. Cancer stage was classified for nearly half of the men with clinical stage B cancer and approximately one third of the men with clinical stage C cancer. Seventy-seven percent of stage C cancers by most accurate stage were the result of restaging following prostatectomy.
and B prostate cancer among younger men, with radiation predominant among somewhat older men.

A striking finding is that nearly a fifth of younger men with clinical stage C cancer are treated surgically, despite the decreased likelihood that they will benefit from surgery. With staging based on the “most accurate” information, this relationship might have been explained by patients with clinically observed A or B disease who were then found to have stage C disease. Our findings suggest this is not the case, and they intensify the need to understand whether such surgery is justified.

Limitations

SEER holds advantages, including the comprehensiveness of its population-based sample, continuity over time, and attention to quality control, but it also has limitations. First, SEER relies on medical and pathologic records that can be incomplete. Additionally, SEER does not report whether lymph node involvement was found before surgery or as part of pelvic lymphadenectomy performed immediately before a prostatectomy that was consequently aborted. This lack of data may cause the stage and treatment of some patients to be misclassified, a possibility that suggests the value of collecting information on the mechanism and timing of assessments of lymph node involvement.
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Abstract

This paper examines the objectives for performing sensitivity analysis in medical cost–effectiveness analysis and the implications of expected utility maximization for methods to perform such analyses. The analysis suggests specific approaches for optimal decision making under uncertainty and specifying such decisions for subgroups based on the ratio of expected costs to expected benefits, and for valuing research using value of information calculations. Though ideal value of information calculations may be difficult, certain approaches with less stringent data requirements may bound the value of information. These approaches suggest methods by which the vast cost–effectiveness literature may help inform priorities for medical research. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Despite some recent slowing in the growth of health care costs in the US, health care costs have risen substantially over the past several decades and are likely to continue rising (Smith et al., 1998). This appears to be largely due to the growth of new technology (Fuchs, 1990; Newhouse, 1992). While improvements in health are highly valued (Cutler and Richardson, 1997; Murphy and Topel, 1998), evidence from diverse methodological perspectives suggests that many technologies may have little value at the margin (Eddy, 1990; Brook et al., 1983; McClellan et al., 1994). Cost-effectiveness analysis and other methods for medical technology assessment have arisen to attempt to address this important problem.

One of the main challenges faced by medical cost-effectiveness analysis has been the question of how to perform these analyses in the presence of uncertainty about the benefits and costs of medical interventions. The uncertainty of primary interest in this regard is uncertainty in population level outcomes, although uncertainty in outcomes at the individual level may be present simultaneously. This uncertainty in population level outcomes may result either from limited evidence from clinical trials or the need to extrapolate based on the results of clinical trials using decision analysis and its associated uncertainties in the structure and parameters of decision models. This uncertainty concerning the benefits and costs of medical interventions has motivated much interest in sensitivity analysis within medical cost-effectiveness analysis.

Yet though there have been many proposals about how to address uncertainty in cost-effectiveness analysis, there has been relatively little discussion of the objectives for performing sensitivity analysis. Without a clear understanding of these objectives, it is difficult to know by what criterion to assess the merits of the many alternative approaches to sensitivity analysis. Thus, the lack of clarity concerning the objectives for sensitivity analysis is an important reason for the continuing ambiguity about how to address uncertainty in cost-effectiveness analysis.

This paper attempts to identify the objectives for sensitivity analysis within cost-effectiveness analysis and to develop methods suited to reaching those objectives. The primary objectives of sensitivity analysis are argued to be: (1) to help a decision maker make the best decision in the presence of uncertainty, (2) to identify the sources of uncertainty to guide decisions for individuals or subgroups with characteristics that differ from a base case, and (3) to set priorities for the collection of additional information. This paper studies these problems by examining the implications of an expected utility maximization model for the optimal choice of medical interventions when there is uncertainty about the costs and benefits of those interventions. The results indicate that if the objective is to maximize expected utility given available information — as is implicit, for example, in the maximization of quality-adjusted life expectancy — and if financial risk is effectively diversified through either public or private insurance, then the optimal decision is determined by the ratio of the expected cost divided by the expected benefit. Other assumptions about preferences or insurance will yield other conclusions about how to account for uncertainty (Mullahy, 1997), but also would require different models for cost-effectiveness in the absence of uncertainty at the population level. These findings also have implications for sensitivity analyses done for other purposes. If the objective of sensitivity analysis is to guide decisions for subgroups that differ from the base case, then the ratio of expected
costs to expected benefits for that subgroup is the appropriate criterion. If the objective of sensitivity analysis is to set priorities for the acquisition of additional information, then the incremental increase in expected utility with additional information is the appropriate measure of benefit. Though such ideal value of information calculations may be difficult to perform, other approaches to sensitivity analysis with less stringent data requirements may provide bounds on the value of information. Together, these approaches suggest a theoretically grounded approach by which the tools of medical cost-effectiveness analysis can be used to help set priorities for medical research. Following these approaches, it may be possible to draw upon the vast literature on the cost-effectiveness of specific medical interventions (Elixhauser et al., 1998) to address crucial needs for more systematic ways to set priorities for medical research. After active discussion between Congress, the Administration, and the leadership of the National Institutes of Health (NIH) over the value of and priorities for Federal funding of biomedical research, the need for such systematic approaches to identify priorities for research at the NIH was recently highlighted in a report of the Institute of Medicine (IOM, 1998).

Section 2 discusses the objectives of sensitivity analysis. Section 3 discusses the primary methods currently used to perform sensitivity analysis. Section 4 uses an expected utility maximization model to derive methods for optimal decision making in the context of uncertainty about population outcomes. Section 5 extends the basic results of Section 4 to encompass uncertainty at the individual level. Section 6 uses the model to derive methods for sensitivity analysis to guide decisions for individuals or subgroups that differ from a base case. Section 7 applies these principles to a stylized decision concerning a medical treatment of uncertain benefit. Section 8 uses the model to derive methods to use sensitivity analyses to inform priorities for the collection of additional information to guide decision making, including approaches to bound value of information calculations with limited information. Section 9 applies these ideas to a stylized model of the decision whether to treat prostate cancer and discusses some challenges in implementing these approaches to set priorities for research. Section 10 concludes.

2. Objectives for sensitivity analysis

In order to begin to assess methods to account for uncertainty in cost-effectiveness analysis, it is essential to consider the objectives in performing sensitivity analyses. Although not all of these objectives may be relevant in every application, the objectives appear to fall into three broad categories: (1) to help a decision maker make the best decision in the presence of uncertainty about costs and effectiveness, (2) to identify the sources of uncertainty to guide decisions for individuals or groups with characteristics that differ from a base case, and (3) to set priorities for the collection of additional information.

2.1. Decision making under uncertainty about cost and effectiveness

This is probably the most common reason that sensitivity analysis is performed in medical cost-effectiveness analysis, and arises because the scientific literature often does not provide precise information concerning effectiveness or costs. For example, the efficacy of an immunization or the frequency and cost of complications may not be known with
Nevertheless, patients must decide whether they want the immunization and public and private insurers must decide whether they will cover it. Thus, having a mechanism to help guide decision making when the costs and benefits of a medical intervention are uncertain is important.

2.2. Decision making for individuals or subgroups that differ from a base case

Though not frequently stated as a motivation for sensitivity analysis, developing insight into decisions faced by individuals or subgroups is also a common motivation for performing sensitivity analysis in medical cost–effectiveness analysis. For example, a cost–effectiveness analysis for immunization of a population would likely consider the average risk of acquiring an infection in the absence of immunization. However, an analyst examining the cost–effectiveness of immunization for an individual or group with a known risk factor for acquiring some infection would want to reflect that higher-than-average risk.

2.3. Priority-setting for the collection of additional information

When the conclusions of a cost–effectiveness analysis are altered by parameter values that cannot be ruled out based on the literature, the collection of additional information concerning those parameters may be justified. Though in practice it is not frequently done, sensitivity analysis can be used to identify parameters that may change the results of a decision analysis and those parameters may then be studied more intensively. A few studies have used this approach to determine the value of sample size for clinical trials (Claxton and Posnett, 1996; Hornberger, 1998), or to perform sensitivity analysis in a decision model by calculating the expected value of perfect information concerning specific parameters of the model (Felli and Hazen, 1998).

Although these three motivations for performing sensitivity analysis are clearly distinct, papers in the literature commonly do not distinguish among them in their discussion of the sensitivity analysis. This is important because different methods for sensitivity analysis may be better suited to different objectives. This is discussed further below.

3. Methods for sensitivity analysis

Before attempting to derive methods for performing sensitivity analysis, it is useful to discuss the existing methods. The oldest and most commonly used forms of sensitivity analysis are univariate sensitivity analyses. Following these approaches, analysts begin with the mean or modal values of all the probabilities in their analysis and use those to calculate the costs and benefits for a “base case” analysis. The parameters are then varied individually across a range of possible outcomes to see how the cost–effectiveness of an intervention changes. In some instances, the parameter values are varied over the range of all possible values, while in other cases they are varied across confidence intervals that are drawn from the medical literature.

A major advantage of one-way sensitivity analyses is that they permit the analyst to identify the effects of individual parameters on the analysis. Another advantage of one-way sensitivity analyses is that the results can be easily calculated and reported. However, there
are also a number of significant shortcomings of these approaches. First, they do not clearly delineate either what range of parameter values to consider or what to do when some of those possible parameter values would change the optimal decision. For example, consider again the case of a vaccination. Its probability of providing immunity is logically constrained to a number between 0 and 1. High and low estimates in the literature might be 0.98 and 0.60. The best study might predict a protection rate of 0.92 with a 95% confidence interval of 0.89–0.96. Which of these are we to choose in setting the range of parameters? If we choose the broadest range, it may be impossible to pin down the costs and benefits with sufficient precision to determine whether the intervention is worthwhile. If we use a 95% confidence interval and find a benefit throughout the range, the potential for an immense harm that could occur if the true value of the parameter falls outside that range would fail to be recognized. Even if we find that the optimal decision changes for a parameter value at the upper end of the 95% confidence interval, it is not clear how that should change the decision we should make. If the welfare benefits over the majority of the interval are large, and any welfare loss at an extreme of the confidence interval is modest, it is not clear that the negative result at the extreme should have much influence on the decision made. Threshold analyses — which identify the parameter values at which an analysis crosses a cost–effectiveness threshold — are subject to the same criticism for failing to reflect the magnitude of the effect of the parameter on costs and outcomes and therefore the significance of the fact that the cost–effectiveness ratio crosses some threshold for some parameter values.

Another concern with one-way sensitivity analyses is that they may be misleading if the results obtained by varying a parameter depend on the level of other parameters in the model. This has motivated multi-way sensitivity analyses in which parameters are varied simultaneously across plausible or likely ranges. These analyses are subject to all the concerns described above concerning one-way sensitivity analyses, as well as some additional problems. One problem with these approaches is that the number of sensitivity analyses that must be performed rises exponentially with the number of parameters. Another problem is that assumptions about one parameter often have implications for assumptions about other parameters. For example, assumptions about the natural history of untreated disease may have implications for the history of disease under treatment. This has motivated efforts to examine the joint distribution of the parameters in a model. This approach, along with a similar population-based sampling approach to estimating costs, effectiveness and cost–effectiveness ratios, sometimes termed stochastic cost–effectiveness analysis, appears to be receiving increasing attention in the field (O'Brien et al., 1994; Gold et al., 1996; Polsky et al., 1997). However, these analyses still do not address the question of the optimal decision in the presence of uncertainty because they do not suggest what to do when the set of possible costs and outcomes include ones that would make the cost–effectiveness ratio fail to meet the chosen threshold for cost–effectiveness.

Furthermore, there are a set of issues related to the calculation of cost–effectiveness ratios as ratios, and the relationship between those ratios and resource allocation. The ratio issue is important because benefits and costs will usually not be distributed independently since changes in parameter values will often influence both simultaneously and because ratios and their expectations are undefined when the benefits are, or may be, zero. Likewise, cost–effectiveness ratios may have very different meanings depending on the signs of costs and benefits so that merely calculating averages or even confidence intervals for
cost–effectiveness ratios would not generally be meaningful (Stinnett and Paltiel, 1997).

One creative approach to these issues is to reformulate cost–effectiveness analyses in terms
of Net Health Benefits (Stinnett and Mullahy, 1998), in which both costs and benefits are
expressed in the common denominator of years of life saved. While free of some of the
complications associated with estimating cost–effectiveness ratios, the utility of the Net
Health Benefit approach is diminished by the fact it does not allow easy comparisons with
results from traditional cost–effectiveness analyses that rely on cost–effectiveness ratios,
and is dependent on assumptions about the valuation of improvements in health. A related
approach with similar concerns is to convert health benefits into a monetary value, as is
done in cost–benefit analysis (Tambour et al., 1998).

In assessing these methods, it is interesting to note that while all of them appear to have
some significance for the objectives described above, none of them are explicitly linked
to those objectives. As discussed above, this lack of clarity concerning the objectives for
sensitivity analysis is an important reason for the continuing ambiguity concerning methods
to account for uncertainty in medical cost–effectiveness analysis. The next two sections use
an expected utility maximization model to attempt to develop an approach to assess the
importance of uncertainty about parameter values in order to make an optimal decision
under uncertainty. The sections that follow then examine the adaptation of that approach
to address the other two common objectives of sensitivity analysis — the determination
cost–effectiveness for individuals or subgroups and the identification of areas where the
collection of additional information would be of value.

4. A deterministic model of health outcomes with uncertainty about effectiveness

In this simple case, we assume that there is uncertainty about the effectiveness ($\theta \in \Theta$,
with pdf $p(\theta)$) of providing $m$ units of medical care (for example, blood pressure checks
per year), but that the outcome of that medical care given $\theta$ is certain. By making this
assumption, we abstract from the problem of uncertainty in outcome for an individual, and
focus instead on uncertainty for a "representative consumer" assumed to be identical to all
other individuals, so that there is no heterogeneity in the population. We return to these
issues of individual level uncertainty and heterogeneity in Sections 5 and 6, however.

To capture the possibility that effectiveness may affect both the costs and benefits of
an intervention, we allow both utility ($U$) and the costs of the medical care ($c$) to depend
directly on $\theta$ so $c = c(m, \theta)$. This allows the cost of $m$ units of medical care to be uncertain,
as it might be, for example, if it is not known how much those blood pressure checks and
resulting treatments would cost. In addition, utility is assumed to depend on non-medical
consumption ($x$) and medical expenditure, so $U = U(m, \theta, x(\theta))$. Here $x$ is written as
$x(\theta)$ to denote the fact that $x$ will vary with $\theta$ for any $m$ to satisfy the budget constraint
$c(m, \theta) + x(\theta) - I = 0$ for each level of effectiveness. To model cost–effectiveness, we
assume that people maximize expected utility$^1$ and take the example of a representative

$^1$ While individual preferences may in fact be inconsistent with expected utility maximization, QALYs implicitly
assume that people maximize expected utility. While relaxing this assumption might be desirable, doing so would therefore
involve a substantial reformulation of the way in which health benefits are assessed even in the absence of
uncertainty. This is discussed further in Section 10.
consumer who maximizes expected utility subject to budget constraint conditional on each level of effectiveness:

$$\max_m \int p(\theta)U(m, \theta, x(\theta)) \, d\theta \quad \text{such that} \quad c(m, \theta) + x(\theta) - I = 0 \quad \text{for all} \quad \theta. \quad (1)$$

Rewriting this as a Lagrange multiplier problem with $\lambda(\theta)$ as the multiplier for the budget constraint at each level of $\theta$, and multiplying each $\lambda(\theta)$ by $p(\theta)$ without loss of generality yields

$$\max_{m, \lambda} \int p(\theta)U(m, \theta, x(\theta)) \, d\theta + \int \lambda(\theta)p(\theta)[I - c(m, \theta) - x(\theta)] \, d\theta. \quad (2)$$

This generates a first-order condition for medical expenditure which is

$$\int p(\theta)\frac{\partial U(m, \theta, x(\theta))}{\partial m} \, d\theta + \int \lambda(\theta)p(\theta)\frac{\partial c(m, \theta)}{\partial m} \, d\theta = 0. \quad (3)$$

This implies that investment in a medical intervention should occur to the point at which its expected marginal benefit (utility) equals the expected value of the marginal-utility-of-income-weighted marginal cost. Allowing the marginal utility of income to depend on $\theta$ reflects the possibility that, either because of changes in the utility function or costs with $\theta$, income might have a greater or lesser marginal utility.

For an individual, these effects of uncertainty about the costs and effectiveness of medical interventions on the marginal utility of income are clearly plausible and potentially important. If someone has hip replacement for arthritis at age 55 and then suffers a severe complication, is forced into early retirement, and requires around-the-clock care, both their utility and medical costs will be directly affected and their marginal utility of income could change substantially. In a population, however, such effects are far less compelling because insurance can equate the marginal utility of income across health states unless an intervention leads to an extraordinarily large change in either population health or costs. Thinking about in which most extremely expensive medical interventions affect a relatively small number of persons and most common medical interventions are relatively modest in cost, it is much less likely that the (aggregate) marginal utility of income will change substantially with uncertainty about the costs or benefits of a single intervention.\(^2\) If this is the case, then $\lim \lambda(\theta) \to \lambda$ and the first-order condition for medical expenditures converges to

$$\int p(\theta)\frac{\partial U(m, \theta, x(\theta))}{\partial m} \, d\theta + \int \lambda(\theta)p(\theta)\frac{\partial c(m, \theta)}{\partial m} \, d\theta = 0, \quad (4)$$

which implies that the cost-effectiveness ratio is

$$\frac{\int p(\theta)(\partial c(m, \theta)/\partial m) \, d\theta}{\int p(\theta)(\partial U(m, x(\theta))/\partial m) \, d\theta} = \frac{1}{\lambda}. \quad (5)$$

\(^2\)Note that even if changes in health status led to substantial changes in income or the need for non-medical assistance holding income constant across individuals in different health states, optimal insurance could still equate the marginal utility of income across states. In practice, of course, insurance will often fall short of this ideal, but this is nevertheless a useful point of reference. Departures from perfect insurance are discussed further in Section 10.
Thus, expected utility maximization implies that the optimum cost-effectiveness ratio of an intervention in a population under uncertainty is closely approximated by the ratio of expected costs to expected benefits. Note that this "ratio of means" solution is analogous to that suggested by Stinnett and Paltiel (1997) as the solution to a constrained optimization problem in a linear programming context and by Claxton (1999) in a Bayesian discrete choice decision theoretic context. However, neither analysis derives the result directly from a formal utility maximization model nor addresses the possible dependency of the marginal utility of income on $\theta$.

While this argument about the dependence of the marginal utility of income on $\theta$ has not been made previously in the context of medical cost-effectiveness analysis, it should be noted that the argument is quite similar to that made by Arrow and Lind (1970) concerning the evaluation of risk in public investment decisions. There the authors argue that the large scale of the public sector allows it to effectively eliminate any welfare loss associated with the riskiness of investments by spreading the risk across a sufficiently large population. The argument here relies both on this diversification effect and the relatively modest magnitude of almost any one public health care decision in the context of overall health and health expenditures.

5. A stochastic population model with individual-level uncertainty about outcomes

Unlike in the deterministic model presented above, medical interventions almost always have uncertain outcomes for individuals even when there is no population-level heterogeneity so that all individuals share a common set of parameters $\theta$. Thus, for a set of individuals indexed by $j \in J$ who might each experience health outcome $\varepsilon_j \in \mathcal{E}$, the probability of experiencing outcome $\varepsilon_j$ given $\varepsilon_j \in \mathcal{E}$ can be written as $f(\varepsilon_j|\theta)$ and expected utility can be written as

$$
\int p(\theta) \int \int f(\varepsilon_j|\theta) U_j(m, \varepsilon_j, x_j(\varepsilon_j, \theta)) \, d\varepsilon_j \, dj \, d\theta \quad \text{such that}
$$

$$
c_j(m, \varepsilon_j, \theta) + x_j(\varepsilon_j, \theta) - I = 0 \quad \text{for all } \theta, j, \varepsilon_j.
$$

Following the lines of the argument above, we can construct state-specific Lagrange multipliers $\lambda_j(\varepsilon_j, \theta)$ and note that if there is (1) a large population so that aggregate risk given $\theta$ is negligible, (2) full insurance, and (3) uncertainty in the effectiveness of the intervention has limited consequences in the sense that $\theta$ does not have much effect on $\lambda$ as described above, then

$$
\lim_{\varepsilon \rightarrow \varepsilon_j} \lambda(\varepsilon, \theta) \rightarrow \lambda(\varepsilon, \theta) \rightarrow \lambda \quad \text{for all } \varepsilon \equiv [\varepsilon_1, \ldots, \varepsilon_j, \ldots, \varepsilon_J], \text{ where }
$$

$$
\varepsilon_j \in \mathcal{E} \text{ and for all } \theta.
$$

Thus, cost-effectiveness can be identified by the ratio of expected costs to benefits even in the presence of uncertainty at the individual level.
6. Sensitivity analysis to guide individual or subgroup decisions

When sensitivity analysis is done to guide decisions for individuals or subgroups, the problem is essentially the same as for the total population, except that the parameter vector \( \theta \) has a different probability distribution \( p(\theta) \) than in the overall population. This may occur if parameters for those individuals or subgroups are thought to differ from those for the population as a whole. This is the type of heterogeneity that most frequently motivates subgroup analyses in cost-effectiveness analysis. However, subgroup analysis may also be desirable if the values of the parameters for a subgroup are not known to differ from those in the population as a whole, but the subpopulation is more or less well studied. In both cases, the analysis differs only in the probability distribution for the parameters, with cases in which some parameters for subgroups are known with certainty addressed by a simplification of the analysis in which the marginal density for the known parameters is degenerate because there is no uncertainty about them.\(^3\) Accordingly, the solution to this problem for individuals or subgroups is again the ratio of the expected value of costs to the expected value of benefits, only using the appropriate prior probability distribution for the subgroup or individual.

7. Application to a stylized decision concerning a treatment of uncertain benefit

Fig. 1 describes a stylized decision concerning an intervention of uncertain benefit. For simplicity, the intervention is assumed to cost US$ 10,000 with certainty. Uncertainty is assumed to exist only with respect to benefits; it is assumed that there is a 90% chance

---

\(^3\) To illustrate: let Groups A and B have pdfs \( p^A(\theta) \) and \( p^B(\theta) \). Now assume that this heterogeneity can be fully parameterized and partitioned into a certain part \( \theta_C \) and an uncertain part \( \theta_U \) so that these pdfs can be fully parameterized as \( p^A(\theta) = p^A(\theta_C, \theta_U) \) and \( p^B(\theta) = p^B(\theta_C, \theta_U) \). In this case, the differences in the certain parameters \( \theta_C \), can be viewed as representing observable heterogeneity, while the uncertainty over the uncertain parameters described by the pdfs describes the uncertainty with respect to which decisions need be made (i.e. integrated over \( \theta_U \)). Thus, this framework incorporates observable heterogeneity as a special case.
that the benefit is 0.1 life year, but also a 5% chance each that the benefit is 0.01 or 1 life year.

Taking these three possibilities individually, the cost–effectiveness ratios are US$ 100,000, 1,000,000, or 10,000, respectively. If one used a cutoff of US$ 100,000 per life year, a traditional sensitivity analysis would therefore be indeterminate. Indeed, such indeterminacy is extremely common in cost–effectiveness analyses. Another limitation of this standard approach is that, while the cost–effectiveness ratios tell us something about the magnitude of benefits relative to costs, they do not provide any indication of how to incorporate the likelihood of those benefits. Common approaches to sensitivity analysis might take other perspectives. For example, the stochastic cost–effectiveness approach might conclude that since there is only a 5% chance that the intervention is not cost-effective, it should be selected. On the other hand, the same approach could be used to argue that since there is only a 5% chance that the intervention will provide a benefit in excess of its cost, it should not be selected. The problem with these perspectives is that they do not reflect the magnitude of potential benefits relative to costs.

Following the expected utility approach described above, the expected cost is US$ 10,000 and the expected benefit is: 0.05 × 0.01 + 0.9 × 0.1 + 0.05 × 1.0 = 0.0005 + 0.09 + 0.05 = 0.1405 life years. Thus, the cost–effectiveness ratio is US$ 10,000 per 0.1405 life years is equivalent to US$ 71,174 per life year saved, which is clearly cost-effective by the US$ 100,000 per life year standard. Even though the chance that the intervention is highly beneficial is only 5%, more than one-third (0.05/0.1405 = 36%) of the expected benefit comes from the unlikely event that it is highly effective. It is this ability to incorporate both the magnitude and likelihood of benefits and costs into a single statistic that can be used to guide decision making that is the primary advantage of the expected value approach over the traditional approaches that incorporate only one or the other dimension, and often result in indeterminate conclusions that do not provide much guidance for decision making.

8. Sensitivity analysis to guide information collection

In addition to providing guidance about how to identify the optimal decision under uncertainty given available information, the expected utility approach can be used to inform priorities for research by assessing whether the collection of additional information is likely to be worthwhile. When a study is done to accumulate improved information concerning parameters in a decision model, the value of information is the change in expected utility that comes from a change in uncertainty about the parameters. Although this fundamental principle dates back at least to the pioneers of statistical decision theory (e.g. Raiffa and Schlaifer, 1961; Pratt et al., 1965), and has been used to understand the value of diagnostic testing in medicine (Phelps and Mushlin, 1988), it has not been commonly used to develop techniques for sensitivity analysis in medical decision analysis. Indeed, when formal techniques for clinical trial design have been applied (e.g. O'Brien et al., 1994; Al et al., 1998; Briggs and Gray, 1998), they have often been based on criteria for decision making such as confidence intervals around the cost–effectiveness ratio, which generate suboptimal results for the same reasons that the threshold approaches to sensitivity analysis may be misleading.
Two exceptions to this are Claxton and Posnett (1996) and Hornberger (1998), which focus on the determination of optimal sample size for a clinical trial from a cost-effectiveness perspective in a full Bayesian context.

Adopting the expected utility approach, assume that for any information set describing the parameter distribution, \( p(\theta) \), there is an optimal choice of \( m \) as described above. Call this \( m^*(p(\theta)) \). This implies an expected utility with existing information (EU0) of

\[
\int p(\theta) U(m^*(p(\theta)), \theta, x(\theta)) \, d\theta.
\]

Now imagine that we are able to acquire additional information about \( \theta \). Assume further that the cost of this research is \( c_r \). Though the analysis is easily generalized to permit an infinite number of possible outcomes of the experiment, assume for simplicity that there are only two possible outcomes of this experiment: with probability \( q \) that the distribution of \( \theta \) is found to be \( p'(\theta) \) and with probability \( (1 - q) \) that it is found to be \( p''(\theta) \), where, for consistency with the initial prior distribution, \( q*p'(\theta) + (1 - q)*p''(\theta) = p(\theta) \). In these cases, the optimal level of medical expenditure will be \( m^*(p'(\theta)) \) and \( m^*(p''(\theta)) \) and the expected level of utility is

\[
\int q p'(\theta) U(m^*(p'(\theta)), \theta, x^*(\theta)) \, d\theta + (1 - q) \int p''(\theta) U(m^*(p''(\theta)), \theta, x^*(\theta)) \, d\theta - EU0.
\]

where \( x^*(\theta) \) and \( x^*(\theta) \) are determined from the budget constraint net of research costs \( c_r \) (i.e. \( c(m, \theta) + x(\theta) + c_r - l = 0 \) for all \( \theta \)). It follows that the change in expected utility with the collection of information, or expected value of information (EVI) is

\[
\frac{q}{p'(\theta)} U(m^*(p'(\theta)), \theta, x^*(\theta)) \, d\theta + \int p''(\theta) U(m^*(p''(\theta)), \theta, x^*(\theta)) \, d\theta - EU0.
\]
Table 1
Information requirements for value of information calculations

<table>
<thead>
<tr>
<th>Measure of value</th>
<th>Conceptual basis</th>
<th>Information required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected value of information</td>
<td>Expected gain in welfare from research</td>
<td>Yes, Yes, Yes</td>
</tr>
<tr>
<td>Expected value of perfect information</td>
<td>Expected gain from perfectly informative specific experiment</td>
<td>Yes, Yes</td>
</tr>
<tr>
<td>Maximum value of information</td>
<td>Maximum possible gain from specific experiment</td>
<td>Yes, Minimal bounds</td>
</tr>
<tr>
<td>Maximum value of (disease-specific) research</td>
<td>Maximum possible gain for target disease</td>
<td>Yes</td>
</tr>
</tbody>
</table>

If this is positive then the study is worth performing, if not, then it should not be performed.

Although this value of information calculation is easily described in theoretical terms, implementing this approach requires meaningful information on the prior probabilities of the parameters required for the calculation, and this may be very difficult to obtain. In some instances, priors may be estimated based on published estimates of means and confidence intervals or other data from the literature. In other instances, primary data collection may be required. Still, it is likely that in a significant number of cases it will not be possible to identify much information that will inform priors. Moreover, it may be quite difficult to say much about how an experiment is likely to affect the posterior distributions of the parameters.

These empirical challenges suggest that techniques for assessing the value of information that do not rely on this data concerning prior or posterior distributions would be highly useful. Table 1 summarizes a number of such approaches and their informational requirements. In the case where information on priors is available, one such possibility is the expected value of perfect information: $\text{EVPI} = \int p(\theta) U(m^*(\theta)) d\theta - EU_0$, where $m^*(\theta)$ is the optimal choice of $m$ if $\theta$ is known. Since the expected value of information is always positive, this provides an upper bound on the ideal value of information calculations described above.

To see this, note that if research cost are zero, the fact that $m^*(p'(\theta))$ and $m^*(p'(\theta))$ are optima implies that the first two terms in the equation are greater than

$$q \int p'(\theta) U(m^*(p(\theta)), \theta, x(\theta)) d\theta + (1 - q) \int p'(\theta) U(m^*(p(\theta)), \theta, x(\theta)) d\theta$$

$$= \int p(\theta) U(m^*(p(\theta)), \theta, x(\theta)) d\theta. \quad (11)$$

which is the expected utility from the optimal expenditure in the absence of information. This implies that the expected value of free information is positive. For completeness, it should be noted that this result applies only to public information, since the value of private information might not be positive (Rothschild and Stiglitz, 1976).
From a practical point, however, the advantage of the EVPI calculation is that it does not depend on the posteriors. Indeed, this is probably one reason why the EVPI approach has been used in the cost–effectiveness literature (e.g. Felli and Hazen, 1998). 

Although EVPI is simpler to determine than EVI, it still depends on knowledge of the priors. An alternative measure that did not depend on this might also be useful. One such measure is the maximal value of information (MVI) over all possible values of \( \theta \in \Theta \), 

\[
\text{MVB} = \max_{\theta \in \Theta} U^*(\mathbf{m}(\theta)).
\]

Although this will also only be an upper bound on EVPI and, therefore, EVI, it depends only on knowing the value function conditional on \( \theta \). Although it may be a relatively crude upper bound, it is worth noting that this criterion in fact corresponds to that implied by a threshold analysis in which the bounds are determined by the extreme values of the parameter (assuming, as is usually done, that the value function is monotonic with respect to the parameters). Thus, applying the threshold technique based on the full range of possible values of a parameter can be considered a bound on the more general value of information calculation, only with less rigorous information requirements. Thus, like EVPI, the threshold approach based on the full range of values of a parameter might take can be considered a method to place an upper bound on the more complex EVI calculation. When these calculations suggest that the MVI or EVPI is low, the full EVI calculation is not necessary. Note, in contrast, that the common practices of assessing cost–effectiveness at a 95% confidence interval for a parameter or calculating stochastic cost–effectiveness intervals have no clear theoretical justification.

Thinking more broadly, if \( \Theta \) is enlarged to include any conceivable value of \( \theta \), even if the value is not possible with current technology, this type of reasoning can be extended to consider any possible research on the parameter in question. For example, if the probability of cure with the best current treatment for a disease is known to be between 20 and 40% with certainty and the treatment is found not to be worthwhile (perhaps because of morbidity), one could calculate whether treatment would be worthwhile if the cure rate were 100%. This might be called the maximum value of research (MVR), and, in turn, can be used to generate an upper bound on MVI that does not require any data at all concerning the parameter in question. The MVR concept could also be expanded to consider innovations that led to fundamental changes in the structure of the decision tree, and not just the effects of changes in its parameters.

---

6 It should be noted, however, that Felli and Hazen (1998) consider the EVPI relative to the expected value of an optimal decision that they specify as one that maximizes the expected payoff given parameter values that the investigator feels are "most likely to obtain" (p. 100). This seems to suggest the modal value(s) of the parameter(s). Nevertheless, in their applications they tend to choose the mean values of their parameters. Regardless, since neither of these are generally the optimal decision given available information, this calculation will overstate the EVPI relative to the EVPI given an optimal decision with available information. In this sense, Hazen and Felli's calculations can be viewed as an upper bound on the true EVPI. The only advantage of this approach over the theoretically correct approach is that it avoids the need to determine the optimal decision with existing information. This is not a substantial advantage, however, because, if the value of information is small, collecting further information is presumably not worthwhile and therefore knowing the optimal decision with existing information is key. Similarly, if the value of information is large, then one still wants to try to determine the EVPI relative to an optimal decision with existing information to see how much that decreases the bound on the EVPI. Thus, in either case, calculating EVPI relative to the optimal decision given current information is preferred. It is also generally not an extremely difficult determination to make once the ability to assess the expected value of outcomes from an arbitrary (optimal or suboptimal) decision is present.
9. Application to a stylized model of the decision whether to treat prostate cancer

In order to illustrate these approaches, this section examines a simplified model of the decision to treat prostate cancer. A highly stylized model is chosen to focus attention on the methods rather than the specific application. In this simplified model (Fig. 2), the decision to treat prostate cancer is viewed as a choice between radical prostatectomy (surgical removal of the prostate) and "watchful waiting" (no intervention unless the cancer is found to spread). This decision is represented by the two decision nodes in the middle of Fig. 2. In this simplified model, radical prostatectomy is assumed to be curative, so that the patient lives out a "normal" life of 25 years. However, radical prostatectomy is assumed to have a 5% mortality rate. The outcome of watchful waiting depends on how quickly the cancer progresses. Many cancers will progress slowly enough that men die of other causes before they die of prostate cancer and thus live a normal life of 25 years. Other men will progress rapidly and are assumed to die of prostate cancer at 10 years. For simplicity, we assume that quality of life is not a concern so that outcomes are measured in life years, which are the same as quality-adjusted life years. Radical prostatectomy is assumed to cost US$ 10,000 and the basic future costs of survival are assumed to be US$ 20,000 per year. (See Meltzer (1997) for a justification for including costs of this nature.)

However, the natural history of prostate cancer is not as well understood as suggested by these assumptions. In fact there is much uncertainty even about average rates of progression to death from prostate cancer, i.e. how aggressive the disease is on average. This is the dimension of uncertainty on which we focus in this example. This is captured in a stylized way in Fig. 2 by the upper and lower decision trees that differ in the fraction of tumors that are assumed to progress rapidly (0.085 in the "non-aggressive" case, and 0.2 in the "aggressive" case).

![Fig. 2. Simplified cost-effectiveness model for screening for prostate cancer with uncertainty about progression rates (cost (US$)/effectiveness (life years)).](image-url)
Panels 1 and 2 of Table 1 show the results of a cost–effectiveness analysis of the treatment decision in the non-aggressive and aggressive cases. In both cases, treatment provides a benefit, but in the first case it is a small benefit with a cost per QALY of US$ 420,000 and in the second case it is a much larger benefit with a cost per QALY of only US$ 26,000. If we assume for simplicity that the cutoff for cost–effectiveness is US$ 100,000 per QALY, then the optimal decision in the first case would be watchful waiting, while in the second it would be treatment.

The left most part of the decision tree reflects the fact that we do not know which of these possibilities is the case and places some prior probabilities on the two arms (0.2 aggressive, 0.8 non-aggressive). Panel 3 of Table 1 reports the expected benefits and costs of the screening decision with these priors. In that case, the ratio of the expected costs to expected benefits is US$ 47,000, which is cost-effective by the US$ 100,000/QALY standard. This might seem surprising because of the 80% chance that progression was not aggressive, and treatment is not even close to cost-effective by the US$ 100,000/QALY standard in that case. The result is driven by the 20% chance that the benefit could be much larger, even though that possibility is not very likely. This points out the potential for the ratio of the expected value approach to generate different results than the standard probabilistic approaches based on thresholds for defining cost–effectiveness that do not account fully for both the magnitude and likelihood of the potential benefits.

We now turn to the question of whether the collection of additional information would be of value. Following the approach described above, we begin by calculating the maximum value of information. This calculation can be done in several ways requiring progressively more information. To take an extreme example, assume that we knew nothing about the probability that prostate cancer is aggressive, but only the life expectancy of patients with aggressive cancers who are treated or not treated, and the price of prostatectomy. In the absence of knowledge about the probability that cancers would progress rapidly, there is no clear guidance about whether watchful waiting or prostatectomy dominates, so we consider both cases as reference cases. Assume first that no treatment is the reference point. To get an upper bound on the value of information, one could use only information on the life expectancy of treated and untreated patients and assume that all patients have aggressive cancers. Specifically, assuming that men who have prostate cancer but are not treated live 10 years (QALYs), while men who are treated live 25 years (QALYs), the value of treatment would be 15 QALYs × US$ 100,000/QALY = US$ 1.5 million per patient. Alternatively, we could assume that that treatment is the reference case, so that the benefit of determining that treatment was not cost-effective would be the cost savings from avoiding prostatectomy (US$ 10,000) and avoidance of treatment-related mortality (0.05 mortality × 25 QALYs × US$ 100,000/QALY = US$ 125,000) net of any benefits of treatment, which add to no more than US$ 135,000 per patient.

To use these estimates of the maximum value of information for a patient to assess whether investment in a study to resolve the ambiguity about the aggressiveness of prostate cancer would be worthwhile, one might multiply these numbers by the number of men who are found to have prostate cancer annually (100,000) and divide by some real interest rate (0.03) to reflect the discounted value of the value of that information over time to get the maximum value of information (MVI): US$ 1.5 million × 100,000/0.03 = US$ 5 trillion.
if the baseline strategy is watchful waiting and US$ 0.135 million × 100,000/0.03 = US$ 450 billion if the baseline strategy is prostatectomy. These extremely large estimates of the maximum value of information suggest the potential for information of immense value to come from knowledge about the efficacy of prostate cancer treatment, and exceed the cost of any conceivable clinical trial.

Of course these MVI calculations are an upper bound, and a fair interpretation of these findings is that the MVI is simply not informative in this case, despite its analytical simplicity and independence of assumptions about the fraction of cancers that are aggressive. This suggests that it is worthwhile to pursue the expected value of perfect information (EVPI) approach.

The EVPI approach is described in panel 4 of the table. The panel describes the expected value of three strategies: watchful waiting, radical prostatectomy, and the optimal decision with perfect knowledge of the average progression rate (EVPI). The last two columns report the value of the change in QALYs (assuming US$ 100,000/QALY for illustration) and the net incremental benefit of the policy choice compared to the strategy immediately above it in Table 2.

The first point to note is that if one made policy based on the most likely cost-effectiveness ratio (US$ 420,000), one would choose watchful waiting, but if one chose based on the ratio of the expected values, one would choose radical prostatectomy, which yields a net benefit of US$ 19,600 (US$ 26,000 – 6400) per patient relative to watchful waiting. This is a quantified measure of the expected gain from the improvement in decision making by using the mean of the expected values as opposed to basing the decision on the most likely cost-effectiveness ratio, as is generally done in the "base case" reported by most current cost-effectiveness analyses.

The second point to note is that the expected value of the gain versus watchful waiting with improved information is even higher at US$ 26,000 per patient. This implies an additional gain of US$ 6400 per patient of the improved information compared to the best possible decision with the initial information. Converting this patient level estimate of the value of research into a population level estimate as above suggests an EVPI of US$ 6400 × 100,000/0.03 = US$ 21 billion. As with the MVI, this large EVPI suggests that the value of information about the efficacy of prostate cancer treatment might far exceed the cost of almost any conceivable clinical trial.

Of course this too is an upper bound on the expected value of information from any actual clinical trial, since any trial is likely to provide less than perfect information. Panel 5 examines one such case in which an experiment has two possible outcomes: a 50% chance of an outcome that suggests that the probability that prostate cancer is aggressive is 0.05 and a 50% chance of an outcome that suggests that prostate cancer is aggressive is 0.35. (Note this preserves the prior that the probability that prostate cancer is aggressive is 0.2 since 0.5 × 0.05 + 0.5 × 0.35 = 0.2.) The expected value of outcomes from watchful waiting and radical prostatectomy given these two possible outcomes of the experiment are reported in the upper and lower parts of panel 5. In the first case, the optimal decision switches to watchful waiting as compared to prostatectomy with the initial information, which yields a net surplus of US$ 600 per patient. In the second case, prostatectomy remains the optimal choice, so there is no additional benefit to having done the study. Thus, the expected net benefit is 0.5 × US$ 600 = US$ 300 per patient. A decision about the study
Table 2
Value of information for cost-effectiveness of screening for prostate cancer

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Cost (×1000 US$)</th>
<th>Δc (×1000 US$)</th>
<th>ΔQALY</th>
<th>Δc/ΔQALY (×1000 US$/QALY)</th>
<th>Value ΔQALY (×1000 US$)*</th>
<th>Net increment benefit (×1000 US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel 1. Prostate cancer known non-aggressive: fraction rapidly progressing = 0.085</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>475</td>
<td>–</td>
<td>23.725</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Radical prostatectomy</td>
<td>485</td>
<td>11</td>
<td>23.75</td>
<td>0.025</td>
<td>420</td>
<td>2.5</td>
</tr>
<tr>
<td>Panel 2. Prostate cancer known aggressive: fraction rapidly progressing = 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>440</td>
<td>–</td>
<td>22</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Radical prostatectomy</td>
<td>485</td>
<td>45</td>
<td>23.75</td>
<td>1.75</td>
<td>26</td>
<td>175</td>
</tr>
<tr>
<td>Panel 3. Aggressiveness of prostate cancer not known: probability aggressive (as in panel 2) = 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>467.6</td>
<td>–</td>
<td>23.38</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Radical prostatectomy</td>
<td>485</td>
<td>17.4</td>
<td>23.75</td>
<td>0.37</td>
<td>47</td>
<td>37</td>
</tr>
<tr>
<td>Panel 4. Expected value with perfect information: probability aggressive (as in panel 2) = 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>467.6</td>
<td>–</td>
<td>23.38</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Optimal w/perfect information</td>
<td>476.6</td>
<td>9</td>
<td>23.73</td>
<td>0.35</td>
<td>26</td>
<td>35</td>
</tr>
<tr>
<td>Radical prostatectomy</td>
<td>485</td>
<td>8.4</td>
<td>23.75</td>
<td>0.02</td>
<td>420</td>
<td>2</td>
</tr>
<tr>
<td>Panel 5. Expected value w/improved information: 50% chance study ⇒ probability aggressive = 0.05; 50% chance study ⇒ probability aggressive = 0.3*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probability aggressive = 0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>473.3</td>
<td>–</td>
<td>23.64</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Radical prostatectomy</td>
<td>485</td>
<td>11.3</td>
<td>23.75</td>
<td>0.11</td>
<td>106</td>
<td>11.1</td>
</tr>
<tr>
<td>Probability aggressive = 0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>462.8</td>
<td>–</td>
<td>23.12</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Radical prostatectomy</td>
<td>485</td>
<td>22.2</td>
<td>23.75</td>
<td>0.63</td>
<td>35</td>
<td>62.9</td>
</tr>
</tbody>
</table>

* 1 QALY = US$ 100,000.

Expected value of information (vs. expected value of optimal decision with initial information (prostatectomy)) = 0.5 × 0.6 = 0.3.
might be made by comparing its cost to the expected value of the information (EVI): US$ 300 \times 100,000/0.03 = US$ 1 billion. Therefore, the value of this study would be quite large, although substantially less than the upper bound suggested by the EVPI.

In a similar manner, possible experiments concerning all other dimensions of the model might be examined to determine whether they would be worthwhile. In this way, it might be determined how much could be gained by improved sensitivity and specificity of screening tests, decreased complications of treatment, improved risk stratification prior to treatment, and so on.

Clearly, this example does not suggest that a comprehensive attempt to perform a precise calculation of the type described would generate results resembling these in magnitude. However, these simplified calculations do illustrate the types of calculations that might be used to assess the value of research, including more simple calculations such as the EVPI that require less information. The results also suggest, however, the potential for some of the approaches used in the literature, such as the threshold (MVI) or EVPI to provide only very crude upper bounds on the value of information. Just how informative such bounds may be in practice will ultimately be determined only by detailed empirical analysis of specific clinical applications.

10. Conclusion

This paper has examined the purposes for which sensitivity analysis is performed in medical cost-effectiveness analysis and the implications of an expected utility maximization model for the methods to perform such analyses. The analysis suggests specific approaches for optimal decision making under uncertainty, specifying such decisions for subgroups, and assessing the value of collecting additional information.

At a theoretical level, there are several limitations of this work. First, even with certainty about costs and benefits, cost-effectiveness analysis may not maximize the welfare of individuals (Meltzer et al., 1998), or society (Arrow, 1951; Meltzer and Johannesson, 1998). Perhaps more important are issues about how risk at the individual level may affect welfare (Kahneman and Tversky, 1979) that are essentially ignored by the assumptions of perfect insurance and expected utility maximization. Though this is an important limitation of QALYs, it is one that needs to be addressed regardless of the issues about aggregate uncertainty addressed by sensitivity analysis. Though concerns about aggregate financial and health risk may be less compelling in a social context where the aggregate risks associated with individual technologies are usually modest, the issue of how risk should be assessed in policy decisions deserves further consideration because other assumptions about preferences concerning risk or about insurance would lead to different conclusions about many methodological issues in cost-effectiveness analysis, including sensitivity analysis (e.g. Mullally, 1997). Indeed, when a medical intervention has major financial implications that are difficult to insure against, such as lost earnings, the marginal utility of income cannot reasonably be considered constant and the results above concerning the ratio of means will no longer hold. This suggests that it may be useful to distinguish between uncertainty in insured and uninsured costs in assessing the implications of uncertainty in costs in cost-effectiveness analyses. Additionally, it suggests that further characterization of
optimal decision making when insurance is not complete would be a valuable area for future work.

Rather than using expected utility to incorporate preferences over uncertain outcomes, it might be argued that it would be preferable to report the joint distribution of benefits and costs. Nothing about this analysis suggests that such data should not be presented. However, using such data to make choices would still require decisions about how to incorporate risk into decision making. Unlike traditional forms of sensitivity analysis, the expected value approach provides direct guidance about how the optimal decision varies with the assumptions that are made.

At an empirical level, there are important challenges in developing meaningful priors concerning the parameters of decision models (e.g. probabilities, quality of life values, discount rates, etc.). As discussed above, this may often require extensive review of existing data, primary data collection, or even analyses based on arbitrary priors. It may also be very difficult to specify how research may affect posteriors. Whether it is possible to adequately address these challenges will be resolved only through efforts to apply these ideas empirically.

These approaches to assess the value of research also pose additional challenges. These include the interdependence of the benefits of related research, the possibility that the research might become less (or more) valuable over time if technological or demographic changes alter the management, frequency or natural history of a disease, and the unpredictability of how the results of research (particularly basic research) might be useful in areas outside the initial areas of inquiry (serendipity). The difficulty of these issues implies that the sort of formal analyses suggested here are more likely to be useful for evaluating clinical research than basic research.

Despite these theoretical and empirical challenges, the importance of making good decisions about the allocation of resources to medical interventions and medical research suggest that work in this area be an important priority. It is encouraging in this regard that the recent IOM report on improving priority setting at the NIH recommended: “In setting priorities, NIH should strengthen its analysis and use of health data, such as burdens and costs of diseases, and on data on the impact of research on the health of the public” (IOM, 1998, p. 11).

On the other hand, the limited number of cases where cost-effectiveness analysis has strongly influenced medical resource allocation and the likely resistance of medical researchers to having research proposals evaluated by formal criteria suggest that formal techniques to set priorities for research will have to prove their value. It is possible that cost-effectiveness analysis may enhance its influence if it can address key methodological challenges in measuring benefits and costs, and techniques for sensitivity analysis. There may also be less resistance to the use of cost-effectiveness analysis in policy decisions, such as allocation of research funds, than to its use in decisions to ration medical treatments. Nevertheless, formal techniques to inform priorities for research seems more likely to gain acceptance through instances where neglected areas of research can be identified through formal analysis than through instances where research is suggested to be of little value. Consistent with this, threats to increases in the NIH budget due to Congressional questions about the value of increased appropriations for research and NIH priorities in allocating research funds were an important motivation for the IOM report that encouraged efforts to use formal approaches to determine the value of research.
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A key recommendation of the recent Panel on Cost–Effectiveness in Health and Medicine was that cost–effectiveness analyses be carried out from a societal perspective. The authors show that two of the Panel's recommendations concerning costs are not consistent with a societal perspective, and how to correct those inconsistencies. In its recommendations concerning costs resulting from morbidity, the Panel advises excluding lost income from costs in the belief that individuals take income changes into account when they respond to the quality-of-life questions that are used to calculate quality-adjusted life years (QALYs). It is shown that even if individuals do consider income changes in responding to these quality-of-life questions, this recommendation would seriously underestimate production losses due to morbidity, since individuals do not bear a major part of lost production. In its recommendations concerning costs resulting from mortality, the Panel does not require that health care costs for "unrelated" illness and non–health care consumption and production during added life years be included in the Reference Case. It is shown that omitting these costs will seriously distort comparisons of programs at different ages and favor programs that extend life over those that improve quality of life. This can be corrected by including total consumption minus production in added life-years among costs. Key words: cost-effectiveness analysis; societal perspective; public policy; resource allocation; Panel on Cost–Effectiveness in Health and Medicine. (Med Decis Making 1999;19:371–377)

The rapid advancement of medical technology and the resulting increase in health care costs have increased interest in the economic evaluation of health care programs. There are various methods for the economic evaluation of medical interventions, but the one that is currently most popular is cost–effectiveness analysis. Following this approach, costs are measured in monetary terms and effectiveness is measured in non-monetary terms, e.g., quality-adjusted life years (QALYs). A problem with the method is that it has not been clear how to define costs and effectiveness. This has led to great variability in what is included in measures of costs and effectiveness, which has caused problems in comparing and interpreting the results of cost–effectiveness analyses.

Because of these problems, the Panel on Cost–Effectiveness in Health and Medicine was convened in 1993 by the U.S. Public Health Service to develop recommendations for the conduct of cost–effectiveness analysis. The official report of the Panel was summarized in a series of three papers in JAMA. A key recommendation of the Panel was that cost–effectiveness analyses be carried out from a societal perspective, including all the costs and consequences of health interventions no matter to whom they accrue. However, the Panel also recommended that most productivity gains and losses resulting from medical interventions that reduce morbidity (often referred to as morbidity costs) not be included among the costs in cost–effectiveness analyses. In addition, they concluded that it was not necessary to include certain classes of medical or non-medical expenditures in additional years of life.
that result when a medical intervention reduces mortality (often referred to as mortality costs).

Here we argue that these recommendations of the Panel are not fully consistent with a societal perspective since they do not correctly account for costs resulting from the effects of changes in morbidity on productivity and the effects of mortality on productivity and consumption in added years of life. This implies that cost–effectiveness analyses carried out in accordance with the recommendations of the Panel would not lead to an efficient use of resources from a societal perspective. Below we show why the recommendations of the Panel are inconsistent with a societal perspective, and how the definition of costs in cost–effectiveness analysis can be made consistent with a societal perspective.

The Treatment of Morbidity Costs

Apart from affecting health care costs (and other direct costs), a health care program may also affect the production of goods and services by an individual, whether in the market or outside the market. For simplicity, we can call production inside and production outside the market, respectively, “income” and “leisure.” These effects of morbidity on production are recognized by the Panel. However, the Panel argues that changes in market and non-market production borne by individuals should not be included among the costs. Their justification for this recommendation is based on the idea that people already include these costs in estimating quality-of-life weights used to construct QALYs, so that it would be double-counting to include them among the costs. The Panel also recognized that not all productivity losses would be borne by individuals and concluded that “effects of lost productivity borne by others (e.g. employers, coworkers), including ‘friction costs,’ when significant, should be included in the numerator.”

While the general principle described by the Panel that effects not incorporated in the denominator be included in the numerator is theoretically sound, it is not clear that their assumptions concerning what people actually include when responding to the QALY questions used to construct the denominator are correct. In particular, it is not known whether individuals take changes in income or leisure into account when they respond to the quality-of-life questions used to construct QALY weights. It seems plausible that changes in leisure time may be incorporated in the QALY weights, since individuals may weigh these effects as they respond to questions evaluating quality of life in specific health states. However, the argument that changes in market production are reflected in the quality weights is not credible. One instrument used to generate QALY weights for health states, the Health Utilities Index, explicitly instructs individuals being interviewed to assume that their financial circumstances would not vary with health status. All other elicitation processes provide respondents with no guidance about what to assume about the economic consequences of health states when responding to QALY elicitation questions. Without guidance, it is possible that individuals may or may not incorporate financial effects.

The Panel attempts to address this concern by recommending that “for the reference case, health-related quality of life should be captured by an instrument that, at minimum, implicitly incorporates the effects of morbidity on productivity and leisure.” Thus, the Panel’s recommendations imply that instruments such as the Health Utilities Index should not be used for utility assessment. However, the Panel also recommends that, “when instruments used to measure health states are silent concerning the consideration of lost income, we assume that financial effects have been considered by the respondent and that it is therefore not necessary to account for these effects in the numerator.”

Unfortunately, there is no evidence that this assumption is valid. To have confidence in the Panel’s position that personal financial effects are already incorporated in QALY weights, either respondents should be explicitly told to include these effects or empirical research should be performed to demonstrate that this is the case.

Moreover, even if individuals do consider personal financial consequences in responding to QALY elicitations, the recommendations of the Panel are not consistent with a societal perspective because they do not adequately reflect the extent to which individuals would undervalue changes in production if they were to take only personal financial consequences into account in responding to QALY questions. In particular, although the Panel did recognize the need to include costs borne by others such as employers and coworkers, they did not adequately recognize the variety of forms of insurance and taxes that prevent individuals from bearing the full consequences of changes in their production. When there is fully paid public or private disability insurance, for instance, a person does not experience any change in income when he or she experiences illness, and might therefore not consider effects on productivity when responding to QALY questions. Nevertheless, the Panel advises excluding payments such as these from costs on the grounds that they are transfer payments. The result is that the real decrease in productivity resulting from the illness is reflected neither in the numerator nor in the denominator, so that the analysis is inconsistent with a social perspective.
though transfer payments do not represent true social costs, the accounting approach advocated by the Panel results in the rather unintuitive implication that the true social costs of lost productivity would be captured only by including these transfer payments from disability insurance as a cost.

But even in the absence of public or private disability insurance, the presence of income and payroll taxes implies that an individual bears only a fraction of the consequences of changes in production. This is because the true value of the lost production of a worker who is absent from work is equal to the amount of money the employer is willing to pay for that work, which also includes the income tax paid by the worker and the payroll tax paid by the employer. It is important to note that, unlike productivity losses related to "friction costs," which have been the focus of several recent articles discussing the appropriate treatment of productivity costs, and rest on debatable assumptions about the rigidity of labor markets, these costs last as long as the disability lasts and may be very large. To illustrate the magnitude of this effect, note that with a payroll tax of 30% of the wage rate and an income tax of 30%, the individual will bear only about 50% of the value of the change in production due to disease even if no payment for sick leave exists. Failing to account for these changes in production will thus seriously underestimate the value of gains or losses in production, even if individuals reflect the changes in personal income in responding to questions that elicit QALY weights. Unfortunately, the Panel never discusses the question of whether income and payroll taxes should be included in costs except in one table, where the implication appears to be that they should not be included.

The Panel also advised including all health care costs in measures of costs. The problem with this recommendation is that if people incorporate personal financial consequences into QALY weights, they should presumably also incorporate out-of-pocket medical expenditures, and including all health care costs in measures of costs would lead to double-counting of the out-of-pocket costs. In the United States, this could lead to substantial errors in estimates of both the absolute and the relative cost-effectiveness of medical interventions, since about 20% of health care expenditures are paid for out-of-pocket, and the fractions paid out-of-pocket vary a great deal across different types of medical procedures, depending on insurance coverage.

A similar problem arises with the Panel’s recommendation to include the value of time lost from work or leisure activities in order to participate in a health intervention (such as an exercise program) in measures of costs. If individuals incorporate effects on personal economic status and leisure into QALY weights, they should presumably already be incorporating these effects into their QALY weights, and including them in measures of costs as well would again lead to double-counting of these costs. This may not be much of a problem when the treatment is infrequently required, but could be very important when the treatment is time-consuming and chronic, as is hemodialysis for end-stage renal disease.

Therefore, even if individuals consider the private economic consequences of illness in responding to QALY elicitation, the recommendations of the panel are not consistent with a societal perspective on costs. Indeed, it is only under the very specific assumption that individuals incorporate into their QALY weights exactly what the Panel has chosen to exclude from costs that the Panel’s recommendations can be considered to be consistent with a societal perspective on costs. To be precise, this means that individuals’ QALY weights would have to reflect the value of lost leisure and the total value of lost productivity in the market, including not only take-home wages but also taxes that the government would have received from individuals as income taxes and from their employers as payroll taxes. Moreover, individuals would have to incorporate these losses into their QALY weights only if the productivity change was due to illness and not if it was due to participation in a health care intervention. Also, despite reflecting these changes in their personal welfare due to changes in income and leisure in their QALY weights, individuals would have to exclude changes in medical costs from their QALY weights, even if the costs were paid out of pocket.

Thus, the Panel’s assumption that, when health status measures are silent on financial issues, financial effects have “been considered by the respondent” in such a way as to lead to consistent definitions of benefits and costs seems extremely unlikely to be valid. Moreover, even the recommendation that respondents be explicitly told to “consider the full range of impacts of the health status change, including loss of income and leisure activities” will not generate responses consistent with a societal perspective on costs. Indeed, the Report recognizes that when people do not take “effects of lost productivity borne by others” into account (p. 306), those effects must be included in costs. Nevertheless, the report does not follow through with that principle by recommending that lost tax revenue be included in costs or that out-of-pocket expenditures on health care be excluded from health care costs.

These inconsistencies in the Panel’s recommendations could be corrected by clarifying the process of QALY elicitation to be explicit about what eco-
nomic consequences individuals are to consider and then using an appropriate definition of costs. One possibility, which is similar to the recommendations of the Panel, would be to encourage individuals to take into account all the personal financial consequences of changes in their market and non-market productivity due to illness (i.e., changes in after-tax income and out-of-pocket medical costs and changes in leisure) when responding to QALY elicitation questions. However, in that case, the part of health care costs and production change not borne by the individual should be included in the estimation of costs. Alternatively, individuals could be told to provide QALY weights based on the assumption that their financial circumstances would not vary with health status, but that their non-market productivity would vary with health status (i.e., that they have paid sick leave and do not pay anything out of pocket for health care costs). The full health care costs and the full change in production should then be included in the cost estimation.

Either of these approaches could be justified in theory, but from a practical viewpoint the second approach seems preferable, since the analysis becomes much more straightforward to perform and to interpret. It avoids collecting detailed information about paid sick leave and out-of-pocket payments, which would be necessary following the first approach. The advantage of the second approach is even more obvious if QALY weights, as recommended by the Panel, are elicited from the general population without experience of the health states to be assessed. This makes the second approach preferable, because otherwise individuals would have to make uninformed guesses about the incomes in different health states, or the income level would have to be explicitly incorporated as an attribute in the health status classification system used.

The Treatment of Mortality Costs

The correct treatment of mortality costs is a long-standing and active area of controversy in medical cost–effectiveness analysis. As recognized by the Panel, and further clarified subsequent to the publication of its report, the theoretically correct way to include mortality costs is to include the difference between total consumption and total production during life years gained by a medical intervention as a cost in cost–effectiveness analysis. However, the Panel did not recommend that these costs be included in all cases. In the case of health care costs for "unrelated" illnesses during life years gained by an intervention, they concluded that cost–effectiveness ratios can be estimated with or without including these costs, but that a sensitivity analysis should be performed whenever those costs had a significant effect on the results. In the case of non-health care costs during gained life years, the summary recommendations of the Panel did not include any relevant recommendation, though other parts of the report suggested conditions under which these costs could be omitted and a later article summarizing its recommendations suggests that these costs be excluded.

The Panel discusses several different arguments to justify excluding future costs [p. 186]. One is purely political—namely that people may not be willing to accept including such costs in medical cost–effectiveness. We postpone discussion of this argument until the conclusion. The other arguments are summarized as follows:

In addition to this difference of opinion, there are practical difficulties in including costs for unrelated illness in added years of life. Existing data may not be adequate to capture future resource use of all unrelated diseases; in addition, it may be unduly difficult to ascertain the effect of an intervention on the range of future causes of morbidity and death. Finally, if these costs are included, non-health care costs in added years of life should also be included. As discussed in Chapter 2, the exclusion of non-health care costs is acceptable if these costs add a constant cost to each year; however, no research has been done to determine whether this is the case.

Because of the practical concerns and unresolved theoretical issues surrounding the inclusion of future costs for unrelated illness in added years of life, our recommendation for the Reference Case is that analysts use their discretion in including or excluding these costs. Like other costs and consequences, the rule of reason applies to these costs: If they are small compared to the magnitude of the C/E ratio, they can be omitted without affecting the analysis results in any case. If they are large, we recommend that the analyst conduct a sensitivity analysis to assess their effect.” [p. 186]

To assess the Panel’s position on future costs, it is useful to review these arguments systematically. First, there is the issue of the adequacy of data to estimate future costs for unrelated diseases. While the Panel is correct that this may be difficult to do precisely and is an area where further research
would be valuable, they also describe a number of data sources with which "first" estimates could be derived (pp. 186–8) and there are now estimates in the literature. In any case, it seems difficult to argue that including an implicit estimate of zero by omitting unrelated costs would be preferable to an imprecise estimate, especially with appropriate sensitivity analysis. It is not clear what the Panel means by difficulty in ascertaining "the effect of an intervention on the range of future causes of morbidity and death," but if it concerns related illnesses, then the problem applies equally to costs for related illness, whose inclusion is recommended by the Panel. If it concerns unrelated illness, the very definition of such costs suggests that they should be unaffected by the intervention and, again, it seems unlikely that an estimate of zero would be preferable to an imprecise estimate with appropriate sensitivity analysis.

The recommendation that whenever future costs for unrelated illness are included, future non-health care costs also be included is consistent with theory, but implies that it is acceptable not to include such non–health care costs so long as costs of unrelated illnesses are not included. As we show below, this is not only inconsistent in theory, but also causes a significant bias of cost–effectiveness analyses in practice.

The statement that the exclusion of non–health care costs is acceptable if these costs add a constant cost to each year relates to a theoretical finding by Garber and Phelps that if future costs are conditionally independent in the sense that, conditional on a person's surviving, the costs do not vary with the medical intervention in question, then including those costs will only add a constant to the cost–effectiveness ratio. Even if conditional independence holds, it is important to note (as does the Panel itself) that this result holds only when comparing interventions at a single age, since future costs due to a decrease in mortality will vary widely depending on age. For example, a recent study of hypertension treatment demonstrated that the correct inclusion of these costs would not significantly affect the cost per QALY gained for younger men and women, but would increase the cost per QALY gained by nearly $30,000 for older men and women.

Moreover, even when comparing interventions at a single age and when future costs are "conditionally independent," the argument turns out to be incorrect. A simple example can illustrate this. Imagine we wish to compare the cost–effectiveness of two completely independent interventions (A and B) for two completely separate but both otherwise fatal diseases at a single age. Assume that each generates one QALY, but that A adds one year of life at QOL = 1 and B adds two years of life at QOL = 0.5. Thus intervention A has bigger effects on quality of life than on length of life, while intervention B has bigger effects on length of life than on quality of life. Assume that the immediate related costs are $5,000 for A and $1,000 for B. Let annual related costs be zero and annual unrelated costs (of consumption minus production) be $20,000 for both. Thus, the definition of conditional independence is met. Excluding future unrelated costs, C/E(A) = $5,000/QALY and C/E(B) = $1,000/QALY. Including future costs, the cost–effectiveness ratios are ($5,000 + $20,000)/1 QALY = $25,000/QALY for A and ($1,000 + 2 * $20,000)/1 QALY = $41,000/QALY for B. Therefore, including future costs changes both the absolute and the relative cost–effectiveness of the two interventions even when the strict definition of conditional independence is met. Thus, in contradiction to the findings of the Panel, the correct inclusion of future cost is not an empirical question depending on whether future costs add a constant to costs in each year. This example also illustrates the more general point that excluding future costs biases cost–effectiveness analyses of interventions among groups with positive net future resource use (such as the elderly) to favor interventions that extend life over interventions that improve the quality of life. Conversely, excluding future costs among groups with negative future net resource use (such as the young) will favor interventions that improve quality of life over those that increase length of life. Estimates of the magnitude of these effects of including future costs suggests that they are large enough to significantly alter the relative cost–effectiveness of interventions such as the treatment of hypertension, chemotherapy for colon cancer, and hemodialysis for end-stage renal disease.

Therefore, the recommendation in the second paragraph in the section of the report cited above that suggests that analysts can use their discretion about the inclusion of future unrelated costs in the Reference Case is not consistent with either theoretical concerns or strongly defensible practical considerations. It also leaves the literature open to being saddled with one set of analyses that do not include future costs and are not comparable to those that do include them. The recommendation that a sensitivity analysis be conducted if these effects are large begs the question, since it does not describe how one is to know whether future costs are important without performing such an analysis. Likewise, the rule of reason argument begs the question, since it does not define what constitutes a significant difference.

For these reasons, both theoretical and empirical, it seems to us most appropriate to include future costs in the Reference Case. If a sensitivity analysis...
suggests that their effect is trivial, as might be expected when there is no or almost no effect on survival, then omitting these costs may not be problematic. However, an adequate sensitivity analysis should always precede the decision to omit such costs, and the decision to omit those costs should be made only when the resulting change in the cost-effectiveness ratio is so small as to be insignificant for any sort of statements of relative or absolute cost-effectiveness. How small is small here depends on the importance one places on small differences in cost-effectiveness ratios.

Conclusion

We fully agree with the Panel that cost-effectiveness analyses should be carried out from a societal perspective, including all costs and benefits no matter to whom they accrue. Furthermore, we applaud their efforts to move cost-effectiveness analysis closer towards that important objective.

Unfortunately, several of the recommendations of the Panel concerning costs are not fully consistent with a societal perspective. In the case of morbidity costs, the Panel's recommendation to exclude changes in production from costs is likely to lead to underestimating the cost-effectiveness of interventions that enhance productivity by decreasing morbidity. For the reasons discussed above, we believe this would be best addressed by instructing individuals to provide QALY weights based on the assumption that their financial circumstances would not vary with health status (i.e., that they have paid sick leave and do not pay anything out of pocket for health care costs), but that their non-market productivity would vary with health status. Further empirical work is required to determine what approaches to quality-of-life assessment and cost measurement can best address this problem, and we feel strongly that such work should have a high priority.

Similarly, the Panel's recommendations concerning mortality costs will substantially distort the comparison of cost-effectiveness across different ages and tend to inappropriately favor programs that extend life over programs that improve the quality of life. To use a societal perspective for cost-effectiveness analysis, it is necessary to include consumption minus production during life years gained as a cost in the analysis. While including such costs may sometimes not make a large difference, there is good evidence that they may also commonly make a substantial difference. We therefore propose that a sensitivity analysis be done to assess the magnitude of future costs before a decision is made to omit them in a particular analysis.

One issue we have neglected to this point is the political acceptability of including future costs. Implicitly, there may be a feeling that this will result in denial of care to the elderly, and that this is somehow "unfair." We are sympathetic to these concerns, but return to the fact that these costs are real, and note that the vast majority of cost-effective interventions among the elderly will continue to be cost-effective when future costs are included, and that failing to account for future costs biases cost-effectiveness analyses to favor interventions that extend life over interventions that improve the quality of life. If QALYs do not result in a distributional outcome that is desirable to society, we propose creating models that are explicitly based on those values and then performing analyses to identify interventions that do help realize them. If there are costs or benefits we have failed to model in cost-effectiveness analyses, we favor modeling them explicitly as well. The alternative approach of ignoring costs we know to be real tends only to create additional biases, such as favoring length of life over quality of life among the elderly.

The work of the Panel on cost-effectiveness in Health and Medicine is a useful step in the methodologic development of medical cost-effectiveness analysis. Nevertheless, the presence of these important inconsistencies in the Panel's recommendations concerning costs demonstrates the need to continue to evaluate the methods of cost-effectiveness analysis if the field is to realize its promise to improve the allocation of scarce resources for health care. As the Report of the Panel effectively argues, this will surely require attention to both the theoretical foundations of cost-effectiveness analysis and the simplicity, feasibility, and broad acceptance of its methods. It is possible that some of the Panel's conclusions on these issues may have been shaped by the latter factors, in which case it is our hope that these issues may come to be reconsidered over time as methodologic advances in areas such as quality-of-life assessment and estimation of future costs make us more able to address these issues successfully. Indeed, the need for ongoing, critical appraisal of the methods of cost-effectiveness analysis is reinforced by the fact that cost-effectiveness analysis is by no means the only approach to allocation of resources within health care. Though they also have their own limitations, cost-benefit analyses that assess willingness to pay, formal and informal reflections of expert and public opinion, and greater attention to the development of the knowledge and incentive systems to help patients and their physicians make better decisions concerning medical spending are all alternatives worthy of consideration. The presence of these important alternatives to cost-effectiveness analysis argues strongly for persistence in questioning and attempting to advance its theoretical foundations.
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The comments of Garber, Russell, and Weinstein in response to our paper add to the important contributions to cost–effectiveness analysis that have grown out of the work of the Panel on Cost–Effectiveness Analysis in Health and Medicine.1–3 Although they differ from each other and from our work in some areas, there appear to us to be many areas of agreement and important opportunities to further advance the field that come from the exchange among us.

A first area of agreement is that, to the extent that welfare economics is to serve as a basis for cost–effectiveness analysis, all future medical and nonmedical costs resulting from increased survival should be included and measures of quality of life and costs should be designed to ensure that all benefits and costs are neither omitted nor counted more than once. Indeed, the Panel's report emphasizes the value of welfare economics as a "logical" foundation for cost–effectiveness analysis.4 We agree with this viewpoint, because welfare economics is based fundamentally on the principle of using limited societal resources to maximize social welfare and because it encourages the explicit consideration of both objectives and constraints. A second area of agreement is that a variety of practical and ethical concerns were, and should have been, factored into the Panel's recommendations about these issues, so that consistency with welfare economics should not be the sole consideration by which the Panel's recommendations are assessed. The heart of the issues raised in our exchange is about balancing these theoretical, practical, and ethical concerns.

With regard to the inclusion of productivity and other costs as part of quality-of-life measures, we appear to be in broad agreement that there is ambiguity about costs in all existing quality-of-life measures (except the HUI). Moreover, we appear to agree that, despite the temptation on practical grounds to use existing measures without alteration, this ambiguity requires clarification both in posing quality-of-life questions and in measuring costs to ensure that all quantitatively important costs are neither omitted nor counted more than once. While we agree with the need to better quantify the magnitude of productivity losses not captured by present practices, we remain convinced that the substantial payroll and income taxes, as well as public or private disability insurance in most countries, make it extremely likely that such omissions are often a large part of total productivity losses. For this reason, we are pleased that at least two of our respondents agree with us that these concerns will likely be adequately addressed only by using measures that explicitly instruct respondents not to consider the personal economic consequences of their illness and to include the full productivity costs of morbidity in the numerator of the CE ratio. Testing and validating quality-of-life measures that meet these criteria is an important area for future work.

Only Garber and Weinstein respond specifically to the future-costs issue. Garber emphasizes the importance of measuring all future health and nonhealth costs unless they are small; we again note that the effects of including these costs will be small only under rather strict theoretical conditions and that actual calculations of the effects of including future costs show that such costs often cause substantial changes in cost–effectiveness ratios.5,6 We should also mention in response to Garber that the theoretical result about the need to include future costs that we illustrate with our example does not require the discontinuities in our simplified example; the same result is present in the continuous model analyzed in Meltzer's original paper on future costs.5

Weinstein objects to the inclusion of future nonmedical costs of life extension on the grounds that this will reflect the current distribution of income and wealth in society and thus "be laden with some of the most objectionable features of CBA which im-
pede its more widespread acceptance." We note in response that, as Weinstein recognizes, including such costs is conceptually no different than using wages to value caregiver time, which the Panel endorses, and moreover that there is no need to use an individual's personal wage rate in such calculations, since one can use a population average if one wants differences in the distribution of wealth not to affect such calculations. In principle, distributional concerns could also be incorporated into cost-effectiveness analysis by weighting costs and QALYs differently in different population groups. It is, however, hard to see the logic of any weighting scheme that would inherently value a dollar spent due to extension of life differently than a dollar spent any other way. Moreover, we note that omission of future costs results in spending too much on interventions that extend life relative to those that improve quality of life in the elderly. In conclusion, we find the arguments for excluding future costs on ethical or practical grounds unconvincing and recommend the inclusion of the full future costs in cost-effectiveness analysis.
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Purpose: The inclusion of future medical costs for "unrelated" illnesses and future non-medical costs in cost-effectiveness (C/E) analyses is controversial. Recent theoretical work suggests that these costs should be included in C/E analyses and that failure to include them will bias analyses to favor interventions that extend life expectancy (LE) over interventions that improve quality of life (QOL). However, some analysts have been uncomfortable including future costs because they think that this would prevent all interventions in the elderly from being cost-effective. To assess this, we contrast the effects of including future costs on the C/E of three common medical interventions among the elderly that differ in their effects on QOL versus LE: hip replacement for osteoarthritis, treatment of hypertension, and treatment for prostate cancer.

Methods: We modified published decision and C/E analyses to include future medical and non-medical costs and calculated the cost per QALY. Due to uncertainty about the C/E ratio based on current and related costs (CRC) of treating prostate cancer, we report those estimates contingent on CRC.

Results:

<table>
<thead>
<tr>
<th>INTERVENTION</th>
<th>ΔLE</th>
<th>ΔQALY</th>
<th>ΔLE/ΔQALY</th>
<th>ΔCost/ΔQALY w/o future costs</th>
<th>ΔCost/ΔQALY w/ future costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hip Replacement, women age 60</td>
<td>-0.03</td>
<td>6.9</td>
<td>-0.005</td>
<td>Cost-saving</td>
<td>Cost-saving</td>
</tr>
<tr>
<td>Hip Replacement, men age 85</td>
<td>-0.02</td>
<td>2.0</td>
<td>-0.01</td>
<td>$9,177</td>
<td>$9,042</td>
</tr>
<tr>
<td>Treatment Mild HTN, men age&gt;70</td>
<td>0.06</td>
<td>0.05</td>
<td>1.25</td>
<td>$5,000</td>
<td>$32,000</td>
</tr>
<tr>
<td>Radiation Therapy MDPC, age 65</td>
<td>0.8</td>
<td>0.4</td>
<td>2</td>
<td>CRC</td>
<td>CRC+$32,000</td>
</tr>
<tr>
<td>Prostatectomy MDPC, age 65</td>
<td>0.7</td>
<td>0.2</td>
<td>3.5</td>
<td>CRC</td>
<td>CRC+$56,000</td>
</tr>
</tbody>
</table>

HTN=Hypertension. MDPC=Moderately differentiated prostate cancer. CRC=Current + related costs.

Conclusions: Including future costs does not prevent interventions for the elderly from being cost-effective. However, including future costs does improve the C/E of interventions that improve QOL relative to those that increase LE. Some interventions with small gains in QALY compared to LE may not be C/E even if CRC are zero. Resource allocations based on analyses that exclude future costs may spend too much on interventions that extend life compared to interventions that improve QOL. The effects of including future costs should be reported in all C/E analyses.
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DO QUALITY-ADJUSTED LIFE YEARS REFLECT PATIENT PREFERENCES? VALIDATION USING REVEALED PREFERENCE FOR INTENSIVE TREATMENT OF INSULIN-DEPENDENT DIABETES MELLITUS. D Meltzer, TS Polonsky. University of Chicago, Chicago, IL.

Purpose: Quality-adjusted life years (QALYs) are often used to evaluate therapies in medical cost-effectiveness analysis, but their validity as a measure of patient preferences is unproven. The absence of an accepted measure of patient preferences has hindered efforts to validate QALYs. We used the clinically accepted standard for identifying the preferences of patients – their informed choices – to assess the "revealed" preferences of 130 patients with IDDM for intensive (INT) vs. conventional (CONV) therapy. To assess the validity of QALYs as a measure of patient preferences, we then used standard techniques to calculate the change in QALYs with INT and examined whether this predicts patient choice of therapy.

Methods: Time trade-off questions were used to measure patient beliefs about quality of life (QOL) with each therapy and the major complications of IDDM. Frequency assessment questions were used to assess patient beliefs about the efficacy of INT. Questions about preference for the present vs. future were used to assess discount rates. A decision model based on the Diabetes Control and Complications Trial (DCCT) was used to calculate the change in QALYs with INT.

Results: Patients on CONV reported lower QOL with INT vs. CONV (p<0.01), while patients on INT reported no difference in QOL. However, patients on INT and CONV did not differ in the QOL they associated with complications of IDDM. Patients on INT reported higher estimates of efficacy of INT in preventing complications than did patients on CONV (p<0.01), but overestimated the benefits of INT compared to the results of the DCCT. Patients on INT also exhibited lower discount rates than did patients on CONV. The change in QALYs predicted reported treatment, with an area under the ROC curve (AUC) of 0.84. Change in QALYs also predicted the behaviors that define INT, but the AUC was only 0.73, perhaps because the correlation of QALYs and reported therapy is enhanced by attempts to minimize cognitive dissonance.

Conclusions: QALYs correlate with patient preferences as revealed by their choices. However, the possibility that answers reflect patient efforts to minimize cognitive dissonance concerning their choice of therapy suggests that this should be considered an upper bound on the extent to which QALYs reflect patient preferences. Analyses whose results depend on measurement of QALYs should be interpreted with caution. Revealed preference techniques should be used to validate and improve QOL assessment.
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Structure and Early Results of a Prostate Cancer Decision Model

David O. Meltzer, Anirban Basu, Brian Egleston, University of Chicago, Chicago, IL.

Purpose: To develop an innovative decision model to assess the effectiveness and cost-effectiveness of alternate treatment strategies on men with clinically localized prostate cancer (PC).

Methods: We reviewed all existing decision models of PC screening and/or treatment. We then developed a new model based on pathologic stage and grade of PC that addresses many important aspects of the natural history of prostate cancer progression neglected by previous analysis. Key features include: modeling of tumor heterogeneity and progression rates by grade, misclassification of tumor stage due to discrepancy between clinical and pathological stage, and ability of screening and treatment to affect prevalence of PC in the undetected population, and accounting for the effect of benign prostatic hypertrophy and its management on the detection of prostate cancer. The core of the model consist of a Markov process defined by a state vector containing 1440 elements spanning durable characteristics of PC such as detectability. The model is then run from age 50 to 99 years to assess the effects of screening and treatment policies. Model parameters are derived by extensive literature review and validated using aggregate incidence and mortality data as well as individual level data using maximum likelihood techniques. In this abstract we report early analyses of the effects of alternative treatments on outcomes by tumor grade (well, moderate and poorly differentiated) for men 50 to 80 years of age.

Results: Treatment offers only modest increase (maximum 0.5 years) in non-discounted life expectancy for well-differentiated tumors at all ages. Effects are more favorable (> 1 year) for moderately and poorly differentiated tumors, but only for men below age 70. Treatment was cost-effective for men in this category (CER $40K - $76K per non-discounted life year). When quality of life weights were added, quality-adjusted life expectancy (QALE) was reduced. QALE increased only in extreme sensitivity analyses that ignored age-specific decrements in QOL, complications of treatment, or discounting. Even in these extreme cases, treatment was at best marginally cost-effective by the $100,000 per QALY standard.

Conclusions: The preliminary results of our model suggest that radical prostatectomy and radiation therapy improve non-discounted life expectancy for younger patients with more advanced tumors at a cost of less than $100,000 per life year saved. Similar benefits are not evident in QALE, but the results may be sensitive to assumptions about discount rates or QOL weights.