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Abstract

The detection of sudden changes or discontinuities in data is an important issue in digital image processing. Such changes are often referred to as edge information or just edges. Finding edges are essential to many scientific areas ranging from computer vision and computer graphics to target detection (Meek, 1990). Not only must the detector be able to find the edges, but it must also be able to detect them in the presence of noise. Many edge-detecting algorithms perform well, but many times these algorithms break down in noisy conditions. One possible solution is to take advantage of the multiscale nature of the wavelet transform to detect edges in noisy conditions. This paper explores one possible method of extracting edge information in two-dimensional sidescan acoustic backscatter imagery using a Wavelet Multiscale Edge Detector (WMED). The WMED uses a wavelet transform to generate coefficients and break down a signal into frequency bands at different levels. Scaling a wavelet, or short waveform, with a scale factor and shifting its position produces these levels. Noise present at low levels is smoothed out and disappears at higher levels. The WMED examines and matches up large magnitude high frequency coefficients, called local maxima, over many different levels to detect edges. To enhance the ability of the detector to operate in very noisy conditions, the WMED is modified to use an ADALINE (ADaptive LInear NEuron) neural network that adapts to match up edge indicators across multiple wavelet levels. The ADALINE uses the least mean squared (LMS) learning rule to minimize the mean square error. The LMS algorithm is able to optimize the decision boundaries of the network. This makes the boundaries more effective in the presence of noise. This paper will test the capability of the ADALINE to match up the edge indicators in noisy two-dimensional sidescan imagery.
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Introduction

The detection of sudden changes or discontinuities in data is an important issue in digital image processing. Such changes are often referred to as edge information or just edges. Finding edges are essential to many scientific areas ranging from computer vision and computer graphics to target detection (Meek, 1990). Not only must the detector be able to find the edges, but also it must be able to detect them in the presence of noise. Many edge-detecting algorithms perform well, like the popular Canny algorithm (Canny, 1986), but many times these algorithms break down in noisy conditions. One possible solution is to utilize the multiscale nature of the wavelet transform to detect edges in noisy conditions.

This paper explores the use of an ADALINE neural network to improve the performance of a Wavelet Multiscale Edge Detector (WMED) (H. Hajj, T. Nguyen, and R. Chin, 1996a). The WMED studied in this paper detects peaks (or indicators) at each wavelet level. The consistency between the indicators at all scales allows the edge locations to be detected. This allows the detector to operate in very noisy conditions (Strang and Nguyen, 1996).

To enhance this ability, the WMED is modified to use an ADALINE (ADaptive LInear NEuron) network (Figure 1) to match up edge indicators across multiple wavelet levels.
The detection of sudden changes or discontinuities in data is an important issue in digital image processing. Such changes are often referred to as edge information or just edges. Finding edges are essential to many scientific areas ranging from computer vision to target detection. Not only must the detector be able to find the edges, but it must also be able to detect them in the presence of noise. Many edge-detecting algorithms perform well, but many times these algorithms break down in noisy conditions. One possible solution is to take advantage of the multiscale nature of the wavelet transform to detect edges in noisy conditions. This paper explores one possible method of extracting edge information in two-dimensional sidescan acoustic backscatter imagery using a Wavelet Multiscale Edge Detector (WMED). The WMED uses a wavelet transform to generate coefficients and break down a signal into frequency bands at different levels. Scaling a wavelet, or short waveform, with a scale factor and shifting its position produces these levels. Noise present at low levels is smoothed out and disappears at higher levels. The WMED exams and matches up large magnitude high frequency coefficients, called local maxima, over many different levels to detect edges. To enhance the ability of the detector to operate in very noisy conditions, the WMED is modified to use an ADALINE (ADAptive Linear NEuron) neural network that adapts to match up edge indicators across multiple wavelet levels. The ADALINE uses the least mean squared (LMS) learning rule to minimize the mean square error. The LMS algorithm is able to optimize the decision boundaries of the network. This makes the boundaries more effective in the presence of noise. This paper will test the capability of the ADALINE to match up the edge indicators in noisy two-dimensional sidescan imagery.
Wavelet Multiscale Edge Detector

A wavelet is a function short in duration with an average value of zero. The WMED in this paper uses one of the simplest wavelets, the Haar (Figure 5). From the wavelet, low and highpass filters are obtained. The highpass filter is a moving difference filter capable of detecting sharp changes in the data, and the lowpass filter is a moving average filter that smooths the data. The high and lowpass filters, referred to as the “approximation” and “detail” coefficients respectively, are convolved with the input signal to produce coefficients called level one coefficients (Strang and Nguyen, 1996). There are twice as many coefficients in the output because the input signal was convolved with the two filters. Removing every other coefficient, or downsampling, the output corrects this problem, and the coefficients’ position in time relates directly back to the input signal (Hwang and Chang, 1996; Hajj, Nguyen, and Chin, 1996a).

The wavelet filters can then be rescaled, shifted, (Figure 5) and applied to the level one coefficients to produce level two coefficients (Figure 2). Downsampling occurs again and so on to produce more levels. The successive level coefficients are lower in resolution than the proceeding level coefficients, but still maintain their position relative to the original time series (Misiti and Misiti, 1996). The WMED examines the detail coefficients from many levels, five in this case, to find edges (Figure 3). Groups of large magnitude detail coefficients, called local maxima, possibly define edges and small detail coefficients are likely to represent noise and should be removed. (Hwang and Chang, 1996).

The Wavelet Multiscale Edge Detector (WMED) can be extended to two dimensions (2-D) by scanning individual rows and columns of an image. Each scanline passes through the one-dimensional WMED to form a binary map. Row scanlines detect vertical edges, and column scanlines detect horizontal edges. By combining the two sets of edges into a two-dimensional binary map, all possible edges emerge including diagonal ones. Figure 4 shows the 2-D WMED (Hajj, Nguyen, and Chin, 1996b).

Because random white noise present at high resolutions tends to smooth out at lower resolutions, the time-scale (spatial-scale) properties of the wavelet transform can be used to extract true features in a noisy image. Peaks detected in lower level coefficients that are not present in upper levels are thrown out as noise. Peaks spatially close at all or most levels are kept as true edges. This is the basic concept behind the WMED (Hajj, Nguyen, and Chin, 1996a).

For this paper, detail coefficients at each level below a hard threshold are set to -1, and coefficients above are changed to a value of 1. A 1 denotes that an edge exists and a -1 denotes that it does not. A simple search algorithm was used to match up edge indicators across levels that are spatially close. This is tested and then the algorithm was replaced with an ADALINE neural network to match up indicators. The two methods are then compared.
The ADALINE uses the least mean squared (LMS) learning rule to minimize the mean square error. The LMS algorithm is able to optimize the decision boundaries of the network. This makes the boundaries more effective in the presence of noise (Hagan, Demuth, and Beale, 1996). This paper will test the capability of the ADALINE to match up the edge indicators of noisy two-dimensional images.

Neural networks are algorithms implemented in software or hardware that attempt to mimic the way the human brain processes information. By internally adapting weights, the network can "learn" and solve complicated problems. To accomplish this adaptation the neural network is not programmed, but trained. Neural networks are used in visual recognition, sound recognition, data mining and image processing.

Researchers have put forth theories that govern the way neural networks are trained. These "learning rules" describe how the network adapts weights that are then multiplied with the input to produce an output. The output then passes through a linear or nonlinear transfer function. The particular transfer function used depends on the problem the network is trying to solve. (Hagan, Demuth, and Beale, 1996).

One of the most powerful learning rules in neurocomputing is the Widrow-Hoff learning rules. It attempts to find a set of weights that minimize the error in terms of a least mean squared (LMS) performance function (Hecht and Nielsen, 1990). In the late 50's, Bernard Widrow and Ted Hoff put forth the simple ADALINE neural network shown in Figure 1.

The Widrow-Hoff algorithm is important for two reasons. First it is used extensively today in many signal-processing applications. It is also the forerunner to the back propagation algorithm for multilayer networks. If we compare the ADALINE to the perceptron learning rule we see that the former uses a transfer function that is linear instead of hard limiting. Both the ADALINE and the perceptron however experience a similar limitation in that they can only solve linearly separable problems. This problem can be overcome by using two or more networks combined together (called layers). A single layer ADALINE was used in this paper because the matching up of indicators is a linearly separable problem.

The ADALINE network must be trained before it can be used to solve a problem. To train the ADALINE to match up indicators across scales, first the indicators are grouped into sets of five columns. A window five columns wide is slid over the indicators. If spatially close indicators appear in the center column (column 3) in all levels, the output [-1 -1 1 -1 -1] is produced indicating an edge, otherwise no edge is present. The window is then moved over one pixel in the data space and five more columns processed. Note in any given iteration, four columns will be the same as the previous iterations, except for the first iteration.
This procedure is repeated until all the columns of the five levels of indicators are processed. This roughly works out to be 128 divided by 5 moves of the window in a 128 column data set.

To train the ADALINE, twenty-six patterns were generated. Figure 6 shows the pattern of training vectors. Note that zeros appear in the figure. In the real training set these values are −1, but are indicated here as 0’s so the reader might see the patterns more easily.

\[
\begin{array}{cccccc}
10000 & 00010 & 01000 & 00100 & 0001 & 00100 \\
10000 & 00010 & 01000 & 00100 & 0001 & 00100 \\
10000 & 00010 & 01000 & 00100 & 0001 & 00100 \\
10000 & 00010 & 01000 & 00100 & 0001 & 00100 \\
00000 & 00000 & 00000 & 00000 & 00000 & 00000 \\
10000 & 01000 & 00100 & 00100 & 00100 & 00100 \\
10000 & 01000 & 00100 & 00100 & 00100 & 00100 \\
10000 & 01000 & 00100 & 00100 & 00100 & 00100 \\
00000 & 00000 & 00000 & 00000 & 00000 & 00000 \\
\end{array}
\]

\[
= \begin{array}{cccc}
00100 \\
00100 \\
00100 \\
00100 \\
00000 \\
00000 \\
00000 \\
00000 \\
00000 \\
\end{array}
\]

\[
\vdots
\]

\[
= \begin{array}{cccc}
00000 \\
00000 \\
00000 \\
00000 \\
00000 \\
\end{array}
\]

The input (p’s) were combined into one matrix P and targets (t’s) combined into one matrix T. The P’s and T’s were feed into the ADALINE and after 70 iterations, the error was minimized, and the network was trained. The initial 5x25 weight matrix W contained only zeros. Initializing the weight matrix to random values was also tested, but the final WMED results were inferior to zero initiation.

Once trained, the network was tested on noisy five by five patterns likely to be seen in the actual data. These tests showed that the network was able to sufficiently match up spatially close indicators across five levels. The ADALINE was then incorporated into the WMED and tested on a noisy sidescan image of sand waves.

Testing

The WMED and ADALINE are developed in three steps and tested on many data sets. The first step is to determine which wavelet best detects edges when incorporated into the WMED scheme. The wavelet must have discrete filters for computer digital processing, and the choice of scales is dyadic. The Daubechies 4 and 6 wavelets are tested (results not shown in this paper), but the Haar wavelet is chosen for its edge detection abilities in the presence of noise. This decision is supported by previous wavelet multiscale edge detection research (Hajj, Nguyen, and Chin, 1996a).

The second step is to determine the best way to match up indicators over several levels. To accomplish this, indicators of the feature must be located at all levels, especially in the first level. The rule for tracing edges across levels is to connect an indicator at the lowest level to the indicator at the same location at the higher levels. If indicators are found at all levels, it is considered an edge. Therefore, all edges must be detected in the level one detail coefficients or edges are lost.

Figure 7 shows an image of sand waves used to test the two-dimensional WMED. The image is used to test three edge detection algorithms, the Canny, the WMED, and the WMED with the ADALINE network. First, the sand wave image is run through the Canny algorithm with a threshold of 0.5. The resulting edges are shown in Figure 8.
Next, the WMED was tried on the same image. Five high frequency coefficient levels were used and indicators were matched up over a 5 pixel wide range. A hard threshold of 0.5 was applied. The resulting image is shown in Figure 9. Figure 10 shows the results of the WMED using the trained ADALINE. A threshold of 0.5, five levels and a pixel range of 5.

Conclusion

Two methods for extraction of edges from a noisy two-dimensional image are presented. The WMED detectors not only found the edges, but also detected them well in noisy conditions. A relatively new tool in image processing, the wavelet transform, lends its multi-resolution capabilities to the problem. Unlike the Fourier transform, use of wavelets allows analysis of signals in the frequency domain while retaining time or spatial information. This time-scale (spatial-scale) property of wavelets is utilized in the Wavelet Multiscale Edge Detector (WMED) to detect edges in noisy conditions. The adaptive nature and noise fighting characteristics of the ADALINE network is added to the WMED and tested.

Note that more edges were detected when using the WMED over the Canny. The WMED edges remain uncluttered. Interestingly, not all the edges were detected, but the ones that are present are smoother and better defined. By using a smaller threshold, more edges could have been recovered, but this adds more false detections throughout the edge image. Even at a smaller threshold, the edges remain well defined. On the other hand, by raising the threshold in the case of the Canny edge image, edge information is lost, but the remaining edges still remain cluttered. The results of this paper are interesting and further study is needed to evaluate the complete ability a neural network to match up edge indicators in the WMED.
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