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14. ABSTRACT
We examined training literature focusing on potential factors that could influence effectiveness of training interventions, and used meta-analysis to quantify the impact of these factors. A total of 177 articles and 466 independent data points were used. Across all 466 data points, training was found to be more effective than expected. In addition there was sufficient evidence (SD = .540) to support a search for hypothesized moderators of training effectiveness. Results were expected to contribute to the resolution of issues associated with the impact of aptitude-treatment interactions and the existence of positive-findings bias associated with the methodological rigor or quality of the evaluation study. Implementation quality was found to be a significant moderator of training effectiveness. Although the majority of studies (93%) did not report any needs assessment activities, those that did were found to be markedly more effective than those that did not. Results related to criteria used to evaluate training were not as expected. Effect size for training did not systematically vary as a function of the "level" of criteria and observed effect size for results criteria was substantially larger than expected. Different training methods were effective for different skills and tasks and functioned as moderators of training effectiveness. Quantitative indicators of the relative overall effectiveness of a variety of training methods, the overall effectiveness of training for various skills and tasks to be trained, and relative effectiveness of the methods for the training specific skills and tasks were calculated. Finally, no empirical evidence supporting the existence of aptitude treatment interactions or the presence of positive-findings bias in studies of training effectiveness was
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PREFACE

This report documents work accomplished in partial fulfillment of the requirements for a doctoral degree at Texas A&M University and performed at the former Armstrong Laboratory, Human Resources Directorate, Mission Critical Skills Division, at Brooks Air Force Base, TX, under Work Unit 1123-A2-19, Contributive Research in Training Technologies.

Publication of this report was delayed due to personnel reassignments and laboratory reorganization. It is being published by the Air Force Research Laboratory, Human Effectiveness Directorate, Warfighter Training Research Division, in Mesa AZ, in the interest of scientific and technical information exchange.
INTRODUCTION

The continual need for individual and organizational development can be traced to numerous demands. These include maintaining superiority in the marketplace, enhancing employee skill and knowledge, and increasing productivity (Cascio, 1991). One of the most pervasive methods for enhancing the productivity of individuals and communicating organizational goals to new personnel is training. Training can be defined as a learning experience which is planned by the organization. This learning experience occurs after the trainee is a member of the organization and is designed to advance organizational goals (Campbell, Dunnette, Lawler, & Weick, 1970). Additionally, training is usually undertaken to produce a "relatively permanent" change in knowledge, skills, behavior, and attitudes (Cascio, 1991, p. 361).

At present, public and private sector organizations spend over 40 billion dollars annually on training-related activities (Eurich, 1985; Huber, 1985). Given the potential impact of training upon organizations and the costs associated with development and implementation of training, it is prudent to explore issues related to the efficacy of various training and development techniques and identify areas for future research and theoretical advancement.

During the past 12 years, there have been several reviews of the training and development literature (e.g., Goldstein, 1980; Latham, 1988; Tannenbaum & Yukl, 1992; Wexley, 1984). The period since 1980 represents a highly active period in the scientific training literature which has been marked by improvements in training design and development, and improvements in the empirical assessment of the effectiveness of training. There has also been a continued identification of critical issues affecting the effectiveness of training interventions.

The purpose of this report is to examine the training literature focusing on factors that could potentially influence the effectiveness of training interventions. These factors are namely: (a) the quality of the implementation of the training program, (b) different criterion measures of training effectiveness, (c) the use of different training methods, (d) the match between training methods and skill and task characteristics, (e) trainee characteristics, and (f) the methodological rigor/empirical design of training effectiveness studies.

The literature examined in this study was limited to the published scientific literature, including technical reports and conference reports/presentations, in training and development in organizational contexts from 1960 to 1993. Relevant practitioner-oriented applications of training method and theory, although not a primary focus of this report, have been cited and discussed where applicable. However, similar to past training and development reviews (e.g., Latham, 1988; Tannenbaum & Yukl, 1991; Wexley, 1984), the practitioner-oriented literature was excluded unless it met the inclusion criteria outlined later in this report. In most cases,
however, the practitioner-oriented literature was excluded because it tends to be driven by technological fads and does not advance theory or take advantage of scientific research outcomes in training development and evaluation (Goldstein, 1980; Latham, 1988).

The objectives of the present report are, therefore, to (1) summarize the literature related to each of the previously specified factors; (2) illustrate why each factor is important in terms of potentially influencing the effectiveness of training interventions; and (3) demonstrate how each factor influences training effectiveness.
REVIEW OF THE LITERATURE

Current Issues in Training Research

Over the past twenty years there have been five cumulative reviews of the training and development literature (Campbell, 1971; Goldstein, 1980; Latham, 1988; Tannenbaum & Yukl, 1992; Wexley, 1984). In the first review (Campbell, 1971), the training literature was characterized as (a) being driven by current fads; (b) atheoretical in approach; and (c) lacking empirical substance in evaluation methods. Campbell (1971) further stated that future research needed to evaluate training in terms of the differential effects of different strategies and to evaluate training outcomes in organizational terms.

Almost 10 years after Campbell's review, Goldstein (1980) concluded that training and development research was still somewhat atheoretical and nonempirical in nature. He did note, however, that there was some movement toward a more empirical focus in the development and evaluation of training. Highlighted research needs included a desperate need to evaluate the usefulness of different training techniques and a need to assess the impact of training upon employee attitudes, learning, behavior, and organizational goals (Goldstein, 1980).

The third review of the training literature (Wexley, 1984) cited over 150 recent empirical studies evaluating training and development activities. In addition to a continued emphasis on more rigorous empirical evaluations, several new challenges to training and development were highlighted. These included a need to address the effects of changing technology and cultural differences on training approaches and the adaptation of training methods for fundamental skills training in a growing population of non-english speaking workers (Wexley, 1984). This review highlighted the need for continued research in needs assessment at the organizational, task, and individual level and the need to evaluate the efficacy of training methods at these levels in pre-, post-, and then-paradigms (Wexley, 1984).

The fourth review, Latham (1988), emphasized a continued increase in empirical research studies published since the third review. It was also noted that many of the earlier concerns related to training theory had been realized. Latham (1988) argued that the continuing difficulty evidenced in the literature since the last review was "the inability of training research to bring about relatively permanent changes in the behavior of the practitioner" (p. 546). The fourth review also discussed training research conducted outside the United States and training which was focused on specific content such as leadership. Finally, Latham (1984) proposed the addition of a fourth category, demographic analysis, to the traditional needs assessment trichotomy of organizational, task, and person analyses (McGehee & Thayer, 1961). Demographic analysis would provide information related to training needs for populations of workers. Examples of studies emphasizing a demographic focus included perceptions of workers
over 40 years of age (Tucker, 1985); male and female managers (Berryman-Fink, 1985); and economically disadvantaged women (Streker-Seeborg, Seeborg, & Zegeye, 1984).

The fifth review (Tannenbaum & Yukl, 1992), provided the latest cumulation of the training and development literature. There were a number of critical issues which were highlighted in this latest comprehensive review. Training needs assessment continued to be an important component of training development in organizations. In fact, Saari, Johnson, McLaughlin, and Zimmerle (1988) demonstrated that only 27% of the companies they surveyed had any type of procedures for identifying training objectives and needs. In addition, Tannenbaum and Yukl's (1992) review highlighted advances in specific training methods such as simulations and games, high-technology methods, and behavior modeling. The continued need to develop and use more rigorous training evaluation methods and problems associated with the measurement of change due to training, were also highlighted and discussed.

The emergence of training issues in pre- and post-training environments and the continued evolution of training for special populations such as managers and teams were also discussed. With respect to pre- and post-training environments, the authors emphasized the importance of environmental cues and signals, trainee choice in the training situation, and the characteristics of the post-training environment for successful training outcomes. Finally, Tannenbaum and Yukl (1992) called for a "paradigm shift" to research designed to assess "why, when, and for whom a particular type of training is effective" (p. 433). The present study attempted to address issues associated with this paradigm shift.

The purpose of the previous discussion was to highlight key research issues that have been identified by training researchers. While a number of issues were identified, their impact, based on results from previous primary research studies, has not been adequately addressed. The present report attempts to use the extent primary research literature to determine the impact of these issues on training effectiveness. Also, given the potential impact of the issues discussed in the previous overview, the present report examined the training effectiveness literature from 1960 to 1993 focussing on the following factors that could potentially influence the effectiveness of training interventions: (a) the quality of the implementation of the training program, (b) different criterion measures of training effectiveness, (c) the use of different training methods, (d) the match between training methods and skill and task characteristics, (e) trainee characteristics, and (f) the methodological rigor/empirical design of training effectiveness studies. These factors were examined in terms of why each is important to the evaluation of training and how each factor could potentially influence the effectiveness of training interventions. The present study attempted to use the available scientific literature to assess the impact of these factors on the effectiveness of training. Thus, the present study also attempted, to some extent, to use the
existing literature to assess when, and for whom, a particular type of training is effective (Tannenbaum & Yukl, 1992). Each of the identified factors are discussed, in detail, in later sections of this report.

The following steps were used to accomplish the research objectives of this study. First, a qualitative review of the literature related to each of these factors was conducted. Second, a conceptual framework of the relationship of these factors to training effectiveness was developed. Third, several hypotheses related to the nature of the impact of these factors as potentially influencing training effectiveness were developed and tested using meta-analytic techniques. The use of meta-analytic techniques permitted a quantitative assessment of the influence of each proposed factor.
FACTORS THAT INFLUENCE TRAINING EFFECTIVENESS IN ORGANIZATIONS: A REVIEW AND META-ANALYSIS

The previous discussion of past training literature reviews highlighted a number of key factors that are common throughout much of the training research literature. In the following sections, each factor is described in detail, its importance discussed, and its role in terms of how it could potentially influence training effectiveness outcomes is highlighted.

Quality of the Implementation of Training Programs

Central to any intervention activity is the quality of the implementation of that intervention. "Quality of intervention" refers to the steps which are taken during the identification, development, execution, and evaluation of the intervention. As such, these initial steps are crucial for effective training programs. For example, Noe and Schmitt (1986) demonstrated that trainees who reacted positively to a skill needs assessment procedure were more likely to react favorably to the training program than their counterparts who disagreed with the assessment of their skill needs prior to training. The manner in which training and intervention programs are implemented has been a focus of research on the aspects of "quality" in implementation (Connell, Turner, & Mason, 1985; Pentz, Trebnow, Hansen, MacKinnon, Dwyer, Johnson, Flay, Daniels, & Cormack, 1990). Several definitions of implementation quality have been proposed. In the clinical program intervention literature, where intervention programs are targeted at high risk groups for such problems as substance abuse, implementation quality has been defined in one of three ways: (a) adherence, which refers to the fact that the intervention program is given to the experimental group and not to the control group; (b) exposure (or program fidelity), which refers to the quantity of the program delivered to a target group of individuals; and (c) reinvention, which is the extent to which the implemented program deviates from a pre-established course of action (Pentz, et al., 1990).

It would appear to be important to consider a number of issues when implementing an intervention program. These include assessing the feasibility of developing and implementing a program in an organization (e.g., a clinical or schoolhouse setting), identifying the content and activities to be focused upon in the intervention program, and identifying the needs of individuals who will participate in the intervention program (see Connell et al., 1985; Pentz et al., 1990).

In many ways, the implementation issues highlighted in the clinical intervention program literature are very similar to those found in the implementation of organizational training and development programs. Quality of implementation in a training program can be seen as related to the traditional trichotomy of systematic training needs assessment: organizational, task, and person analysis (McGehee & Thayer, 1961). According to Wexley and Latham (1991), these
three aspects of a traditional needs assessment seem to address specific questions related to training development, implementation, and evaluation. These questions are the following: What are the training needs in the organization and where is training needed? What are the requirements of the job that need to be learned in training? Who needs training and what kind of training is required? The extent to which each of these questions is addressed in the development of a training program can be used as an indicator of the quality of implementation.

Organization analysis refers to the examination of the organization as a whole, before any training development occurs. The rationale for an organization analysis is to identify what the training needs of the organization are and where the training is needed (Goldstein, 1993). A second goal of this level of analysis is related to identifying both short-term and more long-term organizational goals which may be addressed by a training program (Wexley & Latham, 1991). Further, organization analysis helps to determine the extent to which resources, in terms of people to be trained and support for their training, will be available. Finally, organization analysis can be used to assess the climate of the organization. Assessing the climate of the organization will help to identify the congruence between employee needs and goals, and those of the organization. This will be especially important in determining the success or failure of a training program to provide tangible benefits (e.g., changes in job behavior and organizational results) (Baldwin & Ford, 1988; Goldstein, 1993).

The second aspect of a systematic needs assessment is task analysis. Task analysis refers to the analysis of jobs to determine the tasks that are involved in performing the job that will be the focus of training. In addition, task analysis identifies the knowledge, skills, and abilities (KSAs) that are required to perform the tasks in the jobs to be trained. The identification of the KSAs leads to the specification of course objectives, behavioral objectives to be used in criterion development, and ultimately to the design of the training program (e.g., what training methods to use, course length, number of trainers, and number of trainees) (Wexley & Latham, 1991).

A third and final aspect of a systematic needs assessment is related to person analysis. Person analysis focuses upon the individuals who will be trained. In order to determine who needs the training and how much training they need, this analysis examines how the individual is currently performing their job. This can be determined from performance appraisals, behavioral observations of the person in their job, or through the use of proficiency tests of job knowledge. In addition, self-reports offer another way to assess the need for training. Ford and Noe (1987) developed and used a Need-For-Training Questionnaire for managers and supervisors in an organization. The respondents were required to review a list of skills required in their jobs and to rate themselves on the extent to which they felt they needed training on those skills. Thus, self-
reports, in combination with performance appraisal information, can be used to identify individuals for training (Goldstein, 1993).

Conducting a systematic needs assessment can heavily impact the overall quality of the implementation of a training program. Therefore, the extent to which a training intervention uses a systematic approach to needs assessment can influence the overall effectiveness of training. A systematic needs assessment can be used to specify a number of key features for the implementation (input) and evaluation (outcomes) of a training program. According to Baldwin and Ford (1988) "[training] research has concentrated on input factors that might affect training transfer rather than focusing on the appropriate measurement of the conditions of transfer" (p. 94).

In summary, the quality of the implementation process can be critical to the success of the training program. This is due to the fact that a systematic needs assessment provides the mechanism whereby the questions essential to successful training programs can be answered. That is, assessing the training needs of the organization, identifying job requirements to be trained, identifying who needs training, and the kind of training to be delivered, should result in more effective training programs. Therefore, studies which report a comprehensive needs assessment (e.g., person, task, and organizational analysis) are seen as being of "higher" quality, in terms of their implementation. Consequently, it is expected that training programs that are of higher quality, in terms of their implementation, should report larger effect sizes than those of lower quality.

A second factor that could potentially influence the effectiveness of training is the criteria used for evaluating training outcomes. The development and use of criteria for evaluating training and the potential problems associated with current training criteria is examined in the following sections.

**Criterion Development**

In training evaluation, as in any organizational program assessment, the ultimate goal of the enterprise is to demonstrate that the use of the program provided beneficial outcomes or changes to the organization. Evidence of the beneficial outcomes of a particular program, is based upon the analysis of criteria. Criteria can be best described as standards which can be used to evaluate either individuals (as in personnel selection and performance appraisal) or organizational programs and interventions (e.g., training and other organizational development [OD] programs) (Cascio, 1992; James, 1973). Consequently, criteria are operational statements of organizational goals or outcomes (Cascio, 1991).

In the case of training evaluation, the goal of criterion development is twofold. First, criteria can be used as measures to assess the relationship between performance in a training
program and subsequent performance on-the-job. Second, criteria can be used to determine if one training program was more beneficial than another.

A number of issues are especially salient when developing appropriate criteria for evaluating training. These issues include the extent to which selected criteria are relevant, deficient, contaminated, and reliable. Each of these is examined in turn. Criteria are relevant when the measures of success in the training program are related to performance on the target task (Goldstein, 1993; Thorndike, 1949). The process of conducting a needs assessment identifies the critical tasks, or behavioral objectives, to be performed on the job. Because, the requirements of the job should also be a central focus of the training, the criteria chosen should represent both the critical tasks and/or the behavioral objectives of the job. Thus, the relationship between the training objectives and the chosen evaluation criteria is an indication of the relevance of the criteria (Cascio, 1991; Goldstein, 1993).

Criteria are deficient when some aspects of the objectives identified in the needs assessment as being important for job performance are not included in the criteria used in the evaluation of training. One important way to reduce the occurrence of criterion deficiency is through the use of multiple criteria. Multiple criteria ensure a broader coverage of the objectives required for performance on the job. In addition, multiple criteria allow the program to be evaluated at the individual, workgroup, and organizational level. Criteria associated with performance in each of these areas need to be specified and assessed.

Criterion contamination occurs when extraneous elements present in the evaluation criteria, cause it to be less representative of the constructs identified in the training needs assessment (Goldstein, 1993). These extraneous elements can cause the conclusions regarding the validity of a training program to be incorrect. Criterion contamination can result from several sources of bias: opportunity bias, group characteristic bias, and knowledge of training performance (Cascio, 1991; Goldstein, 1993).

For example, opportunity bias occurs when a selected group of individuals has received training on new techniques for jet engine maintenance. When these individuals return to the workplace, they are given work assignments on the more complex maintenance activities, ostensibly because they are perceived to be "more capable" as a result of the training. In this example, training would be judged to be more valid since these workers are given more complex assignments. That is, an assessment of behavioral criteria related to the performance of the trained tasks would be artificially enhanced by the increased opportunities for the trainees to perform more complex tasks.

Another potential source of criterion contamination is also related to opportunities to perform trained tasks. It is called group-characteristic bias (Goldstein, 1993). Group-
characteristic bias occurs when a trained group does not have opportunities to perform the trained task, due to social or policy limitations in the workplace. Continuing the jet-engine maintenance example, suppose a group of trainees has recently completed a training course on the actual maintenance of jet engines. These individuals have spent a considerable amount of time learning about jet engines and how to maintain them. However, when the newly trained individuals arrive at their jobs they are not "allowed" to perform the tasks they have learned, because they are "new". In this example, the lack of opportunities to perform the trained task will reduce the effectiveness of the training as measured by job behavior criteria. In this instance, it would be important to assess the nature of the post-training environment and develop a set of criteria that are related to that environment so that these dynamics would be known and alternate measures of job performance could be developed (e.g., job knowledge tests, climate surveys) and used.

A final source of criterion contamination is related to the expectations of the training evaluators. This is known as knowledge of training performance (Goldstein, 1993). Knowledge of training performance occurs when the individual(s) evaluating the training program outcomes are familiar with the goals and objectives of the training and, therefore, selectively observe behaviors that are consistent with those of the training program. Two ways to avoid this source of contamination involve the use of multiple measures of work performance (e.g., performance checks, performance appraisals, and job knowledge tests) and a combination of subjective and objective measures obtained from independent sources.

A further issue in developing criteria for the evaluation of training is related to the consistency or reliability of the measures over time. Appropriate criteria should be stable across time. That is, ratings of performance using the same criteria should be stable at different points in time. However, it should be noted that criteria that are stable must also be relevant. If the selected criteria have no relevance to the measurement of outcomes due to training then their reliability is of little consequence.

When selecting and using criteria for evaluation, several other issues should also be addressed. These issues are related to the dimensionality of criteria. Criteria can possess temporal, static, and/or dynamic dimensionality (Ghiselli, 1956). We will examine each of these aspects of criteria.

Temporal dimensionality refers to the fact that criterion measures may not be independent of time. That is, criterion measurements taken at different points in time may produce strikingly different outcomes. To adequately address problems associated with temporal dimensionality, criteria should be identified for measurement at different points in time. Two special cases of temporal dimensionality are static and dynamic dimensionality. Each of these will be discussed next.
Static dimensionality refers to the fact that criteria which are often used in evaluation are those which are measured at one point in time (Cascio, 1991). The assumption is that measuring a single criterion at one point in time adequately assesses and describes the employee's performance. For example, training evaluators measure an individual's mastery of trained material using an end-of-course test and assume that the score on such a test is indicative of performance in the future. Similarly, once trainees return to their workplace, they are given a performance check related to the content that was the focus of the training. Again, the assumption here is that trainees' performance on the performance check has adequately captured and described their performance. Cascio (1991) points out, this may not be the case. What is needed are criteria that sample job behaviors at multiple points in time to obtain a representative picture of employee performance and change.

Dynamic dimensionality is related to the fact that criteria may be dynamic, and of changing importance over time (Cascio, 1991). That is, criterion measures of performance taken early in an employee's job tenure, may not be related to job performance in the future. As the employee gains experience on the job, the dimensions of their performance that were relevant early in their job may not be as relevant for later job performance. In a study exploring several characteristics of dynamic criteria, Barrett, Caldwell, and Alexander (1985) stated that dynamic criteria may be manifested in any one of three possible forms: (a) changes in group average performance over time, (b) changes in validity over time, and (c) changes in the rank-ordering of performance scores on the criterion over time. Barrett et al., (1985) found little substantial evidence for significant change in criterion validities over time and that rank-ordering of scores over time appeared to be quite stable. However, the impact of criterion dimensionality is still an issue of considerable debate.

The summary conclusions of Barrett et al., (1985) have been challenged by Austin, Humphreys, and Hulin (1989). Austin et al., (1989) contend that the most appropriate approach to understanding criteria is to conduct research on criteria as criteria as opposed to examining artifacts as they suggest Barrett et al., (1985) had done. Also, Hulin, Henry, and Noon (1990) reviewed a number of studies and concluded that predictive validity was unstable and decreased over time. In a subsequent reanalysis of Hulin et al.'s, (1990) reported data, Barrett, Alexander, and Doverspike (1992) demonstrated that the conclusions drawn by Hulin et al., (1990) might be premature. The reanalysis conducted by Barrett et al., (1992) suggested that the problems of dynamic criteria and changing validities over time are worthy of exploration, but the results of Hulin et al., (1990) were not particularly relevant to predictive validities in a real world context of job performance.
In conclusion, Barrett et al., (1992) recommend that researchers need to be more rigorous in developing predictors and evaluation criteria and to focus on design studies to evaluate predictive validity over time. However, the question of the stability (or instability) of predictive validity over time remains unanswered.

As previously mentioned, the ultimate goal of the criteria is to demonstrate a benefit to the organization from the program. However, in the short term this may not be possible (Cascio, 1991). What is needed are criteria that are identified on the basis of the outcomes from a needs assessment. Further, selected criteria need to be of several types: (a) criteria that are immediate or proximal (e.g., an end-of-training course grade); (b) criteria that are intermediate (e.g., a four to six month performance check, work sample tests, or peer evaluations); and ultimately, (c) criteria that are summary or more long-term aggregates of aspects of the other criteria (Cascio, 1991). In the training evaluation literature, these can be viewed as being synonymous to learning criteria, behavioral criteria, and results criteria (see Goldstein, 1993).

In summary, there are numerous issues which should be considered in developing appropriate criteria for job performance and for training evaluation. In many cases, a training program may be seen as unsuccessful simply because inappropriate criteria were chosen as measures of training outcomes. Given the preceding discussion of criterion issues, it seems prudent to examine training criteria to determine their appropriateness as measures of training outcomes.

Outcome measures of training effectiveness can be seen as potentially influencing the observed effectiveness of training. In many cases, the most easily accessible outcome measures of performance may not be the most appropriate measures of training effectiveness. Moreover, it is reasonable to ask whether different criteria will provide different information. In other words, we may see differential outcomes from training as a function of the criteria chosen to measure effectiveness. For example, as the distance between the training event and criteria used to measure effectiveness increases, so does the likelihood that training benefits will not be observed. This is due to the fact that with increasing distance between the intervention and the measurement of outcomes, there are many variables that can intervene and reduce the observed effectiveness of training. These variables can include such things as social or organizational support, the availability of resources, and/or opportunities to perform trained tasks. The potential impact of criterion issues upon the assessment of training effectiveness are discussed in the following section.

**Measures of Training Effectiveness.** Kirkpatrick (1959; 1987) identified four broad types or categories of measures of training effectiveness. These have been labeled: reaction,
learning, behavior, and results. Historically, Kirkpatrick's topology has received widespread acceptance within the industrial/organizational (I/O) psychology community (Cascio, 1991). Although much of the published literature has referred to these four types as levels, the use of "levels" inaccurately implies a hierarchical relationship among the levels. The relationship among measures across types of criteria can be seen as a function, not of the other levels, but of the objectives of the training itself. Studies examining the dependence among the types of criteria (e.g., Alliger & Janak, 1989; Noe & Schmitt, 1986) have found limited empirical support for the existence of dependence. Additionally, these criteria types may be viewed from the organization's perspective as proceeding from proximal (e.g., individual or workgroup productivity) to more distal (e.g., absenteeism, turnover, utility metrics) outcomes from the training activity. Each of the measures in Kirkpatrick's topology is discussed in detail.

**Reaction Measures.** Reaction measures are concerned with trainees' feelings or impressions of the training. Such concerns as how they enjoyed the training experience, the approach taken in the training, and the accommodations provided during the training activity are typical of reaction measures. These measures are usually easy to obtain and are fairly nonintrusive. Furthermore, reaction measures can be used to assess trainee's perceptions of the usefulness of the training to the job (Cascio, 1991) or to their personal and professional growth. These impressions of trainees are usually not empirically evaluated in a pre- and post-training design. It is important to note that liking a training program is not the same thing as learning the content of the training. Furthermore, positive reactions to training may, in fact, not be related to learning and/or subsequent changes in behaviors and job performance improvement (Kaplan & Pascoe, 1977). In cases where training is designed as a reward for good performance or as a means of increasing employee pride (Alliger & Janak, 1989; Goldstein, 1993), reactions can be considered as an important and sufficient evaluative criteria. If personnel are happy or feel better about the organization at the end of training then it was "successful".

Alliger and Janak (1989) found almost no relationship between trainee reactions and the other levels in the topology, although their conclusions were based on a small number of studies. More recently, Mathieu, Tannenbaum, and Salas (1992) demonstrated that trainee reactions actually moderated the relationship between motivation and learning. In other words, trainees who reacted positively to the training were more motivated to learn from the training program. In their review of criterion issues in training evaluation, Tannenbaum and Yukl (1992) conclude "at this point, however, reaction measures are not a suitable surrogate for other indexes of training effectiveness" (p. 425).
In summary, reaction measures are the most proximal criteria to use for evaluating training outcomes. As such, reaction measures are minimally impacted by such things as the organizational environment, resource availability, and group-characteristic bias noted in the earlier discussion of criteria development. They may, nevertheless be deficient as criteria, since they typically do not reflect components of performance that are related to the job. However, because of their proximal nature, most training studies will use trainee reactions as criteria of effectiveness. Furthermore, it is expected that training programs which use reaction measures as criteria, will obtain larger effect sizes than those that use other, more distal criteria such as learning, behaviors, and results.

**Learning Measures.** Learning measures are objective, quantifiable measures of the learning outcomes of the training. Learning measures can take the form of formal examinations, performance checks, and peer evaluations. These are not, however, measures of job performance. Learning measures can, and should be, developed from a needs assessment and should be obtained as part of an evaluation design incorporating some amount of control so that learning outcomes can be directly attributed to the training objectives, not necessarily to the reactions of trainees. In addition, learning may not be manifest in subsequent job behaviors. This does not mean that the training was not beneficial. More distal criteria, such as behaviors, are susceptible to environmental variables that can influence the use of trained skills or capabilities. The post-training environment may not provide opportunities for the learned material to be performed (Ford, Quinones, Sego, & Speer Sorra, 1992). In fact, changes in learning measures may occur without changes in behavior, although this relationship should be explored. According to Tannenbaum and Yukl (1992) "trainee learning appears to be a necessary but not sufficient prerequisite for behavior change" (p. 425).

In summary, learning measures are more proximal criteria than either behaviors or results criteria, as measures of training effectiveness. As such, learning measures are also less susceptible to organizational intervening variables such as the social environment of the workplace or supervisory support of trained tasks. Also, learning criteria are usually easy to obtain and fairly nonintrusive in terms of their impact on work activities since they are typically obtained at the end of the training activities. Thus, it is expected that training programs which use learning criteria as measures of effectiveness, will report larger effect sizes than those that use either behavior or results criteria.

An examination of criteria used for evaluating training effectiveness must consider the impact of intervening organizational variables and the potential impact of these variables upon more distal criteria such as behaviors or results. As stated earlier, the timing associated with the
measurement of the criteria, from the point of the intervention, can be impacted by numerous characteristics of the post-training environment. With respect to training evaluation, the specification of distal criteria related to behaviors, and further, to results, must include an assessment of the favorability of the environment for the transfer of trained skills (Ford et al., 1992; Noe, 1986; Thayer & Teachout, 1993).

Behavior Measures. Behavior measures are measures of actual on-the-job performance. Behavior measures can be used to identify the effects of training on actual work performance. However, learning and behavior are not necessarily related. Severin (1952) found that the relationship between training-related learning and production records was quite small ($r = .11$). End-of-training measures (learning) should not be assumed to reflect future on-the-job performance (behaviors) unless the relationship between them has been empirically established. As stated earlier, the post-training environment plays a key role in providing opportunities to perform new behaviors which are developed as an outcome of a training intervention. Ford et al. (1992) studied Air Force jet engine mechanics after the completion of training. In a longitudinal study of the effects of training, they found significant differences in the post-training environments of the trainees. There were significant differences in the opportunities to perform trained skills and in some cases, there were significant delays before the trainee first performed the trained tasks. The impact of trainee perceptions of the favorability of the post-training environment is discussed further in the next section.

Environmental favorability refers to trainees' perceptions of the work environment. These perceptions are related to characteristics of the workgroup or workplace that impact the manifestation of skills and behaviors learned in training. According to Noe (1986) the perceived environmental favorability of the workplace will influence the motivation to learn and also to transfer learned skills to the workplace. Noe (1986) conceptualized that there were two components of environmental favorability: a task component related to the availability of equipment and supplies to support trained skills; and a social component which is related to the extent that trainees see opportunities to perform the learned skills in the workplace and the degree of support for the performance of the skills from supervisors and peers.

In terms of the task component of environmental favorability, the perceived availability of resources to support learned skills plays a key role in the transfer of training (Noe, 1986). Peters and O'Connor (1980) identified several categories of perceived work constraints that they believed restricted the use of skills and abilities. These categories include: lack of skills to perform the tasks in the job; lack of services required from co-workers; lack of job-related information; inadequate monetary support; lack of required tools and/or equipment; poor
working conditions; and constrained timeframes in which to perform the work. Further, O'Connor, Peters, Pooyan, Weekley, Frank, and Erenkranz (1984) suggested that perceptions of trainees for such task constraints indirectly influence learning new skills and subsequent behavior change by reducing the motivation to learn or to transfer skills to the workplace.

In terms of the social component of environmental favorability, there are several sources of social support that have been identified in the literature. These are top management, supervisors, peers, and subordinates (see Baldwin & Ford, 1988; Goldstein & Musicante, 1986; Noe, 1986; Noe & Schmitt, 1986). Trainees' perceptions of the level of support from these sources can be seen as playing a key role in the transfer of learned skills. For example, Fleishman (1955), and Hand, Richards, and Slocum (1973) demonstrated that workgroup attitudes played a role in the use of trained skills in human relations on the job. Also, Facteau, Dobbins, Russell, Ladd, and Kudisch (1992) developed Likert-type scales to examine each source of support. Their results indicated that the level of perceived support from subordinates and peers was necessary for training transfer to the work setting. Furthermore, Facteau et al., (1992) demonstrated that supervisors needed to provide opportunities to perform trained tasks by reinforcing the trained skills on the job and by rewarding subordinate and peer support for the use of the skills by trainees. Similarly, Williams, Thayer, & Pond (1991) studied supervisors and managers who had recently completed a rater training program. Their results demonstrated that trainee perceptions of environmental favorability impacted motivation to transfer trained skills to the job, but their model results did not extend motivation to transfer to actual training transfer (Williams et al., 1991).

With this in mind, studies of training effectiveness should include an assessment of the favorability of the post-training environment to support the transfer of trained skills (see Rouiller & Goldstein, 1991; and Tracey, Tannenbaum, & Kavanaugh, 1995). As mentioned in the discussion of implementation quality issues, an assessment of the environment within which learned skills are likely to be performed (organizational analysis) is critical. Without an analysis of the organization and the post-training environment, the capability to assess changes due to training in terms of behavior criteria and in terms of results criteria, will not be possible. What is required is an assessment of trainees' perceptions, beliefs, and/or expectations regarding the post-training environment (Tannenbaum, Mathieu, Salas, & Cannon-Bowers, 1991). Trainee beliefs about the task support of trained skills (e.g., availability of equipment and tools; time to perform tasks; funding to support trained skills; and physical work conditions) should be assessed and reported.
Similarly, the social context of the post-training environment must also be assessed. Trainees' perceptions of the social support are based on the following: opportunities to practice trained skills; reinforcement of performed skills; feedback from peers and supervisors related to skill performance; workgroup cooperation; and organizational climate. The social environment of the workplace will have an impact on the overall effectiveness of training. This is particularly true when considering the use of behavioral and result criteria to evaluate the training program.

In summary, evaluating training programs using behavioral criteria is especially problematic due to the presence of intervening environmental and social variables. These variables reduce the likelihood that positive outcomes from training will be observed in the workplace. Moreover, assessing and accounting for the favorability of the post-training environment as part of a training evaluation study should be useful in explaining the observation of training-related behaviors in the workplace. When accounting for the influence of the post-training environment, this information should be used in the design of the training program to identify potential difficulties in the transfer of training to the job and to develop strategies and approaches for dealing with those difficulties (Thayer & Teachout, 1993; Wexley & Baldwin, 1986). Thus, it is expected that training studies which use behavioral criteria as measures of effectiveness will report lower effect sizes than those that use either learning or reaction criteria. This is possibly due to the influence of environmental and social variables present in the workplace. However, studies that account for the post-training environmental favorability and implement strategies to enhance training transfer, in conjunction with the use of behavioral criteria, would be found to be more successful than studies that do not account for the post-training environment. In addition, studies that are found to be effective, in terms of behavioral criteria, would be more likely to report positive outcomes in results criteria terms as well.

**Results Measures.** Results measures provide an indication of program utility. These measures represent the most distal criteria used to evaluate training effectiveness. Program utility is assessed in terms of the contribution of training to organizational objectives such as lower error rates, lower costs, reduced absenteeism, increased productive capacity, company profits, or workgroup morale (Cascio, 1982). Training evaluations which achieve this level of rigor allow the organization to explore the advantages of training in cost/benefit terms through the use of utility analysis (Cascio, 1989). Utility analysis provides a methodology to assess the dollar value added by engaging in specified training activities.

Given the previous discussion of the role that the post-training environment plays in the manifestation of behavioral changes in the workplace and given that behavioral change is likely to impact on organizational outcome measures (e.g., results), it was expected that studies that
report training effectiveness in terms of behavioral measures were likely to manifest changes in results criteria as well. Thus, it was expected that training programs which were found to be effective in terms of behavioral criteria would also be found to be effective in terms of results criteria, although the number of studies using results criteria was expected to be relatively small.

Finally, the extent to which the task and social dimensions of the post-training environment are maximized might directly influence the manifestation of trained skills in the workplace. Moreover, the actual effectiveness of a training program, in terms of the use of trained skills in the workplace, would be influenced by the trainee's perceptions of the task and social favorability of the post-training environment. That is, as the perceived task and social support for trained skills increases, the magnitude of the effect size for training should increase.

The preceding discussion of Kirkpatrick's topology serves to underscore the problematic nature of using a single criterion measure to evaluate the effectiveness of training. As previously mentioned, Alliger and Janak (1989) noted that there was virtually no relationship between trainee reactions and the other levels. They further noted that there appeared to be a slightly higher correlation among the other levels, but given the small number of studies they identified, the relationship among the levels remains tentative at best.

Future research designed to systematically evaluate the effectiveness of any training or organizational development program must ensure that multiple criteria are used in the evaluation (Tannenbaum & Yukl, 1992). It is important to consider the role that multiple criteria might play in determining the overall effectiveness of training. Given specific training methods, a given group of people, and a known content domain, it is reasonable to ask whether different criteria will provide different information. It was expected that differential outcomes would be obtained from training as a function of the criteria chosen to measure effectiveness. Therefore, the effect associated with the use of different criteria for evaluating training, needed to be quantified.

Training Methods

The choice of particular training methods is another factor that could potentially influence the effectiveness of training. That is, for a given task or training content domain, a given training method may be more effective than others. In a study exploring this issue, Carroll, Paine, and Ivancevich (1972) asked corporate training directors to rate the relative effectiveness of different training techniques for achieving certain training objectives. Their findings indicated that certain training methods were rated as being more effective for specific training objectives (e.g., knowledge acquisition, changing attitudes, problem solving, and interpersonal skill) than others. For example, Carroll et al., (1972) found that lectures were rated as being among the least
effective methods for training across all training objectives. On the other hand, business games were rated as most effective for training problem solving skills.

There are numerous techniques, approaches, and methods which have been used for training in organizations. For convenience and ease of explanation, these techniques can be summarized into two broad categories: (a) on-site methods, and (b) off-site methods (Wexley & Latham, 1991). Table 1 illustrates the methods to be discussed in these categories. While different methods will be discussed within each category, the categories are not to be viewed as mutually exclusive. Each of these categories are next discussed in detail.

TABLE 1
A Classification Scheme for Training Methods

<table>
<thead>
<tr>
<th>On-Site Training Methods</th>
<th>Off-Site Training Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Career development</td>
<td>Lecture</td>
</tr>
<tr>
<td>Orientation training</td>
<td>Audiovisual</td>
</tr>
<tr>
<td>Job Aids</td>
<td>Programmed instruction</td>
</tr>
<tr>
<td>On-the-job training</td>
<td>Computer-assisted instruction</td>
</tr>
<tr>
<td>Apprenticeship training</td>
<td>Equipment simulators</td>
</tr>
<tr>
<td>Coaching</td>
<td>Teleconferencing</td>
</tr>
<tr>
<td>Job Rotation</td>
<td>Corporate classrooms</td>
</tr>
</tbody>
</table>


**On-Site Methods.** On-site training methods are those used for providing information and skills to trainees at the work site. The training is conducted within the same physical environment as the actual work to be performed. This tends to enhance transfer of training and reduce the costs associated with training. In addition, many of the techniques to be described in this category actually occur in conjunction with job performance thereby reducing training costs even further.

Numerous types of training methods fall within this category. Career development training is designed to increase the self-awareness and motivation of employees. Orientation training is used to identify and reinforce organizationally "appropriate" behaviors and norms.
necessary for advancement within the organization (Cascio, 1991). Job aids are materials which are routinely available to the employee in the work setting which help in the conduct of work. On-the-job training (OJT) is inclusive of a variety of training methods which are conducted during and as part of the work activities. OJT methods can include apprenticeships (mentoring with senior job incumbents), job rotation (working on a variety of related jobs to enhance general expertise across the jobs), and on-the-job coaching (working on job-related tasks with limited monitoring from incumbents). These methods are used for individuals or small groups at different levels within the organization and provide essential basic skills information for the performance of tasks within jobs.

At a general level, Wexley and Latham (1991) have proposed that the on-site methods are used to improve trainee self-awareness, job skills, and motivation. As such, these methods are useful for improving cognitive skills and for enhancing both psychomotor and interpersonal skills in workers. For the present discussion, cognitive skills refer to the thinking, idea generation, understanding, or knowledge requirements of the job. Psychomotor skills refer to behavioral aspects of job tasks and are focused upon the "doing" aspects of work. Interpersonal skills are those related to the interaction of an individual with the workgroup, with supervisors, and with clients or customers. The classification of these specific skills will be more fully explicated in a later section.

With respect to on-site methods, career development training is useful for enhancing cognitive skills such as self awareness, while orientation training and job aids are more useful methods for training job skills. Also, on-the-job training and apprenticeship training are useful for enhancing psychomotor-based job skills. Finally, for interpersonal skills, job rotation and coaching are seen as being useful for enhancing trainee motivation (Wexley & Latham, 1991).

Off-Site Methods. Off-site methods offer a somewhat different approach to training. These methods are employed to provide information to trainees in an environment which is removed from the pressures of the job site (Wexley & Latham, 1991). Lectures, audiovisual techniques, teleconferencing and corporate classrooms attempt to train employees by focusing primarily on the cognitive aspects of job skills. Although lectures and audiovisual techniques can be used in on-site training situations, their primary use is within classrooms away from the workplace. Programmed instruction and computer-assisted instruction are methods which are usually self-paced, sequenced training. In addition to the delivery of training material, these methods usually are capable of tracking the performance of trainees through the instructional sequence. Computer-assisted instruction is usually not used as a stand alone training method, but in conjunction with more traditional approaches such as lectures or classroom training.
Simulation methods can include actual equipment simulations as well as case studies, critical incidents, role playing, in-basket scenarios, and behavior modeling. Simulation methods allow representative organizational problems to be presented to individuals or groups for solution. Simulation techniques are commonly used for leadership and management training. Additionally, these techniques can be used to form a fundamental link between behaviors and solutions for current problems, as well as provide an opportunity to explore strategic problem solving issues.

With respect to off-site training methods, Wexley and Latham, (1991) have proposed that these methods are designed specifically to improve trainee job skills. As such, the methods are useful for improving cognitive skills or enhancing psychomotor skills in workers. For cognitive skills, Wexley and Latham (1991) have proposed that lectures, audiovisual techniques, programmed instruction, teleconferencing, and corporate classrooms are the appropriate training methods. For psychomotor skills, computer-assisted instruction and equipment simulators are the most appropriate methods to use.

An example of the need to select training methods that are appropriate for the type of task trained and the training context can be seen in a recent meta-analysis of flight simulator training effectiveness (Hays, Jacobs, Prince, & Salas, 1992). Hays et al., (1992) found that using simulators, in conjunction with actual equipment (actual aircraft flying), improved training effectiveness and efficiency beyond that obtained by using the actual equipment exclusively. For example, using a flight simulator in conjunction with actual flying time produced improvements above those obtained with actual flying time alone. However, the researchers also demonstrated that the type of task trained and the amount of training provided, heavily influenced training outcomes. When jet-related tasks such as takeoff, approach, and non-carrier landing were used, the training effects were greater than they were for combinations of all tasks (Hays et al., 1992). These results were strongest ($r = .26$) for jet-related tasks. For helicopter tasks, the results were very small ($r = .02$). This may have been due to the fact that there were a very small number of available helicopter training studies ($N = 7$). Furthermore, when trainees were allowed to progress at their own pace (as opposed to group pacing) training effects were improved. In this example, the use of complimentary training methods increased the overall effectiveness of the training program. Using only one or the other method would have resulted in lower overall effectiveness. The choice of training method had a significant impact on the overall effectiveness of training.

In summary, the use of different training methods may influence the effectiveness of training. Certain training methods are more ideally suited to providing training related to a
specific content domain than are others. It is likely that matching the content of the training with an appropriate method to achieve effective training will be extremely important. Thus, it was expected that a given training method would be found to be more effective in certain training situations than in others.

There are several other factors that may influence the effectiveness of training. These include the skills and tasks to be trained, the types of individuals who will receive the training, and evaluation design and methodological issues. The next section explores the potential impact of the type of skill and tasks to be trained on the overall effectiveness of training.

**Skill/Task Characteristics**

Skill and task characteristics are another factor which may influence the effectiveness of training. That is, the effectiveness of a given training intervention may be a function of the skills and tasks to be trained. For the purpose of training, what must be described are the classes of skill or characteristics of tasks that are trainable. These classes of skill and tasks then, would be the focus of the training activity. In addition to providing descriptions of the classes of skills or tasks to be trained, a general classification scheme of skills and tasks might serve as a basis for specifying training objectives for training related to job functioning. A general classification scheme useful for both skills and tasks includes psychomotor, cognitive, and interpersonal categories (Farina & Wheaton, 1973; Fleishman & Quaintance, 1984; Goldstein, 1993). Psychomotor skills and tasks include the behavioral activities associated with a job. These skills and tasks are related to the hands-on or "doing" parts of the job. Cognitive skills and tasks are related to the thinking, idea generation, understanding, or knowledge requirements of the job. Finally, interpersonal skills and tasks are those which are related to interacting with others in a workgroup or with clients and customers.

It can be argued that in training for complex psychomotor tasks such as repairing subcomponents on a jet engine, using work sample-based techniques such as hands-on, or on-the-job techniques would appear to be more effective than a lecture describing how to remove and replace the subcomponents of the engine. Thus, learning by doing using an actual engine might be more effective. The lecture, then, might not be seen as an effective training method for motor skills. On the other hand, if the goal of the training is to provide knowledge of job content, such as that related to jet engine functioning, aerodynamics, or fluid dynamics, then lectures might be the ideal training method.

Wexley and Latham (1991) have highlighted the need to consider skill and task characteristics in determining the most effective training method. Using the on-site and off-site training method classification and the skill and task categories previously discussed, it is possible
to highlight the relationship between different training methods and appropriate skill and task categories for use (Wexley & Latham, 1991). Table 2 illustrates a proposed linkage among different training methods and skill and task categories.

**TABLE 2**  
*A Classification Scheme of Training Methods and Skill/Task Categories*

<table>
<thead>
<tr>
<th>Skill/Task Category</th>
<th>On-Site Training Methods</th>
<th>Off-Site Training Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychomotor</td>
<td>On-the-job training</td>
<td>Computer-assisted instruction</td>
</tr>
<tr>
<td></td>
<td>Apprenticeship training</td>
<td>Equipment simulators</td>
</tr>
<tr>
<td></td>
<td>Coaching</td>
<td></td>
</tr>
<tr>
<td>Cognitive</td>
<td>Career development</td>
<td>Lecture</td>
</tr>
<tr>
<td></td>
<td>Orientation training</td>
<td>Audiovisual</td>
</tr>
<tr>
<td></td>
<td>Job aids</td>
<td>Programmed instruction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Teleconferencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corporate classrooms</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>Job rotation</td>
<td></td>
</tr>
</tbody>
</table>


In their study of training director ratings of different training methods, Carroll et al., (1972) noted that the raters rated certain skills (denoted as training objectives) as more effectively trained using specific training methods. For example, knowledge acquisition was rated as being best trained using programmed instruction, while problem-solving skills were rated as best trained using a case study. Similarly, interpersonal skills were rated as being most effectively trained using some form of group exercise or sensitivity training.

Finally, Hays et al., (1992) found that certain tasks were more effectively trained using a simulator than others. For example, they found that when simulators were used for jet takeoff, landing approach, and landing (non-carrier) the effects of the training were greater than for the combination of all the tasks trained (Hays et al., 1992).
In summary, it is important to adequately match training content to certain training methods, and not to others. Moreover, it is probable that the nature of skills and tasks to be trained will influence the effectiveness of training. Thus, it was expected that a given training method was likely to be more effective for training certain kinds of skills and tasks than for others.

In much the same way that the choice of evaluation criteria, training methods, and the skills and tasks to be trained could potentially influence the effectiveness of training, characteristics that the trainee brings to the training environment may influence the effectiveness of training as well. The impact of these trainee characteristics on the effectiveness of training is explored in the next section.

**Trainee Characteristics**

Characteristics that the trainee brings to the training situation may potentially influence the effectiveness of training. Research exploring the impact of trainee characteristics has typically focused on selecting individuals who are more likely to be successful in a training program, and less upon matching individuals to training methods that capitalize on certain attributes (Tannenbaum & Yukl, 1992). Moreover, understanding how individual characteristics influence training effectiveness has not been a focus of past research (Tannenbaum & Yukl, 1992). Individuals with markedly different aptitudes, abilities, skills, motivation, self-efficacy, interests, attitudes, and past history are likely to benefit from an instructional intervention in different ways (Katzell & Goldstein, 1989). That is, certain types of instructional interventions will facilitate learning for some individuals and not others.

**Aptitude-Treatment Interactions (ATI).** An aptitude-treatment interaction occurs when one training method is not viewed as being equally effective for all trainees. An aptitude refers to any measurable characteristic of the individual that is propaedeutic to achievement in a given situation (Corno & Snow, 1986). Aptitude-treatment interaction research (Cronbach & Snow, 1977) attempts to relate measurable characteristics of individuals to the differential effectiveness of various training methods. According to Cronbach and Snow (1977), this relationship can take the form of capitalization, remediation, or compensation. That is, the training method can capitalize upon assets, preferences, or tendencies of the trainee; remediate shortcomings in the trainee; or compensate for trainee weaknesses. Examples of relevant individual difference variables include knowledge, skills, abilities, motivation, age, gender, and attitudes which are brought to the training situation by the trainee.

Considering an ATI approach to training evaluation is a recognition that a single training method may not be equally effective for all trainees. Individuals at different aptitude levels may
perform better (or worse) under different training methods (Corno & Snow, 1985). As an
illustration of this, in a study of entry-level auditors, trainees with higher aptitudes in numeric
reasoning and general accounting and bookkeeping principles, as measured by content-valid tests
of these areas, learned more effectively from on-the-job coaching conducted by a senior auditor.
Conversely, trainees with less aptitude in these areas learned most when the coaching was
supplemented with lectures and programmed levels of instruction (Wexley & Latham, 1991).
This is not to say that individuals lacking the specific aptitudes could not benefit from the
training, however, the training program must be tailored to match or account for their level of
aptitude. Trainees who had these aptitudes can be seen as being more "trainable" than their
lower aptitude counterparts. Additionally, the magnitude of outcomes in terms of the
effectiveness of the training, may be larger for higher aptitude trainees than for their lower
aptitude counterparts. Therefore, it is conceivable that certain individual aptitude levels in
trainees would, in fact, influence the effectiveness of training.

According to Goldstein and Bruxton (1982), trainers recognize the importance of
individual characteristics in addition to situational characteristics. However, most instructional
designers focus on developing common learning environments that seek to maximize
performance of a target set of tasks that must be performed by all trainees (Katzell & Goldstein,
1989).

Empirical research regarding the impact of ATI upon training effectiveness has produced
conflicting results. Bracht (1970) reviewed 90 studies of training and found that ATI were found
about as often as would be expected by chance. Additionally, Glass (1970) concluded that "there
is no evidence for an interaction of curriculum treatments and personological variables. I don't
know of another statement that has been confirmed so many times by so many people" (p.210).
In a re-analysis of the studies cited by Bracht (1970), and Cronbach and Snow (1977) concluded
that the interaction of aptitude and treatment does exist. Christal (1974) and Gettinger and White
(1979) found that the rate of skill acquisition was strongly influenced by the learner's preexisting
ability level. Wightman and Sistrunk (1987) examined part-task training strategies in a carrier
landing simulation training program. Results indicated that trainees with lower motor-skill
ability benefitted more (increased training transfer) from a task-segmented (chained) training
strategy than from the task simplification strategy. Thus, an aptitude-treatment interaction of
motor-ability and training strategy was found. Further, Shute (1992) identified a relationship
between associative learning ability and learning as measured by a posttest of declarative
electricity knowledge. Using an intelligent tutoring system (ITS) for electricity knowledge,
Shute (1992) demonstrated that students who had high associative learning ability were able to
learn more when the ITS required the student to induce principles of electricity. Also, subjects with low associative learning ability learned more when the ITS provided the electricity principle, then required the subject to apply the principle.

Regian and Shute (1991) showed that certain ability groups actually learned better with fewer practice trials. Individuals with high working memory and low general knowledge capacity, learned better in an extended ITS environment that provided skill-specific practice. Conversely, individuals with low working memory and high general knowledge capacity learned better in a more constrained ITS environment that provided minimal (one-third as many) skill-specific practice trials.

Finally, Arthur, Young, Jordan, and Shebilske (in press) explored the potential influence of trainee interaction anxiety on the effectiveness of different training protocols. Their results indicated that for trainees who had high interaction anxiety, an individual training protocol was the most effective training approach. Conversely, trainees with low interaction anxiety performed better as a result of a didactic training protocol.

Research exploring general ability-related ATI have been found to be more consistent than studies involving specific abilities (see Ghiselli, 1973; Lohman & Snow, 1984; Snow & Yallow, 1982; Tyler, 1962). Also, Mumford, Weeks, Harding, and Fleishman (1988) explored the relationship among learner characteristics and course content variables upon training outcomes. Findings indicated that such learner characteristics as aptitude, motivation, and reading grade level were important determinants of training performance (measured by training outcomes) above and beyond the influence of training course content (Mumford et al., 1988).

Aptitude-treatment interactions have been explored across a number of contexts (Ackerman, Sternberg, & Glaser, 1989; Snow, 1986). For example, ATIs have been explored in skill learning and practice (Ackerman, 1987); motivation and cognition (Kanfer & Ackerman, 1989); computer literacy (Wesley, Krockover, & Hicks, 1985); classroom climate (Barclay & DeMeers, 1982); trainee attributions of success and failure (Campbell, 1988); need for achievement and goal orientation (Dweck, 1986; Elliot & Dweck, 1988); and self-efficacy (Bandura, 1986; Bouffard-Bouchard, 1990; Gist, 1989; Gist, Stevens, & Bavetta, 1991; Taylor, Locke, Lee & Gist, 1984).

Motivation has been shown to be an important trainee characteristics for learning and transfer of training. Noe and Schmitt (1986) and Wexley and Latham (1991) have distinguished between ability ("can do") and volition ("will do") to acquire new skills as being centrally important to the effectiveness of training. In addition, Mathieu et al., (1992) explored the use of expectancy motivation measures in a study of clerical workers. Their results indicated that
individuals with higher pre-training motivation were more likely to show improvements as a result of training and to provide more positive reactions to the training when educational and ability differences were controlled (Mathieu et al., 1992).

Although the impact of ATIs have been extensively studied in a variety of settings, they have not been studied to a great extent within organizational settings (Tannenbaum & Yukl, 1992). One potential area for research in the organizational arena is related to general academic ability and the complexity of the instructional program (Tannenbaum & Yukl, 1992). Lohman and Snow (1984) demonstrated that high ability students benefitted more from training programs which were less structured (e.g., emphasizing independent knowledge acquisition) and more complex. With this in mind, it is important to assess trainee's prior knowledge and achievement and tailor the training program to capitalize on this experience and achievement (Campbell, 1988). One benefit from this assessment is to identify how the training might be sequenced in a manner that is consistent with the requirements of the job and with the capabilities of the trainee (Katzell & Goldstein, 1989). Second, determining the rate of acquisition and the duration or survivability of certain training content and relating these rates to assessed trainee capabilities will allow the specification of appropriate retraining intervals to maintain skill performance (Ackerman, 1987; Kanfer & Ackerman, 1989).

Thus, the empirical evidence from ATIs research, although somewhat mixed, generally supports the existence of aptitude-treatment interaction effects. Several explanations for the inconsistencies seen in the research have been proposed. ATIs studies conducted prior to 1977 typically had 40 or fewer subjects per condition and, therefore, lacked sufficient statistical power to detect significant effects (Cohen, 1988; Schmidt & Hunter, 1978). The studies did not control for plausible alternative explanations of the observed effects. For example, training time was allowed to vary along with achievement. Finally, ATI studies generally did not randomly assign subjects to conditions or use experimental or quasi-experimental designs.

In summarizing their findings on ATI, Cronbach and Snow (1977) provide several recommendations for future ATI research designs. These include (a) using larger sample sizes; (b) randomly assigning subjects to conditions; and (c) holding training time constant and allowing achievement to vary. Given the potential moderating influence of trainee characteristics on training outcomes, ATI should be considered and evaluated in any assessment of training effectiveness.

The traditional approach to the design and conduct of education and training activities has taken the position that one training program is equally effective for all trainees. In terms of efficiently providing a baseline level of knowledge and information to a large and diverse
population of trainees, this may be a reasonable approach. However, in terms of maximizing individual learner's capabilities to derive salient and useful information from the learning situation, a more individualized approach may be required. Given the somewhat mixed findings related to ATI and the recent research evidence outlining the impact of other individual characteristics on the effectiveness of training, our present understanding and research evidence regarding the impact of different training approaches for varying content domains and different individuals is, at best, tentative. Campbell (1988) has suggested that trainee achievement and experience may interact with training complexity or difficulty. He further noted that, if this is true, training developers must pay more attention to the measurement of trainee achievement and experience and match the training program to the capabilities of these trainees. With this in mind, the impact of ATI on organizational training effectiveness needs to be explored in future research.

Given the debate over the existence of ATI, the importance or non-importance of considering trainee characteristics and their role evaluating the effectiveness of training, and the divergence of findings in the empirical literature with respect to ATI, this study used a meta-analytic approach in an attempt to explore the issue and potentially contribute to the resolution of this debate. That is, would studies that account for trainee differences in the training program report larger effect sizes than those that do not consider trainee differences? Or would the converse be found?

**Study Design and Methodological Issues**

A final factor that may influence training effectiveness is the rigor of the evaluation study. The level of control exercised in empirical studies of training effectiveness can influence the conclusions related to the efficacy of different training methods. Designing and implementing rigorous studies of training effectiveness is extremely difficult in applied settings. The paucity of rigorous empirical studies evaluating training is evidence of these difficulties (Campbell, 1971; Goldstein, 1980; Wexley, 1984). Typically, the "best" approaches should use experimental or quasi-experimental methods to systematically explore the linkage of change to training (Arvey & Cole, 1989). Rigorous control enables researchers to identify and distinguish true change at all levels (alpha change) from changes in scale recalibration (beta change) and changes in the trainee's conceptualization of the construct (gamma change) (Terborg, Howard, & Maxwell, 1980). To ensure that the findings observed across a body of literature are attributable to the intervention and not to such influences as experimenter expectancies, researchers must be sensitive to issues associated with the methodological rigor in the design of evaluation studies (Barrick & Alexander, 1987; Terpstra, 1981; Woodman & Wayne; 1985).
Terpstra (1981) demonstrated the existence of a positive-findings bias which was attributable to the methodological rigor of organizational development (OD) intervention evaluation studies. Positive-findings bias is the tendency of reported results in evaluation studies to be more positive if the methodological rigor of the design used in the study is poor. Thus, as methodological rigor increases, the likelihood of obtaining positive findings decreases. Terpstra (1981) found OD intervention studies reporting uniformly negative results were more rigorous in terms of their methodology and design and conversely, studies which reported uniformly higher positive results were found to be the least rigorous. Other studies in Management by Objectives (MBO) effectiveness (Kondrasuk, 1981), and psychologically based interventions (Guzzo, Jette, & Katzell, 1985) have obtained similar positive-findings bias results.

In a subsequent study of the efficacy of a specific OD intervention, quality circles, Barrick and Alexander (1987) obtained results that were markedly different from those observed by Terpstra. Barrick and Alexander (1987) found that differences in observed methodology/design scores were not significant. This was the case across studies reporting negative, mixed, and positive outcomes related to quality circles. Their results were similar to results found in two other studies of OD evaluation (see Bullock & Svyantek, 1983; Woodman & Wayne, 1985). Barrick and Alexander (1987) proposed that one possible explanation for positive-findings bias in some studies and not in others, might be due to the inclusion of "popular press" studies. Typically, the quality or design rigor of these studies limits their empirical utility. This is due to the fact that there is a significant lack of experimental control in the design of these studies and this lack of control makes it virtually impossible to distinguish between experimenter expectancies and true experimental differences between groups in the study.

In a recent study exploring positive-findings bias in OD interventions, Roberts and Robertson (1992) found that the use of different combinations of methodological criteria produced different results, but were generally consistent with those of other recent studies (e.g., Barrick & Alexander, 1987; Bullock & Svyantek, 1983; Woodman & Wayne, 1985). In addition, Roberts and Robertson (1992) found only one instance where positive-findings bias was evidenced - when sampling criteria were used to evaluate methodological rigor. While the positive-findings bias issue remains unresolved, the authors cautioned that the composition of criteria used to evaluate methodological rigor can significantly impact study outcomes (Roberts & Robertson, 1992).

Because training is similar to OD types of interventions, coupled with the equivocability of past research findings, the present study explored the existence of a positive-findings bias effect in the training evaluation literature. Terpstra (1981) identified several methodological
characteristics of evaluation studies that need to be considered. To quantify these study characteristics, Terpstra (1981) developed a methodological rigor scale to be used as a means of "grading" the design or methodological rigor of empirical studies. Woodman and Wayne (1985) suggest a modified method for scoring studies. This method evaluates studies in terms of methodological and design characteristics based upon Terpstra's (1981) approach and a nine dimension scale developed by Woodman and Wayne (1985). The modified method proposed by Woodman and Wayne (1985) evaluates design considerations related to (1) representative sampling strategy, (2) sample size, (3) utilization of control groups, (4) random assignment, (5) repeated measures strategy, (6) reliability and validity information, (7) significance level, (8) inclusion of objective data (organizational level information), and (9) the use of multivariate analysis procedures. Methodological shortcomings and problems with reporting critical information in evaluation studies have been a consistent problem in the training literature (Arvey, Cole, Hazucha, & Hartano, 1985; Burke & Day, 1986). Therefore, methodological considerations are seen as essential for assessing the effectiveness of training. However, given that recent results related to positive-findings bias are somewhat mixed, the impact of the design and/or methodological rigor of the evaluation study on training outcomes remains questionable.

In summary, the methodological rigor of a training evaluation study may impact the overall effectiveness of the training program. Thus, based on the mixed findings from past research, studies that are methodologically more rigorous might, or might not, be less likely to obtain positive training outcomes. Conversely, those studies which are less rigorous may, or may not, obtain more positive training outcomes due to the lack of experimental control. On the other hand, by accounting for the methodological rigor of the study design, any differences in the reported effect sizes should be obtainable with meta-analysis techniques, and therefore provide evidence to help resolve the debate over the impact of methodological rigor on training effectiveness.

**Meta-Analysis Techniques**

The present study used meta-analytic procedures (see Glass, McGaw, & Smith, 1981) to assess the influence of the identified factors on training effectiveness. Meta-analysis is a statistical tool for summarizing empirical results across a number of studies to reach a quantitative generalization. Although there are a number of meta-analytic approaches and techniques (Bangert-Drowns, 1986; Glass et al., 1981; Hunter & Schmidt, 1990; Hunter, Schmidt, & Jackson, 1982), the basic goal of each approach is conceptually the same - cumulating results from several primary studies within a content domain into an overall quantitative summary.
Meta-analysis techniques provide an alternative to the more traditional methods of summarizing results across a body of literature. The traditional method involves a narrative review, where the reviewer arrives at nonquantitative conclusions based upon an exhaustive reading of the literature. This more traditional method has been criticized as being somewhat weak as a means of integrating a body of literature (e.g., Glass et al., 1981). Finally, qualitative approaches are not sensitive to subtle statistical results and findings (Green & Hall, 1984).

In contrast, there are several methods for summarizing research results in a more quantitative manner. A minimal quantification technique involves significance "vote-counting" or box scoring, where physical counts of the number of significant results favoring a hypothesis, the number of significant disconfirming results, and the number of nonsignificant results are made. A variant on the "vote-counting" approach involves tallying the study results for particular groups (e.g., men and women) and examining the direction of the effect. Also, study results can be examined using both the level of significance and the actual probability of a chance occurrence of the null hypothesis (p-value) (Green & Hall, 1984, p. 42).

As a more quantitative and standardized approach, meta-analysis techniques offer several advantages over other approaches to aggregation. First, meta-analysis is an efficient approach for quantifying the results of a large volume of literature. Second, meta-analysis, like other quantitative approaches, is seen as relatively more objective than narrative reviews. Third, meta-analytic approaches can detect relationships and trends that may be too subtle to be detected in the narrative review and other approaches. Fourth, meta-analysis approaches allow researchers to explore main effects and interactions across studies. Fifth, it is possible for the meta-analytic researcher to test hypotheses that were never tested in the original studies. Sixth, meta-analysis techniques can be used to highlight shortcomings and gaps in the existing literature (see Green & Hall, 1984; Guzzo, Jackson, & Katzell, 1989). Finally, Schmidt (1992) has pointed out that meta-analysis techniques are not strictly a means for reviewing literature, but are also a "new way of thinking about the meaning of data" (p. 1173). Further, meta-analysis techniques permit hypothesis testing and addressing research issues that would not otherwise be possible without collapsing or aggregating across multiple primary studies. As discussed in earlier sections, the present study used meta-analysis techniques to help explore issues surrounding some longstanding debates in the training community by cumulating findings based on primary research in the extent literature.

In addition to the advantages previously highlighted, there are several cautions to be considered when using any meta-analysis technique. For example, a study must report sample sizes along with other pertinent (and descriptive) information. This information includes
statistics that allow for the computation of an effect size statistic (e.g., group means and standard deviations). For studies that report statistics such as correlations, univariate $F$, $t$, $\chi^2$, etc., these can be converted using the appropriate conversion formulas (see Glass et al., 1981).

Also, meta-analysts must make several judgment calls when implementing a meta-analysis. The effects of these judgment calls have been shown to account for differences in ostensibly objective meta-analytic studies of the same content area (for a review of some of these studies, see Wanous, Sullivan, & Malinak, 1989). Specifically, the following steps in the implementation sequence, have been noted to call for some judgment on the part of the meta-analyst (e.g., Abrami, Cohen, & d'Apollonia, 1988; Wanous et al., 1989): (1) topic selection - defining the research domain; (2) specifying the inclusion criteria; (3) searching for and locating relevant studies; (4) sampling and selecting the final set of studies; (5) extracting data and coding study characteristics; (6) deciding to group or separate multiple measures of independent and dependent variables; and (7) selecting potential moderators.

In addition, Arthur, Bennett, and Huffcutt (1994) have proposed that the data analysis step in the implementation sequence should also be considered as one that calls for some judgment and a decision on the part of the researcher. Unlike other widely used statistical techniques such as $t$-tests, analysis of variance, and measures of association (e.g., Pearson's $r$), which are readily available in statistical software packages, the researcher has to make a decision as to how the data analysis (i.e., calculating mean correlations and correcting for artifacts) will proceed when conducting a meta-analysis. These choices range from using one of several available programs without any modifications, modifying these programs, writing one's own program based on the available correction formulas, to maybe even doing some or all the calculations by hand.

Fortunately, in terms of the software and programs compared by Arthur et al., (1994), it would seem that the choice of which software or program to use is one decision in the implementation of a meta-analytic study that does not have a major impact on the study's outcomes. While there were some differences in the values obtained, they tended to be relatively small. However, future meta-analytic studies should report the specific data analysis programs and procedures used as an integral part of their methodology (Arthur et al., 1994).

So, when conducting a meta-analysis, it is crucial to document the steps (e.g., the judgment calls made), taken during implementation. Documenting these judgment calls allows other researchers to evaluate the results in terms of the assumptions made, and to determine the extent to which the obtained results are indicative of the research in the content domain.
Usually, the existence of one or more moderator variables in meta-analysis is based upon some theoretical foundation and is typically hypothesized and coded in the analysis (Hunter & Schmidt, 1990; Steiner, Lane, Dobbins, Schnur, & McConnell, 1991). Statistically, the presence of moderators is also indicated when a substantial amount of unexplained variance remains (Hunter & Schmidt, 1990). Analyses of moderator effects are conducted by separating the dataset into subsets according to the various levels of the potential moderator variable. The mean effect size and variance are then recalculated separately for each level of the variable. The existence of the moderator variable is generally confirmed if the means effect size of the subgroups differ and the variance within each group is less than the original variance.

In summary, meta-analysis techniques offer numerous advantages over more traditional narrative reviews. However, it is important to note that qualitative reviews provide important information as well.

**Summary**

The purpose of the preceding review was to identify several factors that could potentially impact training effectiveness and to discuss how they could do this. These factors are: (a) implementation quality; (b) criterion measures of training effectiveness; (c) different training methods; (d) the match between training methods and skill and task characteristics; (e) trainee characteristics; and (f) the methodological rigor/empirical study design of training effectiveness studies. The importance of each of these factors was discussed.
THE PRESENT STUDY

Based upon the issues and empirical research discussed in previous sections of this report, a conceptual framework of training effectiveness was developed. This framework, shown in Figure 1, depicts training effectiveness at a level where the effect of the proposed factors can be evaluated.

FIGURE 1

A Conceptual Framework of Factors That Potentially Influence Training Effectiveness

Components of the Conceptual Framework

Several factors that potentially influence effectiveness have been proposed in this report. The following sections detail the steps that were taken to quantitatively cumulate the training literature using meta-analysis in an attempt to quantify the effect of each factor on training effectiveness. The favorability of the post-training environment for the transfer of training is included as a separate "block" in the framework since it is considered to influence the measurement of behavioral and organizational (results) criteria. Each factor discussed in this
training. The components of this conceptual framework are described in the following paragraphs.

The conceptual framework shown in Figure 1 provides a convenient heuristic within which several hypotheses regarding the nature of the influence of these factors on the effectiveness of training can be formulated and explored. Implementation quality has been shown to be a critical first step in the development, conduct, and evaluation of training. With this in mind, implementation quality is shown as encompassing training methods used to deliver training. In fact, implementation quality could be seen as encompassing the entire framework. However, for ease of explanation and understanding, it is illustrated as a first step in the framework.

Specific training methods are also identified in the framework. Different training methods can be used to deliver different skill and task information to different trainees. The information delivered by different methods is directly effected by the strategies used in the implementation (e.g., person, task, organizational analysis) and is designed to communicate specific skill and task information to a pre-specified group of trainees.

In a manner similar to implementation quality, the design or methodological rigor of the training study plays a key role in filtering the effectiveness of training. That is, the reported effectiveness of training, as measured by any outcome measure, is dependent upon the design of the evaluation study. Training methods are used to deliver different training content to different trainees and the combination of these impacts the effectiveness of training as measured by different types of evaluation criteria (e.g., reactions, learning, behaviors, and results).

Initially, the training content, delivered by specific methods to identified individuals, can be seen as impacting one and possibly two types of criteria, namely reactions and learning. However, note that in the figure, reaction criteria are not linked to learning criteria. As discussed in the review of the literature, the linkage between reaction criteria and learning has not been consistently found (e.g., Alliger & Janak, 1989; Mathieu et al., 1992). Reaction and learning criteria are depicted as being closer, or more proximal, to the delivery of training in a manner similar to how they are likely to occur in the actual training study.

Outcomes of training may or may not be manifest in subsequent job behaviors and organizational indicators as a function of the favorability of the post-training environment for the performance of the learned skills. That is, what is learned may not be transferred to the job in the form of behaviors due to the favorability or unfavorability of the post-training environment. This is evident in the framework where the outcomes from learning criteria are impacted by post-training environmental favorability. Change resulting from training is less likely to be seen in the
more distal types of criteria due to environmental constraints. Finally, results and behaviors are shown to be interrelated. That is, changes in behaviors resultant from a training program may lead to changes in other types of organizational criteria such as absenteeism, turnover, and promotion.

The goal of the present study was therefore to address a series of research questions to be described, using an effect size (ES) meta-analysis approach (Glass et al., 1981; Hunter & Schmidt, 1990; Rosenthal, 1978). The intent was not to merely identify whether a given factor influences training outcomes, but to also provide an indication of the quantitative impact of each factor.

**Statement of Hypotheses**

A number of specific hypotheses were addressed in this study. First, what is the overall effectiveness of training? That is, aggregating across all factors, what is the global effect size (ES) for training? Is the effect size non-zero?

H1: Training will have a positive overall ES. When corrected, this ES was expected to be fairly small. In addition, the magnitude of the associated standard deviation is expected to be large enough to indicate the presence of one or more moderators.

As suggested in the preceding sections, there are several factors that could potentially influence the effectiveness of training interventions. One such factor is the quality of the implementation process. This factor is seen as important due to the fact that a systematic needs assessment provides the mechanism whereby the questions essential to successful training programs can be identified and addressed. Assessing the training needs of the organization in terms of identifying job requirements to be trained, who needs training and the kind of training to be delivered, should result in more effective training programs. Therefore, studies which report a comprehensive needs assessment (e.g., person, task, and organizational analysis) are seen as being of higher quality in terms of their implementation. It was expected that studies that are of higher quality, in terms of their implementation, as measured by reported needs assessment, should result in more positive outcomes from training. It was therefore hypothesized that:

H2: Training studies with higher implementation quality would result in a larger effect size (that is, more effective training) than those of lower implementation quality.

In terms of criteria used to evaluate training, four types of criteria were discussed: reactions, learning, behaviors, and results (Kirkpatrick, 1959; 1987). It was expected that differential outcomes will be obtained from training as a function of the criteria chosen to measure effectiveness. Reaction measures have been described as the most proximal criteria to use for evaluating training outcomes. As such, reaction measures are minimally impacted by
such things as the organizational environment, resource availability, and group-characteristic bias noted in the earlier discussion of criteria development. However, reaction measures may be deficient as criteria since they typically do not reflect components of performance that are related to the job.

Learning measures are more proximal criteria than either behaviors or results criteria, as measures of training effectiveness. As such, learning measures are also less susceptible to organizational intervening variables such as the social environment of the workplace or supervisory support of trained tasks. Also, learning criteria are usually easy to obtain and fairly nonintrusive in terms of their impact on work activities since they are obtained at the end of the training activities.

The use of behavioral criteria as measures of training effectiveness is especially problematic due to the impact of environmental and social variables. These variables reduce the likelihood that positive outcomes from training will be observed in the workplace. Thus, it was hypothesized that:

H3: Training programs which use reaction measures as criteria would report larger effect sizes than those that use other, more distal criteria such as learning, behavior, and results. In addition, training programs which used learning criteria as measures of effectiveness, would report larger effect sizes than those that use either behavior or results criteria. Further, training studies which used behavioral criteria as measures of effectiveness, would report smaller effect sizes than those that used either learning or reaction criteria. Lastly, studies that used results criteria would report smaller overall effect sizes than those for reactions, learning, or behavior criteria.

Accounting for the favorability of the post-training environment in the conduct of a training study and as part of a training evaluation study, should be useful in explaining the manifestation of training-related behaviors in the workplace.

Therefore, it was hypothesized that:

H4: Studies that accounted for the post-training environmental favorability in conjunction with behavioral criteria would report higher effect sizes (that is, be found to be more successful) than studies that do not account for the post-training environment favorability.

Also, it was expected that:

H5: Training programs which were found to be effective in terms of behavioral criteria would also be found to be effective in terms of results criteria, although the number of studies using results criteria was expected to be relatively small.
With respect to the use of different training methods, different methods may influence the effectiveness of training. Certain training methods are more readily suited to providing training related to specific content than are others. It is important to match the content of the training with an appropriate method to achieve effective training. Similarly, the characteristics of the skills and tasks to be trained are also factors that could potentially influence the effectiveness of training. It is probable that the nature of skills and tasks to be trained will influence the effectiveness of training.

Thus, it was hypothesized that:

H6: A given training method would report a larger effect size when used to train certain skills and tasks than when used to train others.

In addition, issues related to the existence of ATI and the impact of methodological rigor on training effectiveness were examined in this study. Although no formal directional hypotheses were postulated for trainee characteristics (ATI) and methodological rigor, these variables were examined from an exploratory perspective. That is, it was hoped that evidence from the meta-analysis might contribute to the resolution of the debates and the divergence in the primary studies related to these variables.
METHOD

Literature Search

The present study reviewed the published training and development literature from 1960 to 1993. This time frame was chosen because it encompasses a rather comprehensive training evaluation literature where technological and methodological advances impacted the development, delivery, and evaluation of training. In particular, the period from 1980 to 1993 is marked by improvements in needs assessment methods, increased technological sophistication in training methodologies, and the use of more comprehensive training evaluation techniques and statistical approaches. The increased focus on quantitative methods for the measurement of training effectiveness is critical for a quantitative review such as the one accomplished in this study. However, similar to past training and development reviews (e.g., Latham, 1988; Tannenbaum & Yukl, 1991; Wexley, 1984), the present only included the practitioner-oriented literature if those studies met the criteria for inclusion as outlined below. The present study, therefore, used scientific studies published in journals and books/book chapters which were related to the evaluation of an organizational training program or those which measured some aspect of training effectiveness.

An extensive literature search was conducted to identify empirical studies that involved an evaluation of a training program or measured some aspects of training effectiveness. This search process started with a search of nine (9) computer databases (Defense Technical Information Center [DTIC], Econlit, Educational Research Information Center [ERIC], Government Printing Office [GPO], National Technical Information Service [NTIS], PsychLit, Social Citations Index [SSCI], Sociofile and Wilson) using the following key words: training effectiveness, training evaluation, training needs assessment, training efficiency, and training transfer. The electronic search was supplemented with a manual search of the reference lists from the past qualitative reviews of the training literature (e.g., Campbell, 1971; Goldstein, 1980; Latham, 1988; Tannenbaum & Yukl, 1992; Wexley, 1984). Approximately 3600 citations were obtained as a result of this initial search. A review of the abstracts of these citations for appropriate content (i.e., empirical studies that actually evaluated a training program or measured some aspect of training effectiveness), along with a decision to retain only English language articles, narrowed the list down to 342 articles. In addition, the reference lists of these articles were reviewed. As a result of these efforts, an additional 253 articles were identified, resulting in a total of 595 articles. This total represents all identified articles. As such, it includes articles representing all types of training programs (e.g., clinical, educational, organizational and rater). Each article was then reviewed and considered for inclusion in the meta-analysis. The sources of
the reviewed articles were as follows: journal articles (97%), books/book chapters (2%), and peer-reviewed conference papers and presentations (1%).

Study (Datapoint) Inclusion Criteria

A number of decision rules were used to determine which studies would be included or retained for the meta-analysis. First, to be included in a meta-analysis, a study must have investigated the effectiveness of a training program or conducted an empirical evaluation of a training method or approach. Studies that reported empirical data on effectiveness or efficiency of a program using single or multiple criteria or measures were also included. Second, studies evaluating the effectiveness of rater training programs were excluded. These studies were excluded because they were considered to be qualitatively different from the more traditional organizational training study or program. Specifically, rater training was not considered to be an intervention that impacts "organizational-related" tasks or activities. Third, to be included, studies had to report sample sizes along with other pertinent (and descriptive) information. This information included statistics that allowed for the computation of a $d$ statistic (e.g., group means and standard deviations). For studies that reported statistics such as correlations, univariate $F$, $t$, $\chi^2$, etc., these were converted to $d$s using the appropriate conversion formulas (see Glass et al., 1981; Hunter & Schmidt, 1990; Wolf, 1986). For studies that contained incomplete data required for the meta-analysis, an attempt was made to contact the primary authors to obtain the additional information.

Data Set

Non-independence. As a result of the inclusion criteria an initial data set of 1219 data points ($d$s) from 177 articles was obtained. However, many of the data points were non-independent. Effect sizes or data points are non-independent if they are computed from data collected on a single group of subjects. Decisions about non-independence have to also take into account whether the effect sizes represent the same variable/construct or not. The effect of non-independence is to reduce the observed variability of the effect sizes. Thus under these conditions, interpretations of the homogeneity of effect sizes (e.g., chi-square tests) must be made very cautiously. Another effect of non-independence is to artificially inflate sample sizes and effects beyond the number of independent data points. Although this may increase the power of the meta-analysis, it becomes difficult to determine the amount of error in the statistics describing the data points. A final effect of non-independence is to over weight the contribution (either positively or negatively) of the studies/articles contributing multiple non-independent data points.
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Consequently, to address these problems, when data points are non-independent, the accepted practice is to aggregate them by finding the average. Implementing this practice resulted in 474 independent data points from the 177 articles.

Identifying Outlier Data Points. Huffcutt and Arthur's (1995) sample-adjusted meta-analytic deviancy (SAMD) statistic was next computed for each data point to detect outliers. In Huffcutt and Arthur's (1995) procedure, outliers or extreme data points are identified using a scree plot (Dillon & Goldstein, 1984; Loehlin, 1987) to set a cut-off (the scree) above which data points are considered to be outliers. Specifically, the absolute values of the SAMD statistics are rank ordered from the highest to the lowest and plotted. SAMD values which rise above the flat gradual slopes are identified as potential outliers and investigated.

The SAMD statistics were computed for each data point. Across all 474 ds, the mean SAMD value was .0666 (SD = 3.032). The resulting SAMD scree plot is presented in Figure 2.

**FIGURE 2**
*Scree Plot of Absolute SAMD Values for Each Data Point*

As this chart presents, the first eight data points appear to rise above the flat portion of the plot and thus were identified as outliers. The cut-off value was 8.445 with absolute SAMD values ranging from 8.445 to 29.154 for the eight ds. These eight ds constituted 1.69% of the
474 ds in the data set. Table 3 presents the absolute \( d \) and absolute SAMD values for each of the eight outlier data points.

### TABLE 3

**Absolute \( d \) and SAMD Values for Each Outlier Data Point**

<table>
<thead>
<tr>
<th>Data Point</th>
<th>Absolute ( d )</th>
<th>Absolute SAMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.514</td>
<td>29.154</td>
</tr>
<tr>
<td>2</td>
<td>4.533</td>
<td>16.407</td>
</tr>
<tr>
<td>3</td>
<td>4.150</td>
<td>15.305</td>
</tr>
<tr>
<td>4</td>
<td>5.253</td>
<td>14.492</td>
</tr>
<tr>
<td>5</td>
<td>3.868</td>
<td>13.563</td>
</tr>
<tr>
<td>6</td>
<td>3.618</td>
<td>12.451</td>
</tr>
<tr>
<td>7</td>
<td>4.259</td>
<td>10.667</td>
</tr>
<tr>
<td>8</td>
<td>3.232</td>
<td>8.445</td>
</tr>
</tbody>
</table>

Dropping the eight outliers resulted in a final data set of 466 independent ds. The sources of these data points were as follows; journal articles (99.8%) and books/book chapters (.2%). A reference list of articles included in the final data set for this meta-analysis is provided in Appendix A.

**General Coding Procedures**

Each article was coded for basic information. This information included identifying and recording the descriptive (e.g., mean and standard deviation) and inferential statistics (e.g., \( F \), or \( t \)-tests) the source of the study (e.g., journal article, book/book chapter, conference paper/presentation, or technical report), and the study type (e.g., basic/laboratory study or applied/real world/field study).

Empirical studies were coded with respect to the variables outlined in conceptual framework previously discussed. Detailed descriptions of the coding procedure used for each variable are provided in a subsequent portion of this section. The actual coding data sheet which accompanied each study is included as Appendix B. Each study was coded in terms of the method used to deliver training. In addition, the effectiveness measure used in each study was coded. Studies were also coded into categories related to the quality of implementation, type of task or job content being trained, presence or absence of ATI, study design or methodological rigor of the reported study, and the presence of indicators of post-training environmental favorability.
**Description of Variables**

This section presents a description of the variables that were coded for the meta-analysis.

**Implementation Quality.** Implementation quality was coded as the extent to which a systematic needs assessment was conducted and reported in each study as part of the training development activity. Separate codes for each of the three aspects of a needs assessment (e.g., organization, task, and person analysis) were assigned. A code of 1 was assigned if the particular aspect of needs analysis was addressed, 0 otherwise. Therefore, the maximum study implementation quality "score" that could be obtained would be 3, indicating the reported presence and use of all these aspects of needs assessment.

**Training Method.** Each of the training methods used in each study was coded. In addition, if a training method was used in the study that was not in the list of methods provided, that method was coded in the "Other" space on the coding sheet. A method was coded 1 if it was the method used to deliver training in the study, 0 if that method was not used.

**Skill/Task Characteristics.** The training content which was the focus of each identified study was coded. For example, if the focus of the training program was to train psychomotor skills and tasks, then the psychomotor characteristic received a 1 while the other characteristics (e.g., cognitive, interpersonal, or other) were coded as 0's. Again, the purpose of the coding was to assign a unique code to each of the characteristics.

**Trainee Characteristics.** Coding for trainee characteristics was done at two levels. Initially, each study was coded in terms of whether it addressed, or failed to address trainee differences as defined in the ATI literature. Studies that accounted for trainee differences were assigned a 1 while studies that did not consider ATI received a 0 code. For those that did address ATI, a second level of coding was conducted to identify the specific trainee characteristic(s) that were considered and addressed in the study. Again, the coding scheme was such that each characteristic would receive a unique code. The list of coded characteristics included the following: education, aptitude, experience, motivation, self-efficacy, personality, locus-of-control, cognitive ability, psychomotor ability, gender, ethnicity, age, SES, and other. In some cases, more than one characteristic was identified. In these instances, each characteristic was identified and coded.

**Study Design/Methodological Rigor.** The level of rigor or quality associated with each study was assessed using the methodological rigor scale outlined in Terpstra (1981). Terpstra (1981) developed and has applied this scale to evaluate and rate the design/methodological rigor of research studies. The scale proposed by Terpstra (1981) includes the following ratings which were assigned to each study in the meta analysis: (1) Sampling strategy - if a probabilistic
sampling strategy (e.g., stratified, cluster, random) was reported, the study received a 1, else 0; (2) Representative sample size - \( N \geq 30 = 1, N \leq 30 = 0 \); (3) Presence of control group; (4) Random assignment to conditions - 1 if one or both were present, else 0; (5) Pretest/posttest design - 1 = yes, 0 = no; (6) Cutoff for significance - \( \alpha \leq .05 \) or less = 1, else = 0.

In addition, the three items identified by Woodman and Wayne (1985) were also included and coded in the present study. These three items were (7) a reported reliability coefficient \( \geq .60 \) for the dependent variable and/or some indication of the validity of the dependent variable - 1 if reported, 0 if not reported; (8) objective criteria for dependent variables (e.g., results criteria reported) - 1 if reported, 0 if not reported; and (9) use of a multivariate analysis procedure - 1 if reported, 0 if not reported.

Studies were coded for methodological rigor using these 9 criteria to obtain a total methodological grade or score for each study (Barrick & Alexander, 1987; Roberts & Robertson, 1992; Terpstra, 1981; Woodman & Wayne, 1985). This grade or score was used as the indicator of study design/methodological quality in this meta-analysis. The maximum grade obtainable was 9. A grade or score of 9 would indicate the presence of all methodological rigor criteria. However, no studies coded for this meta-analysis obtained the maximum grade or score.

**Evaluation Criteria.** Evaluation criteria types which were used in each study were coded as 1 if used or 0 if not used.

**Environmental Favorability.** Environmental favorability has been discussed in this report as potentially impacting the measurement of criteria used to evaluate training effectiveness. With this in mind, studies that accounted for environmental constraints and addressed these within the training program were coded for inclusion in the following manner. Environmental favorability has been discussed in the literature as being composed of two major dimensions, a task dimension and a social dimension. Thus, coding for environmental favorability was done at two levels. First, each study was coded to indicate whether it considered and assessed any post-training environmental variables. Those studies which addressed post-training environmental characteristics in the conduct of the training program received a 1, while those that did not received a 0. For those studies that received a 1, a second level of coding was conducted. Coding was accomplished for both task and social dimensions of favorability where applicable. This included separate coding for reported indices of the task dimension (e.g., availability of tools/equipment, availability of supplies, familiarity with task, availability of monetary resources, time to perform, post-training environment working conditions, or an other category) and for reported measures of the social dimension of favorability (e.g., top management support, supervisory support, peer support, subordinate support, opportunities to perform, feedback,
reinforcement, and an "other" category). Unique codes for each indicator or measure used, and the mean reported rating derived from each measure were recorded.

However, this particular variable was not analyzed in the meta-analysis. This was because the dataset did not contain any studies reporting the consideration of environmental favorability. The assessment of the favorability of the post-training environment is a relatively recent issue. As such, no studies were available to code. It is expected that future empirical studies will report assessments of the post-training environment.

Coding Procedures and Interrater Agreement

The present study used procedures developed and tested in another meta-analysis (see Arthur, Bennett, Stanush, & McNelly, 1995b) to train coders. These procedures were also used to assess the accuracy and degree of agreement between the author and an industrial/organizational psychology graduate student who also coded the studies. The first author of the present study and graduate student will subsequently be referred to as the "coders."

The coder training process and implementation were as follows. First, each coder used procedures outlined in the Coder Training Manual and Reference Guide for Conducting Meta-Analysis (Arthur & Bennett, 1994) to code a single article prior to any formal training. Next, the coders met to discuss problems encountered in using the guide and the coding sheet, and to make changes to the guide and/or the coding sheet as required. The coders were each assigned 5 articles to code. After coding these 5 articles, a second coder meeting was held and the degree of convergence between the two coders was assessed. Discrepancies and disagreements related to the coding of the 5 articles were resolved using a consensus discussion.

After this second meeting, the coders coded a common set of 20 articles which were used to assess the degree of interrater agreement. The level of agreement obtained for the primary meta-analysis variables is presented in Table 4. As these results indicate, the level of agreement was generally high with a mean overall agreement of 90.83% ($SD = 3.37$).


d | 85
---|---
N | 85

Evaluation Criteria
- Reaction | 100
- Learning | 100
- Behavior | 90
- Results | 100

Training Method | 90

Trainee Characteristics | 85

Skill/Task Characteristic(s)
- Psychomotor | 90
- Cognitive | 90
- Interpersonal | 80

Implementation Quality Total Score | 95

Methodological Rigor Total Score | 90

OVERALL | 90.83

Calculated the Effect Size Statistic

In meta-analysis, cumulating the effects across studies requires that outcomes from all studies be converted to a common metric (Hunter & Schmidt, 1990). The present study used the effect size statistic \(d\) as the common metric. The effect size, or \(d\) statistic, provides a measure of the strength of a treatment or independent variable (e.g., different training methods). The effect size statistic, \(d\), represents the observed difference between the experimental and the control group in standard deviation units (Cohen, 1990). A positive \(d\) value indicates that the experimental group performed better than the control group on the dependent variable. Conversely, a negative \(d\) value indicates that the control group performed better than the experimental group and a zero \(d\) value indicates no difference between the groups. As shown in Formula 1, the \(d\) statistic is calculated as the difference between the means of the experimental \((M_E)\) and control groups \((M_C)\) divided by a measure of the variation (Cohen, 1988; Glass, 1976; Glass et al., 1981; Hunter & Schmidt, 1990).
The measure of variation used in the present study, $S_w$, was the pooled, within-group standard deviation (see Hunter & Schmidt, 1990, p. 271).

$$d = \frac{M_E - M_C}{S_w}$$  \hspace{1cm} (1)

Although Formula 1 calls for the means of "experimental" and "control" groups, many training evaluation studies report other statistics (e.g., correlations, $t$ statistics, or univariate two-group $F$ statistics). For these studies, which constituted approximately 40% of the total data points, the appropriate conversion formulas were used to convert them to $d$s (Glass et al., 1981; Hunter & Schmidt, 1990; Wolf, 1986). For studies that reported actual means and standard deviations of the experimental (trained) and control (untrained) groups, $d$ effect sizes were calculated directly using these statistics. These studies constituted 60% of the total data points.

Analyses

Cumulating/Aggregating Effect Sizes Across Studies. Using Arthur, Bennett, and Huffcutt's (1995a; Huffcutt, Arthur, & Bennett, 1993) SAS PROC MEANS meta-analysis program, a mean sample-weighted effect size ($d$) was calculated for each level of the independent variables using Formula 2 below:

$$d = \frac{\sum d_i N_i}{N_T}$$  \hspace{1cm} (2)

where $d$ is the mean effect size; $d_i$ is the effect size for each study; $N_i$ is the sample size for each study; and $N_T$ is the total sample size across all studies. Sample weighting assigns studies with larger sample sizes more weight and reduces the effect of sampling error since sampling error generally decreases as the sample size increases (Hunter & Schmidt, 1990).

As previously indicated, the $d$ statistic is a standard deviation metric used to express the difference between treatment and control groups, typically in experimental studies. There may be instances where the sample sizes are very uneven due to subject attrition or other factors. In these situations, Hunter and Schmidt (1990) recommend "correcting" the mean $d$ ($d$) for the attenuating effect of unequal sample sizes. This is accomplished using a bias multiplier, denoted as "A", which is calculated as (Hunter & Schmidt, 1990, p. 281-283; 289):

$$A = 1 + (.75 / \bar{N} - 3))$$  \hspace{1cm} (3)
It should be noted that for sample sizes of 100 or larger, the bias multiplier will differ only trivially from 1.00. The corrected mean \( \bar{d} \) and the standard deviation of the population effect sizes \( (SD\delta) \) are then obtained by dividing the mean \( d \) and standard deviation by the bias multiplier as presented in Formula 4 and Formula 5 below:

\[
\delta = \frac{\bar{d}}{A} \quad (4)
\]

\[
SD\delta = \frac{Var(\delta)^{1/2}}{A} \quad (5)
\]

where \( Var(\delta) \) is the population variance.

**Moderator Analysis.** Next, for the assessment of each factor hypothesized to influence training effectiveness, studies were categorized into separate subsets according to the specified level of the factor. An overall, as well as a subset mean effect size, were calculated for each factor. In terms of meta-analysis, an influencing variable, or moderator, is defined as any variable that, by its inclusion in the analysis, accounts for, or adds to the explained variance of the analysis. This is somewhat different from the use of the term "moderator" in multiple regression. In multiple regression, a moderator is a variable that, while having a negligible correlation with a criterion, interacts with another variable in the prediction model so as to enhance the predictability of a criterion variable (Cohen & Cohen, 1983). Thus, in meta-analysis, an influencing (or moderator) variable or factor is identified if (a) the effect size variance is lower in the subsets than for the factor as a whole; and/or (b) the average effect size varies from subset to subset. In brief, if large differences are found between subsets of a given factor, then the factor can be considered to be a moderator variable.

In addition, the correlation approach to the search for moderator variables was used in several instances. In this approach, correlations between sample-weighted \( ds \) and the hypothesized moderator variables were computed and interpreted.
RESULTS

Overall Training Effectiveness

One of the primary goals of this study was to examine the effectiveness of organizational training. It was hypothesized (hypothesis 1) that there would be a positive overall effect size for training. However, this effect size was expected to be fairly small. The results from the overall assessment of training are presented in Table 5. To generate the overall, sample-weighted $d$, individual study $d$s for each of the 466 individual data points were aggregated. As presented in Table 5, the overall sample-weighted, corrected $d$ ($\delta$) across the 466 data points was .751. This result indicates that training is effective, although the magnitude of the $d$ is not "fairly small" as hypothesized, but rather large (Cohen, 1992).

The standard deviation of the corrected overall $d$ ($SD\delta = .540$) is large enough to suggest the presence and operation of potential moderator variables (Hunter & Schmidt, 1990). Therefore, as hypothesized, there are likely to be a number of factors that potentially moderate the effectiveness of training.

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>Meta-Analysis Results for Overall Training Effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE</td>
<td>Total sample size</td>
</tr>
<tr>
<td>Factor</td>
<td>$d$</td>
</tr>
<tr>
<td>Overall</td>
<td>47605</td>
</tr>
</tbody>
</table>

NOTE: TE = training effectiveness; mean $d$ = sample-weighted $d$; $\delta$ = corrected mean $d$; $SD\delta$ = standard deviation of the corrected mean $d$. The confidence interval is used to assess the accuracy of the estimate of the mean effect size ($\delta$). Specifically, it estimates the extent to which sampling error remains in the sample-weighted effect size.

Moderator Analyses

In order to examine the influence of potential moderators, separate meta-analyses were run for each subset of these variables. As previously discussed, a moderator variable or factor is identified if (a) the effect size variance is lower in the subsets than in the factor as a whole; and/or (b) the average effect-size varies from subset to subset. In other words, if large differences are found between subsets of a given factor and the overall effect-size, then that factor can be considered to be a moderator variable. Consequently, each subset of hypothesized moderator variables was examined.

One hypothesized potential moderator was the quality of the implementation process (hypothesis 2). This was based on the premise that a systematic needs assessment should provide a mechanism whereby the questions essential to successful training programs can be identified.
and addressed. Assessing the training needs of the organization in terms of identifying job requirements to be trained, who needs the training, and the kind of training to be delivered should result in more effective training programs. Therefore, studies which reported any of the three needs assessment activities as part of the training development or implementation process (e.g., person, task, and organizational analysis) were seen as being of higher quality in terms of their implementation than those that did not report any needs assessment activities.

**Implementation Quality.** It was hypothesized that studies that were of higher implementation quality, as measured by reported needs assessment activities, would report larger effect sizes than those studies that did not. Table 6 presents the meta-analysis results for implementation quality. In order to assess the overall impact of any needs assessment activities, an overall sample-weighted, corrected $d$ across the 32 studies that reported one or more needs assessment activities was computed.

**TABLE 6**

| METADATA RESULTS FOR IMPLEMENTATION QUALITY |
|-------------------------------|------------------|----------------|-----------------|------------------|-----------------|------------------|
| TE Factor | Total sample size | Number of data points | Corrected Statistics | Mean $d$ | $\delta$ | SD$\delta$ | Min $d$ | Max $d$ | % Variance due to sampling error | 95% confidence intervals |
| Overall TE | 47605 | 466 | .757 | .751 | .540 | -1.613 | 5.090 | 12.630 | .307 | 1.810 |
| Overall IQ | 1292 | 32 | .803 | .787 | .419 | .050 | 3.560 | 38.164 | .034 | 1.608 |
| IQ Level | | | | | | | | | | |
| 0 | 46313 | 434 | .755 | .750 | .543 | -1.613 | 5.090 | 12.036 | .314 | 1.815 |
| 1 | 965 | 19 | .745 | .733 | .412 | .050 | 3.560 | 33.356 | .075 | 1.541 |
| 2 | 327 | 13 | .974 | .942 | .385 | .210 | 1.949 | 55.059 | .188 | 1.696 |

**NOTE:** The range of possible Implementation Quality (IQ) scores is 0 - 3. The "0" category is provided to show the number of studies that did not report any Implementation Quality information or activity. No study reported all 3 activities.

As presented in Table 6, the corrected $d$ for studies reporting any needs assessment activities is larger ($\delta = .787$) than for those studies that did not ($\delta = .750$). In addition, the overall $d$ for implementation quality is somewhat higher than the overall $d$ reported for all training effectiveness studies. It is important to note that the studies reporting any needs assessment activities represented a fairly small percentage (6.87%) of all the studies in this meta-analysis. Table 6 also presents a breakdown of implementation quality scores and associated corrected $d$s for each level of IQ. As shown, there is a substantial increase in the corrected $d$ for studies reporting two needs assessment activities over those reporting only one ($\delta = .942$ and $.733$ respectively). In addition, the reduction in the standard deviations across the subsets (that is, for studies reporting one or two needs assessment activities; $SD\delta = .412$ and $.385$ respectively)
supports the hypothesis that implementation quality is a moderator of training effectiveness. These results generally support the contention that conducting needs assessment activities will help improve the reported effectiveness of training. Specifically, the observed effectiveness of training appears to increase as the implementation quality also increases.

Evaluation Criteria. Hypothesis 3 postulated that as the criteria used for evaluating the training program became more distal (e.g., reactions versus results), the magnitude of the average, sample-weighted, corrected $d$ ($\delta$) would decrease accordingly. Specifically, it was hypothesized that training studies that used reaction measures would have larger overall $d$s than those that used other, more distal, criteria such as learning, behavior, and results. In addition, training studies that used learning criteria as measures of effectiveness, would have larger overall $d$s than those that used either behavior or results criteria. Furthermore, training studies that used behavioral criteria would have smaller overall $d$s than those that used either learning or reaction criteria. Further, training studies that used results criteria would report smaller effect sizes than those that used behavioral, learning, or reaction criteria. It was also hypothesized (hypothesis 5) that training studies which were found to be effective in terms of behavioral criteria would be found to be effective in terms of results criteria, although the number of studies reporting the use of both behavior and results criteria was expected to be small. Table 7 presents the meta-analysis results for the criteria used to evaluate training.

The results presented in Table 7 did not support hypothesis 3. The fully corrected $d(\delta)$ was expected to become smaller as the level of measurement moved from reactions to learning to behavior to results. However, as shown in Table 7, the magnitude of the corrected $d$ is quite similar for reactions, learning, and behavior ($\delta = .636; \delta = .649; \delta = .624$ respectively). In addition, the magnitude of the corrected $d$ for results criteria is substantially larger ($\delta = 1.207$) than it is for any of the other "levels" of criteria. One explanation for the markedly higher corrected $d$ for results criteria is that these criteria are typically measures of organizational effectiveness (e.g., market share, turnover, absenteeism, productivity, profitability). As such, the impact of a training program may, or may not, be related to change observed with results criteria. In other words, the magnitude of change in the results criteria may have little or nothing to do with the training intervention or changes in individual worker behaviors. Given the more macro level of measurement associated with results criteria, it is reasonable to expect that the magnitude of change in these criteria might be quite large, but possibly minimally related to a previous training program.
### TABLE 7

*Meta-Analysis Results for Training Effectiveness Levels of Criteria*

<table>
<thead>
<tr>
<th>TE Factor</th>
<th>Total Sample Size</th>
<th>Number of Data Points</th>
<th>Corrected Statistics</th>
<th>Min</th>
<th>Max</th>
<th>% Variance due to Sampling Error</th>
<th>95% Confidence Intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall TE</td>
<td>47605</td>
<td>466</td>
<td></td>
<td>.757</td>
<td>.751</td>
<td>.540</td>
<td>12.630</td>
</tr>
<tr>
<td>% Variance due to sampling error</td>
<td>.307</td>
<td>1.810</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;Level&quot; of Criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactions</td>
<td>660</td>
<td>11</td>
<td>d</td>
<td>.644</td>
<td>.636</td>
<td>.311</td>
<td>1.860</td>
</tr>
<tr>
<td>Learning</td>
<td>21973</td>
<td>290</td>
<td>d</td>
<td>.656</td>
<td>.649</td>
<td>.634</td>
<td>42.241</td>
</tr>
<tr>
<td>Behavior</td>
<td>15527</td>
<td>132</td>
<td>d</td>
<td>.628</td>
<td>.624</td>
<td>.287</td>
<td>12.223</td>
</tr>
<tr>
<td>Results</td>
<td>9445</td>
<td>33</td>
<td>d</td>
<td>1.211</td>
<td>1.207</td>
<td>.370</td>
<td>10.824</td>
</tr>
</tbody>
</table>

For most of the levels of criteria shown in Table 7, there is a reduction in the $SD\delta$ (e.g., for reactions, behavior, and results). This reduction in the $SD\delta$ does support the assertion that level of criteria is a moderator of training effectiveness. However, the variation of the $d$ from subset to subset does not appear to be systematic. That is, there does not appear to be a pattern of either increasing or decreasing variation as a function of criterion level.

To further explore hypothesis 3, each level of criteria was assigned a code related to the proximal or distal nature of the criteria with training. Thus, reaction criteria were assigned a code of "1", learning criteria were assigned a code of "2", behavior criteria were assigned a code of "3", and results criteria, as the most distal criteria for training effectiveness, were assigned a code of "4". A correlation of the observed $d$ and its assigned code was computed. The resulting correlation, $r = -.1213 (466), p < .01$, although small, lends support to the proposed relationship between the proximal or distal nature of the criteria and the effectiveness of the training program. However, the correlational finding is somewhat contradictory to the findings presented in Table 7. One explanation for the negative correlation could be related to the actual variability associated with the minimum and maximum effect sizes observed for each level of criteria. In other words, although the overall, observed sample-weighted $d$ for each level of criteria appear highly similar, the variability amongst the criteria within a level is greater than might be suggested by merely examining the overall observed $d$ for each level of criteria.

**Environmental Favorability.** It was originally hypothesized (hypothesis 4) that training studies which accounted for the favorability of the post-training environment, in conjunction with behavioral criteria, would report higher effect sizes than studies that did not account for the post-
training environment. Although a limited number of studies discussed the impact of such things as supervisor support or opportunities to perform trained tasks, they did not provide sufficient information for appropriate coding. Therefore, this hypothesis could not be tested.

With respect to levels of criteria, it was also hypothesized (hypothesis 5), that studies that were found to be effective in terms of behavioral criteria would also be found to be effective in terms of results criteria. As hypothesized, the correlation of behavior and results criteria was positive, \( r = .254 \) (18), \( p = .309 \). The magnitude of the correlation is not surprising given the previous discussion of the nature of results criteria. Typically, behavioral criteria are related to measurement of some aspect of work performance. However, as previously discussed, the molar nature of typical results criteria reduces their sensitivity to change in actual work behaviors brought about by the training. To ensure that change at one level of criteria is manifest in observable change at subsequent levels, quantitative linkages of the criteria to one another must be established before the training begins. It is also important to note that the obtained correlation between behavior and results criteria is based on the small number of studies where the measurement of behavior and results was reported (\( k = 18 \)). In fact, the number of studies actually reporting the measurement of any two or more levels of criteria was quite small (\( k = 20 \)). This finding is consistent with other recent levels of criteria research (e.g., Alliger & Janak, 1989; Alliger, Tannenbaum, & Bennett, 1995).

**Training Methods and Skill/Task Characteristics.** Hypothesis 6 postulated that different training methods would be more or less effective as a function of the content to be trained. Certain training methods are more readily suited to providing training related to specific content than are others. It is important to match the content of the training with an appropriate method to achieve effective training. Similarly, the characteristics of the skills and tasks to be trained are also factors that could potentially influence the effectiveness of training. Prior to exploring the relationship of training methods and skill and task characteristics, the overall effectiveness of training by training method and by skill and task characteristics was examined. Table 8 presents the overall results for each training method. For convenience and ease of explanation, these techniques have been summarized into the two broad categories described in the literature review: (a) on-site methods, and (b) off-site methods (Wexley & Latham, 1991). Note that not all training methods discussed in the literature review are presented in Table 8; a given training method must have had at least four data points to be included.

With respect to training methods, the results presented in Table 8 indicate that the choice of training method is a potential moderator of the effectiveness of training. This is evidenced by the fact that the effect size standard deviation is lower in the majority of the subsets than in for overall training effectiveness and the average effect-size varies substantially.
from subset to subset. The corrected, sample-weighted $d$s range from 1.074 ($SD\delta = .425$) for job aids to .391 ($SD\delta = .180$) for equipment simulators. However, in most cases, the standard deviations are large enough to suggest that there might be additional moderators present.

**TABLE 8**

<table>
<thead>
<tr>
<th>Table 8: Meta-Analysis Results for Overall Training Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total sample size</strong></td>
</tr>
<tr>
<td><strong>Number of data points</strong></td>
</tr>
<tr>
<td><strong>Mean</strong></td>
</tr>
<tr>
<td><strong>$d$</strong></td>
</tr>
<tr>
<td><strong>Min $d$</strong></td>
</tr>
<tr>
<td><strong>Max $d$</strong></td>
</tr>
<tr>
<td><strong>% Variance due to sampling error</strong></td>
</tr>
<tr>
<td><strong>95% confidence intervals</strong></td>
</tr>
<tr>
<td><strong>Lower bound</strong></td>
</tr>
</tbody>
</table>

**On-Site Methods**

| **Orient** | 444 | 4 | .401 |
| **Job Aids** | 277 | 10 | 1.107 |

**Off-Site Methods**

| **Lecture** | 31689 | 249 | .855 |
| **A/V** | 7691 | 126 | .694 |
| **PI** | 3578 | 40 | .676 |
| **Discuss** | 16316 | 243 | .512 |
| **CAI** | 4923 | 42 | .444 |
| **Eq Sim** | 1688 | 20 | .394 |
| **Self-T** | 4091 | 39 | .450 |

**NOTE:** Orient = orientation; A/V = audio/visual; PI = programmed instruction; CAI = computer-assisted instruction; Discuss = Discussion; Eq Sim = equipment simulators; Self-T = self-taught.

The results presented in this table provide considerable information about the overall effectiveness of the various methods. Moreover, this information can be used to actually rank-order the methods in terms of their overall effectiveness. This rank-ordering capability is an important contribution as training developers have typically had to rely on subjective judgments of the potential effectiveness of different methods, in the absence of empirical data. As hypothesized, however, information related to the overall effectiveness of the different methods, does not provide any information about the specific skills and tasks for which a particular method is most appropriate.

Table 9 presents the results for each of the skill and task characteristics. The general classification scheme used in the present study for both skills and tasks includes psychomotor, cognitive, and interpersonal categories (Farina & Wheaton, 1973; Fleishman & Quaintance, 1984; Goldstein, 1993).

Cognitive skills and tasks are related to the thinking, idea generation, understanding, or knowledge requirements of the job. Training which has focused on these skills and tasks was
found to be the most effective ($\delta = .831$). In addition, the corrected, sample-weighted $d$ for cognitive skills and tasks was larger than the overall $d$ for training. Psychomotor skills and tasks include the behavioral activities associated with a job. These skills and tasks are related to the hands-on or "doing" parts of the job. Training which has focused on these tasks was also found to be effective ($\delta = .639$), although the number of data points was fairly low ($k = 71$).

**TABLE 9**

*Overall Meta-Analysis Results By Skill/Task Characteristics*

<table>
<thead>
<tr>
<th>Skill/Task Characteristic</th>
<th>Total TE sample size</th>
<th>Number of data points</th>
<th>Corrected Statistics Mean $\delta$</th>
<th>$\delta$ $SD\delta$</th>
<th>Min $d$</th>
<th>Max $d$</th>
<th>% Variance due to sampling error</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>47605</td>
<td>466</td>
<td>.757</td>
<td>.540</td>
<td>-1.613</td>
<td>5.090</td>
<td>12.630</td>
<td>.307</td>
<td>1.410</td>
</tr>
<tr>
<td>Cognitive</td>
<td>34012</td>
<td>241</td>
<td>.835</td>
<td>.519</td>
<td>-1.613</td>
<td>5.090</td>
<td>10.282</td>
<td>.187</td>
<td>1.849</td>
</tr>
<tr>
<td>P-motor</td>
<td>4278</td>
<td>71</td>
<td>.648</td>
<td>.401</td>
<td>-.324</td>
<td>2.670</td>
<td>30.427</td>
<td>.147</td>
<td>1.426</td>
</tr>
<tr>
<td>Inter-p</td>
<td>9229</td>
<td>150</td>
<td>.513</td>
<td>.586</td>
<td>-.699</td>
<td>4.351</td>
<td>16.470</td>
<td>.642</td>
<td>1.655</td>
</tr>
</tbody>
</table>

*NOTE:* P-motor = psychomotor; Inter-p = interpersonal.

Finally, interpersonal skills and tasks are those which are related to interacting with others in a workgroup or with clients and customers. Training which focused on these skills and tasks was found to be the least effective ($\delta = .506$), although this effect size is still reasonably large. However, there is sufficient variability in the corrected, sample-weighted $d$ for cognitive, psychomotor, and interpersonal characteristics (e.g., $SD\delta = .519$; $SD\delta = .401$; and $SD\delta = .586$, respectively) to suggest additional moderators as hypothesized.

Hypothesis 6 postulated that the match between training methods and skill and task characteristics would moderate the effectiveness of training. It is important to match the content of the training with an appropriate method to achieve effective training. Similarly, the characteristics of the skills and tasks to be trained are also factors that could potentially influence the effectiveness of training. It is probable that the nature of skills and tasks to be trained will influence the effectiveness of training. Table 10 provides results related to the effectiveness of different training methods for training different skill/task characteristics. Again, not every training method which was discussed in the literature review is shown in the table. This was due to the lack of training studies that utilized each method. The methods and skill/task characteristics identified in Table 10 are those for which there were at least four data points for that method and characteristic.
### TABLE 10
Meta-Analysis Results for Training Method by Skill and Task Characteristics

<table>
<thead>
<tr>
<th>TE Factor</th>
<th>Total sample size</th>
<th>Number of data points</th>
<th>Corrected Statistics</th>
<th>% Variance due to sampling error</th>
<th>95% confidence intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean d</td>
<td>Min d</td>
<td>Max d</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall TE</td>
<td>47605</td>
<td>466</td>
<td>.757</td>
<td>.751</td>
<td>.540</td>
</tr>
<tr>
<td>On-Site Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orient/ Cognitive</td>
<td>444</td>
<td>4</td>
<td>.401</td>
<td>.398</td>
<td>.265</td>
</tr>
<tr>
<td>Job Aid/ P-motor</td>
<td>160</td>
<td>8</td>
<td>.830</td>
<td>.795</td>
<td>.448</td>
</tr>
<tr>
<td>Off-Site Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Lecture</td>
<td>31689</td>
<td>249</td>
<td>.855</td>
<td>.850</td>
<td>.504</td>
</tr>
<tr>
<td>Lecture/ Cognitive</td>
<td>25901</td>
<td>124</td>
<td>.920</td>
<td>.917</td>
<td>.471</td>
</tr>
<tr>
<td>Lecture/ P-motor</td>
<td>2220</td>
<td>23</td>
<td>.483</td>
<td>.479</td>
<td>.281</td>
</tr>
<tr>
<td>Lecture/ Inter-p</td>
<td>4352</td>
<td>99</td>
<td>.661</td>
<td>.649</td>
<td>.622</td>
</tr>
<tr>
<td>Overall A/V</td>
<td>7691</td>
<td>126</td>
<td>.694</td>
<td>.686</td>
<td>.649</td>
</tr>
<tr>
<td>A/V/ Cognitive</td>
<td>3756</td>
<td>58</td>
<td>.758</td>
<td>.749</td>
<td>.724</td>
</tr>
<tr>
<td>A/V/ P-motor</td>
<td>1834</td>
<td>30</td>
<td>.643</td>
<td>.634</td>
<td>.545</td>
</tr>
<tr>
<td>A/V/ Inter-p</td>
<td>2086</td>
<td>78</td>
<td>.625</td>
<td>.617</td>
<td>.581</td>
</tr>
<tr>
<td>TE Factor</td>
<td>Total sample size</td>
<td>Number of data points</td>
<td>Corrected Statistics</td>
<td>% Variance due to sampling error</td>
<td>95% confidence intervals</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------</td>
<td>----------------------</td>
<td>---------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (d)</td>
<td>(\delta)</td>
<td>(SD)</td>
</tr>
<tr>
<td>Overall PI</td>
<td>3578</td>
<td>40</td>
<td>.676</td>
<td>.670</td>
<td>.464</td>
</tr>
<tr>
<td>PI/ Cognitive</td>
<td>3213</td>
<td>31</td>
<td>.637</td>
<td>.633</td>
<td>.467</td>
</tr>
<tr>
<td>PI/ Inter-p</td>
<td>365</td>
<td>9</td>
<td>1.011</td>
<td>.991</td>
<td>.253</td>
</tr>
<tr>
<td>Overall Discuss</td>
<td>16316</td>
<td>243</td>
<td>.512</td>
<td>.508</td>
<td>.583</td>
</tr>
<tr>
<td>Discuss/ Cognitive</td>
<td>5894</td>
<td>92</td>
<td>.568</td>
<td>.561</td>
<td>.647</td>
</tr>
<tr>
<td>Discuss/ P-motor</td>
<td>2603</td>
<td>35</td>
<td>.585</td>
<td>.579</td>
<td>.421</td>
</tr>
<tr>
<td>Discuss/ Inter-p</td>
<td>7763</td>
<td>114</td>
<td>.434</td>
<td>.429</td>
<td>.560</td>
</tr>
<tr>
<td>Overall CAI</td>
<td>4923</td>
<td>42</td>
<td>.444</td>
<td>.441</td>
<td>.413</td>
</tr>
<tr>
<td>CAI/ Cognitive</td>
<td>4773</td>
<td>36</td>
<td>.438</td>
<td>.435</td>
<td>.411</td>
</tr>
<tr>
<td>CAI/ P-motor</td>
<td>150</td>
<td>6</td>
<td>.647</td>
<td>.626</td>
<td>.398</td>
</tr>
<tr>
<td>Overall Eq Sim</td>
<td>1688</td>
<td>20</td>
<td>.394</td>
<td>.391</td>
<td>.180</td>
</tr>
<tr>
<td>Eq Sim/ Cognitive</td>
<td>402</td>
<td>11</td>
<td>.581</td>
<td>.568</td>
<td>0.000</td>
</tr>
<tr>
<td>Eq Sim/ P-motor</td>
<td>1286</td>
<td>8</td>
<td>.336</td>
<td>.335</td>
<td>.195</td>
</tr>
<tr>
<td>Overall Self-T</td>
<td>4091</td>
<td>39</td>
<td>.450</td>
<td>.446</td>
<td>.421</td>
</tr>
<tr>
<td>Self-T/ Cognitive</td>
<td>3824</td>
<td>32</td>
<td>.439</td>
<td>.437</td>
<td>.438</td>
</tr>
<tr>
<td>Self-T/ Inter-p</td>
<td>267</td>
<td>7</td>
<td>.597</td>
<td>.585</td>
<td>0.000</td>
</tr>
</tbody>
</table>

NOTE: Inter-p = interpersonal; P-motor = psychomotor; A/V = audio/visual; PI = programmed instruction; Discuss = discussion; CAI = computer-assisted instruction; Eq Sim = Equipment Simulators; Self-t = self-taught; Orient = orientation. Only methods for which data points were found are included.
The results presented in Table 10 illustrate that different training methods were found to be more effective for training certain skills and tasks than for others. Moreover, the variability in the corrected, sample-weighted $d$s and their respective standard deviations, indicates that the match between a given training method and the skills and tasks to be trained, moderates the effectiveness of training.

The presented results also demonstrate the differential impact of different training methods for different skills and tasks. As mentioned in the literature review, Carroll et al., (1972) asked corporate training directors to rate the relative effectiveness of different training techniques for achieving certain training objectives.

As an example, their study found that lectures were rated as being among the least effective methods for training across all training objectives (Carroll et al., 1972). Lecture results presented in Table 10 would contradict this finding. In addition, the results for the lecture method support the contention that lectures are the most appropriate method for training cognitive skills and tasks (Wexley and Latham, 1991). In fact, the lecture appears to be a relatively effective training method for many of the skill and task characteristics.

As would be expected, the lecture was found to be most effective for cognitive skills and tasks ($\delta = .917, SD\delta = .471$). The lecture was also found to be effective for training interpersonal skills and tasks ($\delta = .850, SD\delta = .504$). This result is not surprising given that many types of focus groups and sensitivity training activities use the lecture as the primary training method. As might be expected, the lecture was found to be relatively less effective for training psychomotor skills and tasks ($\delta = .479, SD\delta = .281$). In cases where the content of the training is psychomotor in nature, there are other training methods which are more ideally suited to training this content.

In terms of on-site methods, only two methods, orientation training and job aids, were found to have sufficient data points to permit their inclusion in the table. According to Wexley and Latham (1991), on-site training methods are those used for providing information and skills to trainees at the work site. The training is conducted within the same physical environment as the actual work to be performed. Orientation training is used to identify and reinforce organizationally "appropriate" behaviors and norms necessary for advancement within the organization (Cascio, 1991). Job aids are materials which are routinely available to the employee in the work setting which help in the conduct of work. Wexley and Latham (1991) have proposed that the on-site methods are used to improve trainee self-awareness, job skills, and motivation. As such, these methods are useful for improving cognitive skills and for enhancing both psychomotor and interpersonal skills in workers.

On-site training method results presented in Table 10 illustrate fairly low effectiveness of orientation training for cognitive skills and tasks. The corrected, sample-weighted $d$ for
orientation training and cognitive skills and tasks was \( \delta = .398 \ (SD\delta = .265) \), however, these results are based on only four studies. As evidenced by the small number of studies using this method, it has not been used as a training method very often. It is likely to have limited applicability for training a broad range of skills and tasks that can be more effectively trained using other methods summarized in the table.

Results for job aids indicate that they were found to be very effective for training psychomotor skills and tasks. This finding is very consistent with the purpose for job aids. They are typically used to provide training and to assist in the performance of job tasks. The corrected, sample-weighted \( d \) for job aids was \( \delta = .795 \ (SD\delta = .448) \).

Off-site methods offer a somewhat different approach to training. Training conducted using these methods is typically accomplished in an environment which is removed from the workplace (Wexley & Latham, 1991). Lectures and audiovisual techniques, for example, train employees by focusing primarily on the cognitive aspects of job skills. These methods, then, would be useful for improving cognitive skills or enhancing psychomotor skills in workers. For cognitive skills, Wexley and Latham (1991) proposed that lectures, audiovisual techniques, programmed instruction, teleconferencing, and corporate classrooms were the appropriate training methods.

Results presented in Table 10 provide some evidence for the appropriateness of these training methods for certain skills and tasks. As previously mentioned, the lecture was shown to be a method with a broad range of applicability for cognitive, interpersonal, and psychomotor skills and tasks. Further, audiovisual methods were also found to be an effective training method for all three skill and task characteristics. For cognitive skills and tasks, audiovisual methods were found to be highly effective \( (\delta = .746, SD\delta = .724) \). Audiovisual methods were also found to be effective for training psychomotor and interpersonal skills and tasks \( (\delta = .634, SD\delta = .545; \text{and } \delta = .617, SD\delta = .581 \text{ respectively}) \).

As proposed by Wexley and Latham (1991), programmed instruction was found to be an effective training method for cognitive skills and tasks \( (\delta = .633, SD\delta = .467) \). However, programmed instruction was found to be highly effective for training interpersonal skills and tasks \( (\delta = .991, SD\delta = .253) \), although these results are based on only 9 data points. While this finding might be seen inconsistent with the purposes for programmed instruction, a number of studies highlighted and discussed by Wexley and Latham (1991) involved the use of this method for training supervisory management principles, such as interacting with employees and customer relations for sales personnel.

For psychomotor skills, Wexley and Latham (1991) proposed that computer-assisted instruction and equipment simulators were the most appropriate methods to use. The results
presented in Table 10 partially support this proposal. Computer-assisted instruction and equipment simulators were found to be somewhat effective methods for training psychomotor skills and tasks. Results for computer-assisted instruction and psychomotor skills and tasks were $\delta = .435$, $SD\delta = .398$. For equipment simulators, the results for psychomotor skills and tasks were somewhat lower than expected. The corrected, sample-weighted $d (\delta)$ was .335 and the $SD\delta$ was .195. Thus, although lower than expected, equipment simulators were found to be marginally effective for training psychomotor skills and tasks. Additionally, both methods were found to be effective for training cognitive skills and tasks. This is not particularly surprising for computer-assisted instruction, as it has been used for classroom training in theory and concepts in several studies. Equipment simulators typically have focused on psychomotor training for specific aspects of job performance. The observed $\delta$ for equipment simulators and cognitive skills and tasks was .568 ($SD\delta = 0.000$). Also, it is important to note that there were more studies where equipment simulators had been used for cognitive training than for psychomotor training.

These results might be explained by examining the nature of equipment simulators. While they typically have high physical fidelity with the actual performance task, they are assumed to have limited use for providing training on the cognitive aspects of the task. However, it may be the case that these techniques are used to form a fundamental link between behaviors and solutions for current problems, as well as provide an opportunity to explore strategic problem solving issues within a specific job performance context. As such, they could focus more on the combined effect of job behaviors and the cognitive processes that might lead to those behaviors.

Finally, two categories of training methods were added for the present study. These additional methods were discussion and self-teaching. Discussion methods are characterized by activities such as focused problem-solving groups or group interactions involving subject-matter experts facilitating a seminar on different aspects of work performance. Self-taught methods are those where the individual trainee is provided with materials for self-study as would be the case with a correspondence course where there is typically no formal instructor. Discussion methods were found to be fairly effective for all three categories of skills and tasks. For cognitive skills and tasks, the observed effect size ($\delta$) for discussion methods was found to be .561 ($SD\delta = .647$); for psychomotor skills and tasks, the observed effect size ($\delta$) was found to be .579 ($SD\delta = .421$); and for interpersonal skills tasks, the observed effect size ($\delta$) was .428 ($SD\delta = .560$). In fact, the observed effect size ($\delta$) for the discussion method was higher for cognitive and psychomotor task than it was for overall discussion. However, the $SD\delta$ actually increased for cognitive skills and decreased for psychomotor skills and tasks.
The self-taught method was found to be somewhat effective for training cognitive and interpersonal skills and tasks. For cognitive skills and tasks, the observed effect size ($\delta$) was $0.437 (SD\delta = 0.438)$ and for interpersonal skills and tasks, $\delta = 0.585 (SD\delta = 0.000)$.

In summary, the results presented in Table 10 support hypothesis 6. The use of different training methods does influence the effectiveness of training. Certain training methods were found to be more ideally suited to providing training related to a specific content domain than are others. However, contrary to past research, the present results indicate that a wider variety of methods may, in fact, be applicable to a broad range of skill and task training. This is an important finding for training developers and planners. As part of the needs assessment process, they are faced with selecting appropriate methods to maximize effectiveness for different content. The process of selecting a training method has typically involved using subjective recommendations from instructional design experts. The results presented in Table 10 provide empirical evidence of the relative effectiveness of different methods for training skill and tasks characteristics. However, it is also important to point out that there is sufficient variability remaining within some of the training types to warrant additional moderator assessments of subcategories of those methods.

**Trainee Characteristics.** With respect to trainee characteristics, the present study attempted to use results from the meta-analysis to contribute to the resolution of the debate and the divergent views related to ATI. That is, are there systematic differences in the reported effect size for studies that considered trainee characteristics in training and those that did not. Table 11 presents the results for the analyses related to the subset of studies that reported accounting for trainee characteristics.

### TABLE 11

**Meta-Analysis Results for Trainee Characteristics**

<table>
<thead>
<tr>
<th>TE Factor</th>
<th>Total sample size</th>
<th>Number of data points</th>
<th>Corrected Statistics</th>
<th>% Variance due to sampling error</th>
<th>95% confidence intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean $d$</td>
<td>$\delta$</td>
<td>$SD\delta$</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td>47605</td>
<td>466</td>
<td>.757</td>
</tr>
<tr>
<td>No ATI</td>
<td>45671</td>
<td>426</td>
<td>.764</td>
<td>.759</td>
<td>.542</td>
</tr>
<tr>
<td>ATI</td>
<td>1934</td>
<td>40</td>
<td>.584</td>
<td>.574</td>
<td>.457</td>
</tr>
</tbody>
</table>

**NOTE:** ATI = aptitude treatment interaction.
Based on the results presented in the table, studies that did not account for trainee characteristics had an overall, sample-weighted, corrected $d$ of .759 ($SD\delta = .542$), while those that did account for trainee characteristics obtained a $d$ of .574 ($SD\delta = .457$). It is important to note that although the observed $d$ for studies that accounted for trainee differences is smaller than that for studies that did not, the $d$ is based on a relatively small number of studies. Given that the overall, sample-weighted, corrected $d$ for studies that accounted for trainee characteristics is smaller than the observed $d$ for studies that did not, the importance of an overall impact of ATI on training effectiveness is questionable. However, the standard deviation is large enough in the studies that accounted for trainee differences to warrant an exploration of the impact of specific trainee characteristics on training effectiveness.

Research exploring general ability-related ATI have been found to be more consistent than those involving specific abilities (see Ghiselli, 1973; Lohman & Snow, 1984; Mumford, Weeks, Harding, and Fleishman, 1988; Snow & Yallow, 1982; Tyler, 1962). Such learner characteristics as aptitude, motivation, and reading grade level were found to be important determinants of training performance (measured by training outcomes) above and beyond the influence of training course content (Mumford et al., 1988).

Therefore, even though an overall impact related to ATI was not observed, the potential impact of more specific trainee characteristics which were addressed in the studies was examined. Studies that accounted for trainee characteristics were broken into subsets according to the specific characteristics that were considered in each study.

The results from these additional analyses are presented in Table 12. As shown in the table, there is considerable variation in both the corrected, sample-weighted $d$ and the standard deviation for a number of the specific characteristics, indicating that in certain instances, the specific characteristics might moderate the effectiveness of training. Although the sample-weighted corrected $d$ for general aptitude ($\delta = .607$, $SD\delta = .082$) was larger than the observed overall $d$ for studies that accounted for ATI, it was not larger than the overall $d$ for studies that did not account for ATI. Further, an examination of the sample-weighted, corrected $ds$ for age, gender, and experience characteristics, does not support the literature advocating the existence of specific ATI in training.

Additional analyses related to ATI, examined the methodological rigor of ATI studies as a means of explaining the mixed findings in the literature. As highlighted in the literature review, several explanations for the inconsistencies seen in the research have been proposed. ATI studies conducted prior to 1977 typically had 40 or fewer subjects per condition and, therefore, lacked sufficient statistical power to detect significant effects (Cohen, 1988; Schmidt & Hunter, 1978). The studies did not control for plausible alternative explanations of the
observed effects. For example, training time was allowed to vary along with achievement. Finally, ATI studies generally did not randomly assign subjects to conditions or use experimental or quasi-experimental designs.

### TABLE 12

**Meta-Analysis Results for Specific Trainee Characteristics**

<table>
<thead>
<tr>
<th>TE Factor</th>
<th>Total sample size</th>
<th>Number of data points</th>
<th>Corrected Statistics</th>
<th>% Variance due to sampling error</th>
<th>95% confidence intervals Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall TE</td>
<td>47605</td>
<td>466</td>
<td>.757</td>
<td>.751</td>
<td>.540</td>
<td>-1.613</td>
</tr>
<tr>
<td>ATI Overall</td>
<td>1934</td>
<td>40</td>
<td>.584</td>
<td>.574</td>
<td>.457</td>
<td>-1.613</td>
</tr>
<tr>
<td>General Aptitude</td>
<td>886</td>
<td>20</td>
<td>.617</td>
<td>.607</td>
<td>.082</td>
<td>.140</td>
</tr>
<tr>
<td>Experience</td>
<td>159</td>
<td>6</td>
<td>.297</td>
<td>.287</td>
<td>.499</td>
<td>-.699</td>
</tr>
<tr>
<td>Person</td>
<td>192</td>
<td>5</td>
<td>.054</td>
<td>.053</td>
<td>1.022</td>
<td>1.613</td>
</tr>
<tr>
<td>Gender</td>
<td>1151</td>
<td>15</td>
<td>.437</td>
<td>.433</td>
<td>.097</td>
<td>.014</td>
</tr>
<tr>
<td>Age</td>
<td>447</td>
<td>11</td>
<td>.482</td>
<td>.473</td>
<td>.114</td>
<td>.196</td>
</tr>
</tbody>
</table>

**NOTE:** ATI = aptitude treatment interaction; Person = personality. Only characteristics for which at least four data points were found are reported here. The total number of data points across all characteristic will sum to 57, thereby exceeding the 40 data points reported for ATI Overall. This is due to the fact that more than one trainee characteristic was examined. Therefore that data point is "counted" for each characteristic as appropriate.

Results from these supplemental analyses are provided in Table 13. From the results presented, there is no clear evidence that ATI studies that scored lower, in terms of their overall methodological rigor, were more effective than those that scored higher.

In fact, studies that scored lower were not found to be as effective as those that received the highest score of 6. Studies that scored lower, in terms of methodological rigor, did evidence larger standard deviations than those that scored higher. Finally, contrary to the positive-findings bias literature, ATI studies that were found to be the most rigorous were also found to evidence the largest observed effect-size ($\delta = 1.1145, SD\delta = .351$).
TABLE 13

| Study Design/Methodological Rigor. Similar to the exploration of the impact of ATI on training effectiveness, the present study sought to provide evidence to help resolve the debate over the impact of methodological rigor on the observed effectiveness of training. In other words, the reported effect size would be different for studies that were found to be less rigorous than for studies that were found to be more rigorous.

The results from analyses related to this exploration are presented in Table 14. In some cases, the observed effect size for a given methodological score is larger than that for overall training effectiveness. However, the standard deviations associated with these effect sizes are also very large. Given the considerable variability in both the corrected-sample-weighted \( d \) and their respective standard deviations, methodological rigor can be considered as a moderator of training effectiveness.

Although there is a relatively normal distribution of studies across the score values, there is no discernable pattern or systematic reduction in the observed \( d \) as a function of the methodological rigor score. The only notable exception to this assessment is for studies that scored "7". These studies evidence the smallest observed \( d \) (\( \delta = .284 \)) and standard deviation (\( SD\delta = .088 \)).

However, contrary to past results from positive-findings bias studies, there is no apparent, systematic reduction in the effectiveness of training as a function of increasing methodological rigor. These results are highly consistent with results obtained by Barrick and Alexander (1987) and might be also be due to the fact that most of the practitioner-oriented, or "popular-press" literature was excluded from the present study.

NOTE: Only instances where there were at least four data points are reported in the table. Missing methodological rigor scores indicate less than four ATI studies for that score.
TABLE 14

Meta-Analysis Results for Methodological Rigor

<table>
<thead>
<tr>
<th>TE Factor</th>
<th>Total sample size</th>
<th>Number of data points</th>
<th>Corrected Statistics</th>
<th>% Variance due to sampling error</th>
<th>95% confidence intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean d</td>
<td>δ</td>
<td>SDδ</td>
</tr>
<tr>
<td>Overall TE</td>
<td>47605</td>
<td>466</td>
<td>.757</td>
<td>.751</td>
<td>.540</td>
</tr>
</tbody>
</table>

Methodological Rigor Score

1 106 4 .662 .642 .246 .215 1.661 72.796 .159 1.124
2 792 30 1.044 1.012 .907 -1.699 4.351 17.570 -.766 2.790
3 11969 87 .677 .673 .333 -1.613 3.560 21.277 -.011 1.335
4 21201 179 .904 .898 .582 -1.463 5.090 9.951 -.242 2.038
5 6959 95 .623 .617 .517 -.224 2.670 17.729 -.397 1.631
6 4833 57 .630 .624 .573 -.412 3.198 13.160 -.499 1.748
7 1652 13 .285 .284 .088 .054 .831 80.570 .112 .456

NOTE: The range of possible methodological rigor scores is 0 - 9. The minimum score obtained by any study was 1. Only 1 study received a score of 8 and is not reported in the table. No study reported all 9 criteria. The "overall" data for methodological rigor is the same as that for overall training effectiveness (TE).

To further explore the issue, a correlation between methodological score and the observed $d$ was calculated. The correlation obtained was $r = -.103 (466), p < .05$. This correlation indicated that there was some relationship between methodological rigor and observed effectiveness and that the relationship was in the direction proponents of the positive-findings bias debate would expect. That is, as methodological rigor increases, the likelihood of observing an effect due to training is diminished. However, this result is considerably smaller in magnitude than results in other positive-findings bias research (see Guzzo, Jette, & Katzell, Kondrasuk, 1981; 1985; Terpstra, 1981).

Recently, Roberts and Robertson (1992) have proposed that evidence of positive-findings bias might be related to the actual criteria used to determine methodological rigor. They argued that there are sufficient differences in the criteria to warrant analysis at more micro levels (Roberts & Robertson, 1992). They proposed three alternative subsets of methodological criteria. Table 15 presents the composition of the overall methodological rigor measure and the three alternative measures proposed by Roberts and Robertson (1992): the six criteria measure, the sampling criteria measure, and the measurement criteria measure.

Roberts and Robertson (1992) found that the use of different combinations of methodological criteria produced different results, but were generally consistent with those of other recent studies (e.g., Barrick & Alexander, 1987; Bullock & Svyantek, 1983; Woodman & Wayne, 1985). In addition, Roberts and Robertson (1992) found only one instance where
positive-findings bias was evidenced when sampling criteria were used to evaluate methodological rigor.

### TABLE 15

*Composition of Methodological Rigor Measures*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Criteria Included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nine Criteria Measure</td>
<td>1. Sampling strategy reported&lt;br&gt;2. Representative sample size&lt;br&gt;3. Control group use&lt;br&gt;4. Random assignment to conditions&lt;br&gt;5. Pretest/Posttest design&lt;br&gt;6. Significance testing cutoff&lt;br&gt;7. Reliability ≥ .60 reported&lt;br&gt;8. Objective criteria used&lt;br&gt;9. Multivariate statistical analysis</td>
</tr>
<tr>
<td>Six Criteria Measure</td>
<td>1. Sampling strategy reported&lt;br&gt;5. Pretest/Posttest design&lt;br&gt;6. Significance testing cutoff&lt;br&gt;7. Reliability ≥ .60 reported&lt;br&gt;8. Objective criteria used&lt;br&gt;9. Multivariate statistical analysis</td>
</tr>
<tr>
<td>Sampling Criteria Measure</td>
<td>1. Sampling strategy reported&lt;br&gt;2. Representative sample size&lt;br&gt;3. Control group use&lt;br&gt;4. Random assignment to conditions</td>
</tr>
<tr>
<td>Measurement Criteria Measure</td>
<td>6. Significance testing cutoff&lt;br&gt;7. Reliability ≥ .60 reported&lt;br&gt;8. Objective criteria used&lt;br&gt;9. Multivariate statistical analysis</td>
</tr>
</tbody>
</table>

For the present exploration, correlations between each of the alternative measures and the observed $d$ were calculated. For the six criteria measure, the resulting correlation with $d$ was $r = .009$ (466), $p = .849$. The sampling criteria measure correlation was $r = -.165$ (419), $p < .05$. The measurement criteria correlation was $r = -.085$ (463), $p < .10$. These results support the findings from Roberts and Robertson (1992). That is, that positive findings was most evidenced when the sampling criteria measure was used. However, the majority of evidence presented in this section does not provide support for the existence of positive-findings bias.
DISCUSSION

The present study examined the influence of several factors upon training effectiveness. Meta-analytic procedures were applied to the extant training effectiveness literature to:
(a) provide a quantitative "population" estimate of training effectiveness (across multiple primary studies); (b) determine the extent to which several hypothesized factors are moderators of training effectiveness; (c) provide a quantitative indicator of the relative impact of these factors as moderators; and (d) attempt to provide empirical evidence to help resolve debates over the existence and impact of aptitude-treatment interactions (ATI) and methodological rigor upon training effectiveness outcomes.

Although most training developers believe that training is effective, limited evidence of the cumulative impact of training has been amassed. The present study attempted to obtain evidence of the effectiveness of training and quantitatively cumulate the evidence to derive a "population" estimate of the overall effectiveness of training. The overall estimate was expected to be positive, albeit small in magnitude. This was not the case. The overall, corrected, sample-weighted effect size for training was found to be quite large, ($\delta = .751$). As expected, however, the standard deviation of this "population" estimate was large enough to suggest the operation of a number of moderators.

Most of the study hypotheses related to the moderators were supported. One rather striking result was related to the use of training needs assessment in the training development process. This was defined as implementation quality for the present study. Anecdotal information would suggest that it is prudent to conduct a needs assessment prior to training, but most organizations do not recognize the importance of this step in the development process. This was evidenced by the extremely low percentage of studies that reported any needs assessment activities prior to training implementation (7%). The present study provided compelling evidence that the conduct of needs assessment prior to training has a substantial impact on training outcomes. This evidence will be valuable to human resource practitioners, consultants, and training developers who must convince their clients and management that needs assessment is a critical part of the training process.

In terms of criteria used to evaluate training, it was expected that training effectiveness would systematically vary as a function of the criteria chosen to measure effectiveness. Similar to past reviews of the training literature (e.g., Alliger & Janak, 1989; Alliger, Tannenbaum, & Bennett, 1995) there were a limited number of studies that reported using reaction measures ($k = 11$). As stated earlier, one explanation for this finding is that studies of training effectiveness that only report the use of reaction criteria are not likely to be published in the
empirical literature. Given the problems associated with the use of reaction measures as criteria, this finding is not surprising.

The vast majority of studies reported using either learning (k = 290) or behavior (k = 132) criteria. In addition, the present study found 33 studies that reported using results criteria. The data, however, did not support hypothesis 3. Contrary to what was expected, the overall observed $d$ for each type/level of criteria was quite similar ($\delta = .636; \delta = .649; \delta = .624; \delta = 1.207$, respectively). This finding is inconsistent with the contention that as a more proximal measure of effectiveness, reactions should produce the largest observed effect size. Further, it has been suggested that the more distal the measurement of outcomes from the actual training program, the less likely that effectiveness outcomes will be evidenced (see Alliger & Janak, 1989). The present results related to criteria suggest that this may not be the case.

The relationship between behavior and results criteria was also explored in this study. Specifically, it was expected that training that was found to be effective in terms of behavior criteria would also be found to be effective for results criteria. However, an assessment of this assertion requires that a study report measuring both behavior and results criteria. Only 18 studies which reported the measurement of both criteria were found. Correlational analyses supported this hypothesis ($r = .2543 (18), p = .309$).

Although the results for the magnitude decrease of the criteria were not as expected, training developers must ensure that multiple criteria are used in any evaluation of training. It is crucial to be able to systematically link changes in workplace behaviors to the training program and to subsequent results measures. As discussed earlier, results measures are more macro than either learning or behavior measures. As such, they tend to measure a variety of organizationally relevant constructs that may have little or no relevance to the training program. Therefore, future evaluation studies should more adequately demonstrate the linkage amongst the criteria. Establishing these linkages should be accomplished as part of the needs assessment process prior to training development and implementation. The most appropriate criteria should be identified so that change resulting from the training can be demonstrated in subsequent job behaviors and in more macro organizational outcomes.

Environmental favorability of the transfer environment was expected to be a factor in the assessment of training effectiveness in terms of behavior and results criteria. As noted earlier, although some researchers have begun to explore the impact of environmental favorability upon training outcomes, there were no published studies addressing environmental favorability that were codeable for this meta-analysis. While the lack of studies addressing this factor may limit the conclusions of the present study, the impact of the post-training environment upon training outcomes must be addressed in future research.
The results for the effectiveness of different training methods for training different skills and tasks were quite interesting. Contrary to what might have been expected, a much wider variety of training methods were found to be effective for different skills and tasks. In many cases, the training developer must make decisions regarding the training method to be used in a given situation. Results from this study would suggest that a much broader range of methods, with demonstrated effectiveness, is available for consideration. In addition, results from the analysis of the overall effectiveness of the various methods (see Table 8) can be used in a comparative assessment of the effectiveness of each method.

For example, a training developer has been asked to propose a strategic plan for future organizational training activities. The developer must identify the off-site training methods that would be the "best" overall candidates for training, since the exact nature of the training is not specifically known. Based on the results from the present study, the developer will be able to rank-order recommended training methods for consideration. In this example, the lecture would be the obvious choice since the observed $d$ ($\delta$) was .850 - a large effect size - and one that was larger than the observed effect size for overall training ($\delta = .751$). The lecture would be followed by audio-visual methods ($\delta = .686$), programmed instruction ($\delta = .670$), and discussion ($\delta = .506$). Further, the developer could also recommend the use of job aids as a method for any on-site training that might be required ($\delta = 1.074$).

The rank-ordered methods could then be examined in terms of the costs associated with implementation and maintenance to further refine the recommendations. In addition, the training developer does not have to rely on subjective judgments about the "potential" effectiveness of each method (e.g., Carrol, Paine, & Ivancevich, 1972), but can systematically evaluate the various methods using the meta-analytic results.

Results from this study demonstrated that training for cognitive skills and tasks was found to be the most effective ($\delta = .831$), and was found to be more effective than overall training. In addition, training for psychomotor skills and tasks was also found to be effective ($\delta = .639$). Finally, training for interpersonal skills and tasks was found to be somewhat less effective ($\delta = .506$). As was expected, the standard deviations for each skill and task characteristic were large enough to suggest the presence of additional moderators.

The strategic training planning example can be extended to the discussion of training different skills and tasks. Specifically, once the rank-ordered list of effective methods has been developed, it might be further refined by examining results from this study related to the match between training method and skill and task characteristics.

Similar to the previous discussion of the effectiveness of different training methods, the relative effectiveness of training for different skills and tasks does not provide a complete picture
of the match between training methods and skill and tasks characteristics. Moreover, based on the strategic planning example, it would be more beneficial for training planning purposes to be able to match training methods to the content for which they would be most appropriate.

Therefore, using meta-analytic procedures, it was possible to determine the relative effectiveness of different training methods for different skills and tasks. That is, for a given skill and task content, a quantitative indicator of which method would be the most effective, was derived using meta-analytic procedures. Table 16 summarizes these results. These results indicate that the lecture would be the training method of choice for training cognitive skills and tasks. In addition, it would also be an effective method for training interpersonal skills and tasks. The lecture would be least effective for training psychomotor skills and tasks. The most effective method for training psychomotor skills and tasks appears to be on-site job-aids. Finally, the most effective method for training interpersonal skills and tasks was programmed instruction. Although this might seem counterintuitive, Wexley and Latham (1991) point out that this method has been used extensively to train such interpersonal content as employee supervisory skills and customer relations.

The summary of the results for training method and skill and task characteristics presented in Table 16 provides quantitative information which can be used by the practitioner to determine which training method would be most appropriate for training certain skills and tasks. Moreover, training method selection decisions can be based on empirical findings instead of subjective estimates of effectiveness. These results are also useful for the training researcher. Specifically, even though the effectiveness of the different methods for a variety of skills and tasks has been demonstrated, there is sufficient evidence from the magnitude of the standard deviations associated with the effect sizes to warrant additional investigation.

While evidence of the overall effectiveness of the methods was demonstrated in this study, the results do not provide information on exactly why that method would be more effective for some skills and tasks as opposed to others. Future research should attempt to identify what instructional attributes of a method impact the effectiveness of that method for different training content. Finally, the skill and task categories used in this study were quite broad. Future research might explore the specific nature of the skills or tasks that facilitate the effective use of more than one method. In addition, studies examining the differential effectiveness of various training methods for the same content and a single training method across a variety of skills and tasks should be conducted.
TABLE 16
Relative Effectiveness of Different Training Methods for Skill and Task Characteristics

<table>
<thead>
<tr>
<th>Skill/Task Category</th>
<th>Training Method: Rank-Ordered Effectiveness for Each Skill/Task Characteristic</th>
<th>$\delta$</th>
<th>$SD\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive</td>
<td>Lecture</td>
<td>.917</td>
<td>.471</td>
</tr>
<tr>
<td></td>
<td>Audio Visual</td>
<td>.749</td>
<td>.724</td>
</tr>
<tr>
<td></td>
<td>Programmed Instruction</td>
<td>.633</td>
<td>.467</td>
</tr>
<tr>
<td></td>
<td>Equipment Simulator</td>
<td>.568</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Discussion</td>
<td>.561</td>
<td>.647</td>
</tr>
<tr>
<td></td>
<td>Self-Taught</td>
<td>.437</td>
<td>.438</td>
</tr>
<tr>
<td></td>
<td>CAI</td>
<td>.435</td>
<td>.411</td>
</tr>
<tr>
<td></td>
<td>Orientation</td>
<td>.398</td>
<td>.265</td>
</tr>
<tr>
<td>Psychomotor</td>
<td>Job Aid</td>
<td>.795</td>
<td>.448</td>
</tr>
<tr>
<td></td>
<td>Audio Visual</td>
<td>.634</td>
<td>.545</td>
</tr>
<tr>
<td></td>
<td>CAI</td>
<td>.626</td>
<td>.398</td>
</tr>
<tr>
<td></td>
<td>Discussion</td>
<td>.579</td>
<td>.421</td>
</tr>
<tr>
<td></td>
<td>Lecture</td>
<td>.479</td>
<td>.281</td>
</tr>
<tr>
<td></td>
<td>Equipment Simulator</td>
<td>.335</td>
<td>.195</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>Programmed Instruction</td>
<td>.991</td>
<td>.253</td>
</tr>
<tr>
<td></td>
<td>Lecture</td>
<td>.649</td>
<td>.622</td>
</tr>
<tr>
<td></td>
<td>Audio Visual</td>
<td>.617</td>
<td>.581</td>
</tr>
<tr>
<td></td>
<td>Self-Taught</td>
<td>.585</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Discussion</td>
<td>.429</td>
<td>.560</td>
</tr>
</tbody>
</table>

This study also attempted to provide empirical evidence to help resolve the debate over the existence of ATI. Although the literature related to ATI has been somewhat mixed, the results presented in this study do not support the existence of ATI. That is, based on the findings presented, trainee characteristics were not found to be a critical factor which influenced the effectiveness of training. An assessment of the potential pool of trainees should still be undertaken as part of the needs assessment process. This should be a routine part of any training implementation. However, it is probable that in most instances, the actual training intervention will simply "swamp" or overwhelm the influence of trainee characteristic effects. Further results from this analysis indicated that most of the studies which reported addressing trainees characteristics were found to be methodologically well-designed.

Finally, results from the present study did not provide evidence of positive-findings bias in the training effectiveness literature. In addition, the majority of the training studies included in the present study were of reasonable methodological quality. That is, most of the studies (74%) received a methodological score of at least "4". In addition, there appeared to be no systematic reduction in the observed effect size as a function of the score. The only exception to this finding
was for studies that received a score of "7". Although subsequent correlation analyses revealed a small, negative relationship between effectiveness and methodological rigor, the majority of the empirical evidence obtain in this study does not support the existence of positive-findings bias.

Also, as Roberts and Robertson (1992) found, there was a significant negative correlation between their sampling criteria measure and effectiveness. This finding supports their contention that evidence of positive-findings bias is related to the criteria chose for assessing methodological rigor. Taken together, results from the present study do not support the existence of positive-findings bias. This is especially significant as this is the first instance where a different content domain was used for the assessment of positive-findings bias. Past research related to positive-findings bias has focussed strictly on the organizational development (OD) literature (see Barrick & Alexander, 1987; Bullock & Svyantek, 1983; Woodman & Wayne, 1985). Results from the present study provide empirical evidence from a different content domain and suggest that positive-findings bias probably does not exist or, at the very least, does not generalize beyond the OD literature. The present results replicate findings from Roberts and Robertson (1992) and also provide information which is useful to the resolution of the debate related to positive-findings bias.

These results should not be taken as a justification for practitioners to routinely design poor training effectiveness studies. Results obtained from poorly designed studies should never be interpreted as evidence of an effective training program when, in fact, these findings are potentially spurious and based upon method bias. Every attempt should be made to design good training and to evaluate it appropriately. In fact, the criteria used to evaluate the extant literature in terms of methodological rigor serves as an excellent checklist of considerations for the design and evaluation of a training program.

**Study Limitations**

There were a number of limitations in the present study. First, one of the major factors hypothesized to influence the effectiveness of training was not examined. That factor, environmental favorability could not be examined due to the absence of codeable studies that accounted for, or addressed favorability in assessing the effectiveness of training. This is a limitation in the extant published literature that is related to the relatively recent recognition that the post-training environment might play a key role in the transfer of trained information beyond the training situation. In addition, researchers have recently begun to identify and attempt to measure key characteristics of the post-training environment that might impact training. It is anticipated that codeable, empirical studies examining the favorability of the post-training environment and its impact on training outcomes will be forthcoming.
Second, there were a number of instances where the effectiveness of specific training methods could not be assessed. This was due to an absence of sufficient empirical studies (data-points) for inclusion and analysis. In some cases, this absence was due to the fact that the specific method was not described in the published studies with sufficient detail to permit its classification as that method. In other cases, the method identified was a relatively new method with few published effectiveness studies or a method which was never widely applied.

Third, this study focused on fairly broad factors and their impact on training effectiveness. Although a number of levels within these factors were identified, a priori, and examined in the study, in most cases of the moderator analyses, the standard deviation of δ was large enough to suggest the existence of other moderators. In anticipation of this occurrence, specific and descriptive information about each of the factors was coded. Future research might examine and further categorize these descriptions for additional analyses. In the present study however, the choice of factors/moderators and levels within the moderators was theoretically and/or conceptually driven. Therefore, post hoc explorations of additional moderators was not attempted.

Fourth, this study focused primarily on quantifying the impact of each of the hypothesized factors meta-analytically. While this approach has provided considerable information related to the impact of the factors on the observed effectiveness of training, the question of the relative impact of each factor might warrant future investigation. In regression terms, one might be interested in the extent to which each factor contributes variance to the overall prediction of training effectiveness. For the purposes of the present study, this analysis was not accomplished.
SUMMARY AND CONCLUSIONS

Summary

Overall, the results from this study are especially important for empirically summarizing the current state of the training effectiveness literature. The majority of the hypotheses proposed in this study were supported.

First, training was found to be more effective than expected. This study obtained a "population" estimate of the effectiveness of training ($\delta = .751$). In addition, there was sufficient evidence ($SD\delta = .540$) to support a search for hypothesized moderators of training effectiveness. These hypothesized moderators included the implementation quality of the program, the criteria used to evaluate the training, the methods used for training, and the skill and task characteristics to be trained. In addition, it was hoped that results from this study might help to resolve issues associated with the impact of aptitude treatment interactions and the existence of positive-findings bias associated with the methodological rigor or quality of the evaluation study.

Second, implementation quality, as defined by the reported conduct of a needs analysis, was found to be a significant moderator of training effectiveness. Although the majority of studies (93%) did not report any needs assessment activities, those that did report these activities were found to be markedly more effective than those that did not.

Third, results related to the criteria used to evaluate training were not as expected. The effect size for training did not systematically vary as a function of the "level" of criteria. In addition, the effect size for results criteria was substantially larger than expected. This was most likely due to the more macro nature of measurement typically associated with results criteria.

The proposed impact of posttraining environmental factors could not be explored in this study. This was due to the lack of codeable studies exploring these factors.

Fourth, different training methods were found to be effective for different skills and tasks, and therefore functioned as moderators of training effectiveness. In addition, the present study provided quantitative indicators of the relative overall effectiveness of a variety of training methods, the overall effectiveness of training for the various skills and tasks to be trained, and the relative effectiveness of the methods for training specific skills and tasks.

Finally, the present study found no empirical evidence to support the existence of aptitude treatment interactions or the presence of positive-findings bias in studies of training effectiveness.
Conclusions

Results from this study will be useful to training practitioners and to researchers. For practitioners, these results provide quantitative information related to the impact of several moderators of training effectiveness. By examining the results for the hypothesized factors, training planners and developers should be able to make better decisions regarding which method to use and when each method would be most appropriate to use should be. In addition, the evidence presented in this study should facilitate the justification of the approach to be taken in the development and evaluation process.

Findings from this study also identify several additional areas for training research. Although a number of factors were found to moderate the effectiveness of training, further explorations related to how they influence training effectiveness should be conducted. Finally, there were several instances of a small number of studies or no studies for a particular factor. These "non-findings" in terms of the available literature are, in fact, findings nonetheless and demonstrate fruitful areas for future research in training effectiveness.
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**Implementation Quality Indicators:**

<table>
<thead>
<tr>
<th>Category</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational analysis reported:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Task analysis reported:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Person analysis reported:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Study Characteristics:**

<table>
<thead>
<tr>
<th>Category</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic sampling strategy</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Experimental and Control Group:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Random Assignment:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>N Subjects each Group: N ≥ 30</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Pretest/Posttest:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Cut Off for Significance: α ≤ .05</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Dependent Variable Reliability</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Coefficient ≥ .60</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Objective criteria used:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Multivariate Analysis:</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Task or Skill Characteristics: (Place a "1" in the blank for the task or skill characteristic and describe the characteristic; Please place a "0" in those blanks that DO NOT apply)

Cognitive:  
(e.g., changing trainee's thoughts and ideas)  
Describe characteristic:
-  
-  
-  

Psychomotor:  
(e.g., focusing on changes to behaviors related to the job)  
Describe characteristic:
-  
-  
-  

Interpersonal:  
(e.g., focusing on relating training to the workplace environment; familiarization training)  
Describe characteristic:
-  
-  
-  

Other: Describe:  


**Training Methods:** (Place a "1" in the blank for all that apply; "0" otherwise):

<table>
<thead>
<tr>
<th>On Site Methods:</th>
<th>1/0</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Career Development</td>
<td></td>
</tr>
<tr>
<td>- Orientation</td>
<td></td>
</tr>
<tr>
<td>- Job Aid</td>
<td></td>
</tr>
<tr>
<td>- Apprenticeship</td>
<td></td>
</tr>
<tr>
<td>- Coaching</td>
<td></td>
</tr>
<tr>
<td>- Job Rotation</td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td></td>
</tr>
<tr>
<td>Describe:</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Off Site Methods:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>- Lecture</td>
<td></td>
</tr>
<tr>
<td>- Audiovisual</td>
<td></td>
</tr>
<tr>
<td>- Programmed instruction</td>
<td></td>
</tr>
<tr>
<td>- Teleconferencing</td>
<td></td>
</tr>
<tr>
<td>- Discussion</td>
<td></td>
</tr>
<tr>
<td>- Computer-assisted</td>
<td></td>
</tr>
<tr>
<td>- Equipment simulators</td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td></td>
</tr>
<tr>
<td>Describe:</td>
<td></td>
</tr>
</tbody>
</table>
Trainee Characteristics:

Study accounted for ATI? (Yes) = 1 (No) = 0

If yes, code for type: (Place a "1" in the blank for all that apply; "0" otherwise):

Pretest/posttest? (Yes) = 1 (No) = 0

- Education
- General Aptitude
- Cognitive ability
- Psychomotor ability

Other:

- Experience
- Motivation
- Self-efficacy
- Personality
- Locus-of-control
- Gender
- Ethnicity
- Type:
- Age
- SES
- Other:

Describe: ____________________________________________

____________________________________________________

____________________________________________________
**Evaluation Criteria:** (Place a "1" in the blank for each that applies; "0" otherwise)

MI = Measurement Interval (if applicable) **in Days:**

<table>
<thead>
<tr>
<th>Crit Used?</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Y/N)</td>
<td></td>
</tr>
<tr>
<td>1/0</td>
<td></td>
</tr>
</tbody>
</table>

**Reactions:**
(e.g., Attitude survey, reward for work, etc.)
List/Describe Measure(s) Used:

**Learning:**
(e.g., End of course test, work sample, etc.)
List/Describe Measure(s) used:

**Subjective Behavior:**
(e.g., supervisor/peer ratings, quality assurance check, etc.)
List/Describe Measure(s) used:

**Objective Behavior:**
(e.g., # units repaired, # of items produced, etc)
List/Describe Measure(s) used:
Evaluation Criteria Used (continued): (Place a "1" in the blank for each that applies; "0" otherwise):

MI = Measurement Interval (if applicable) in Days:

<table>
<thead>
<tr>
<th>Crit Used?</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Y/N)</td>
<td></td>
</tr>
<tr>
<td>1/0</td>
<td></td>
</tr>
</tbody>
</table>

Subjective Results:  
(e.g., job satisfaction, organizational climate, etc.)
List/Describe Measure(s) used:
- 
- 
- 

Objective Results:  
(e.g., employee records, absenteeism, tenure, promotion in job, etc.)
List/Describe Measure(s) used:
- 
- 
- 

Environmental favorability indicators: (Place a "1" in the blank for all that apply; "0" otherwise):

Was an assessment of the post-training environment conducted? Yes No

If Yes, complete the following specific items: (Yes = 1 / No = 0)

Measure used to gather ratings: a) Likert-scale b) Other:
Describe: __________________
Environmental favorability indicators (continued): (Place a "1" in the blank for all that apply; "0" otherwise):

<table>
<thead>
<tr>
<th>Ratings of Task components</th>
<th>Rating by category (report values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Availability of tools/equipment:</td>
<td>1/0  Mean  SD</td>
</tr>
<tr>
<td>- Availability of supplies:</td>
<td></td>
</tr>
<tr>
<td>- Familiarity with task:</td>
<td></td>
</tr>
<tr>
<td>- Availability of monetary resources:</td>
<td></td>
</tr>
<tr>
<td>- Time constraints:</td>
<td></td>
</tr>
<tr>
<td>- Working conditions:</td>
<td></td>
</tr>
</tbody>
</table>

Column totals:
- Others: Describe:

<table>
<thead>
<tr>
<th>Ratings of Social components</th>
<th>Rating by category (report values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Top management support:</td>
<td>1/0  Mean  SD</td>
</tr>
<tr>
<td>- Supervisory support:</td>
<td></td>
</tr>
<tr>
<td>- Peer support:</td>
<td></td>
</tr>
<tr>
<td>- Subordinate support:</td>
<td></td>
</tr>
<tr>
<td>- Opportunities to perform:</td>
<td></td>
</tr>
<tr>
<td>- Feedback:</td>
<td></td>
</tr>
<tr>
<td>- Reinforcement:</td>
<td></td>
</tr>
</tbody>
</table>

Column totals:
- Others: Describe:

Rater Training Study (1/0):