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ABSTRACT

This work supported the development of new diagnostic techniques, modeling, and a series of experiments designed to study the propagation of shock waves through weakly ionized plasmas. It also supported the design and construction of a small-scale, supersonic, microwave-coupled wind tunnel to determine the effects of weakly ionized plasmas on supersonic flow properties and shock stand-off distances around blunt bodies. The motivation of the work was to establish whether the ions and electrons in the weakly ionized plasma affected the shock propagation, as has been claimed by some research groups. The work conducted under this grant has had four principal outcomes:

1. The determination that effects associated with shock propagation through weakly ionized plasmas can be fully described by spatially non-uniform temperature fields rather than charge particle interactions.
2. The development of a capability to measure neutral gas temperature profiles by ultraviolet filtered Rayleigh scattering.
3. The design, construction, and demonstration of a Mach 3 wind tunnel integrated into a tapered microwave wave guide for the study of microwave discharges and supersonic flow.
4. The further development of new diagnostic techniques, including the use of atomic, refluorescence, and dispersive filters for rotational Raman detection, a MHz pulse-burst laser for the visualization of shock wave/boundary layer interactions, and the use of group velocity dispersion in an atomic vapor filter to characterize the performance of laser seeding devices.

DISCUSSION

The major results of this research effort are included in papers which are appended to this report. The most significant outcome is reported in an AIAA paper (AIAA-2000-0714), "Shock Wave Propagation Through Flow Discharge Plasmas: Evidence of Thermal Mechanism of Shock Dispersion," and in the Physics Letters A paper, "Direct Evidence for Thermal Mechanism of
Plasma Influence on Shock Wave Propagation.” A more complete paper is pending publication at the Physics of Fluids, “Shock Wave Propagation in Dispersion in Glow Discharge Plasmas.” These three papers are included as Appendix A in this report. These papers describe a series of experiments conducted in our laboratory on the propagation of shock waves through weakly ionized plasmas under various conditions. The plasmas were well characterized, particularly by using the new ultraviolet filtered Rayleigh scattering measurement of the neutral gas temperature to establish the temperature profile across the discharge tube. That actual profile was used together with computational modeling of shock propagation to predict signals that would be measured, assuming only thermal effects were important. The signals that were, in fact, measured closely match the predicted signals, strongly suggesting that shock propagation in weakly ionized plasmas was dominated by thermal processes. In order to confirm that prediction, a controller was added to the electronics so the plasma could be turned on or off quickly. These experiments showed that the observed “anomalous” shock propagation characteristics did not occur immediately after turning on the plasma, but only were observed when thermal equilibrium was reached. Similarly, after the discharge was terminated, the “anomalous” propagation effects persisted until the thermal non-uniformity dissipated. It is our view that these experiments unequivocally demonstrate that there is no anomalous behavior associated with shock propagation through weakly ionized plasmas.

Closely associated with the effort to measure shock propagation through plasmas is the need for an accurate measurement of the neutral gas temperature profile. Much of the controversy associated with “anomalous” shock propagation arises from the uncertainty in the temperature profile across the plasma. Clearly, at equilibrium, the plasma deposits energy to the neutral gas creating a high temperature region in the center of the discharge compared to the lower temperature region near the walls. The magnitude of this temperature difference and the shape of the curve dramatically affect shock propagation phenomenon. The higher temperature in the core leads to a higher speed-of-sound, and the shock wave propagating through such a plasma becomes curved. The shock interaction at the wall depends on the character of the temperature profile and can be rather complex. This need to measure the temperature profile motivated us to develop a robust method of measuring temperature in the presence of background scattering from the walls of the plasma containment vessel. Appendix B includes several papers describing that measurement process. To accomplish it, we used an injection-locked, frequency-tunable Ti:Sapphire laser that was frequency up-converted to the ultraviolet to overlap the atomic mercury vapor absorption lines near 253.7 nm. An optically thick mercury vapor filter was placed in front of the camera, so when the laser was tuned to one of the mercury vapor absorption lines, all the light that was scattered from the walls of the discharge tube was eliminated by absorption in the mercury vapor. Light scattered from the hot neutral molecules in the electric discharge was broadened by the thermal motion of those molecules and a portion of that light passed through the mercury filter to the camera. By calibration, that light level could be directly associated with the temperature of the gas, assuming the pressure in the tube was known. For these experiments the pressure was held constant and measured using a separate pressure gauge. This provided a robust method of measuring temperature with uncertainties less than 4%.

The “anomalous” effects associated with shock waves and plasmas have also been observed in ballistic range experiments where projectiles have been passed through plasmas at supersonic...
speeds. In order to understand these processes, a supersonic plasma-coupled wind tunnel was
designed and built. The design of this wind tunnel was significantly aided through collaboration
with the Princeton Plasma Physics Laboratory (Dr. Philip Efthimion) and the use of their
microwave modeling capabilities. This tunnel is described in Appendix C and some preliminary
experiments are included. The important feature of this tunnel is that the microwaves enter in
the plenum and propagate through a dielectric nozzle and into the supersonic test region. The
dielectric nozzle is placed inside a microwave wave guide which is tapered so that, at the nozzle
exit, the cross section is below the cut-off frequency. The taper concentrates the microwaves,
creating a high field region just downstream of the nozzle. The taper makes the waveguide
section into a waveguide resonator so that high strength fields are created and very little
microwave energy leaks out. The discharge is stabilized by using small pins protruding from the
wall (in more recent work, the discharge is stabilized and controlled by electron beams). The
microwaves are provided either in pulsed form at 50 kW for 1 millisecond, or continuously at 6
kW. The wind tunnel is connected to an ejector system and operates from room air with a static
pressure in the test section of 20 torr. The paper in Appendix C shows the change in Mach
number of the flow that occurs when the discharge is on. This facility can also be used to study
plasma drag reduction and plasma steering.

Also partially funded by this program was the continued development of a variety of new optical
diagnostic techniques that provide information for flow field imaging, combustion processes, and
for characterization of laser performance. Papers related to these topics are included in
Appendix D. The first of these papers is a publication from the Journal of Raman Spectroscopy
on the use of atomic refluorescent and dispersive filters for high signal-to-noise detection of
rotational Raman scattering. Rotational raman scattering is an alternative method of measuring
temperature in diatomic and polyatomic gases, such as air, for combustion environments (it will
not work for atomic gases such as argon). Raman scattering also has the capability of measuring
species concentrations and thermal nonequilibrium. Generally speaking, vibrational Raman
scattering is observed, although it is approximately 1,000 times weaker than Rayleigh scattering.
For this reason, Raman scattering has not been a particularly useful tool for flow field or
combustion diagnostics. Rotational Raman scattering is more than one order of magnitude
stronger than vibrational, but has usually not been studied because of very strong background
interference associated with Rayleigh scattering, and scattering from windows and walls. With
the new atomic filters, however, this background scattering can be removed and rotational
Raman becomes a more promising diagnostic approach. The paper outlines several methods of
using atomic filters to both remove background scattering and simultaneously observe the
rotational raman signal.

The second paper in Appendix D discusses the use of atomic filters for the characterization of
laser pulse frequency. For diagnostic approaches that rely on the use of atomic or molecular
filters, it is important to have very good control of the laser frequency. This is usually done
through an injection-locking process, where a low power, controllable laser is introduced into the
high power laser cavity in such a manner as to lock that high power laser cavity output to the low
power frequency. The problem is that this locking process is highly dependent on alignment as
well as on the precise length of the high power laser cavity. In many cases it is not apparent that
the locking is not operating properly, and much time can be wasted taking data which later
proves to be worthless because of poor laser locking performance. The second paper in
Appendix D is from Optics Letters entitled, “Characterization of Laser Seeding by Use of Group-Velocity Dispersion in an Atomic-Vapor Filter.” In this case, the laser is tuned so the output is just off the atomic resonance, but close enough so that the index-of-refraction is highly dispersive. Since the index-of-refraction controls the group velocity of the laser pulse propagating through the atomic cell, the time at which the pulse exits the cell is a function of the frequency of the laser. If the laser is operating with single frequency, then a single pulse exits the cell. If, on the other hand, the laser is operating multi-mode, then several pulses in time are seen exiting the cell. Since time is an easy measurement to make as compared to very closely spaced frequencies, this method provides a convenient tool for monitoring laser performance. With proper injection-locking, only a single pulse exits the cell.

The third paper in Appendix D discusses the MHz-rate, pulse-burst laser system that has been developed at Princeton and applied to the study of shock wave/boundary layer interactions. The construction of the laser was supported through an AFOSR DURIP grant with the Princeton Electric Propulsion group. The laser is capable of operating at repetition rates of up to 1 M pulses per second, with a pulse burst lasting approximately 100 microseconds. Generally speaking, we operate the laser with 30 pulses at a 500 kHz rate. This laser is matched together with a high-speed framing camera which has been developed by Princeton Scientific Instruments, Inc., to capture time-evolving flow structure in a supersonic wind tunnel facility. In order to better highlight flow properties, the air was seeded with approximately 1% CO₂ upstream of the plenum. That CO₂ vapor condensed into 10 nm scale particles, forming a particle fog in the core or cold section of the supersonic flow. In the warm section near the walls, condensation did not occur, so the structure of the upper portion of the boundary layer is clearly visible in the images. Studies of boundary layer effects on shock waves have been made by placing a 14° angle wedge along the wall and observing the variations in this shock structure that are forced by the boundary layer. These images are shown in the paper.
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Abstract

The paper examines, experimentally and computationally, propagation of shock waves in weakly ionized plasmas. Spark-generated shocks were studied in glow discharges in argon and argon-nitrogen mixtures. UV Filtered Rayleigh Scattering was used to measure radial profiles of gas temperature, and laser Schlieren (laser beam deflection) method was used to measure shock arrival times and axial density gradients across the shock. Highly accurate inviscid axisymmetric CFD computations were run and compared with the experiments. Comparison of experimental and computational results show that experimentally observed changes in shock structure and velocity in weakly ionized gases are explained by conventional gas dynamics, with thermal effects and non-one-dimensionality (transverse gradients, shock curvature, etc.) playing a critical role. A direct experimental proof of the thermal mechanism was provided by pulsing a glow discharge. With several hundred microseconds time delay between starting the discharge and shock launch, electric current, field, and the discharge luminosity reach their steady-state values, while the temperature is still cold. In this regime, laser Schlieren signals are virtually identical to those without the discharge, differing dramatically from the signals in discharges with fully established temperature profiles.

I. Introduction

Weakly ionized gases (plasmas) could potentially have an impact on high-speed aerodynamics. Using plasmas for shock wave control, drag reduction, vehicle steering, sonic boom attenuation, ignition of combustion in engines, and MHD power extraction and enthalpy by-pass is being actively discussed. Of course, fundamental issues have to be resolved prior to any practical applications.

Propagation of shock waves in weakly ionized plasmas was studied in Russia,1-11,15,16 and, later, in the U.S.12-14 Shock acceleration, broadening, and “splitting” was observed in various d.c., RF, and pulsed discharges, in inert as well as molecular gases. Some researchers1-11,12-14 attributed experimental observations to various plasma-specific phenomena, from electric double layers to ion-acoustic waves to new long-range interactions or microscopic structure formed in gas discharges. However, other Russian researchers15,16 found that their data can be adequately explained by conventional thermal phenomena.
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In Refs. 17 and 18, analysis of various physical mechanisms resulted in a conclusion that the "broadening", "splitting", and acceleration of shocks in gas discharges could hardly be explained by plasma-specific effects. This is due ultimately to the very low ionization fraction in the discharges, which leads to small fraction of the total gas energy stored in ionized and excited states, to very inefficient energy and momentum transfer from electrons and ions to the bulk neutral gas, and to very long times of these transfer processes.

Our CFD modeling demonstrated that transverse temperature and density gradients present in gas discharges due to Joule heating could be responsible for the observed "anomalous" phenomena. The transverse gradients result in non-one-dimensional nature of shock propagation, and attempts to interpret the phenomena in one-dimensional terms could be misleading. For example, shock curvature could be misinterpreted as a "broadened" or "split" 1D structure.

In the present paper, we describe a combined experimental and computational effort to clarify mechanisms of shock propagation in weakly ionized plasmas. Experiments were done in well-characterized positive column of glow discharge in Ar and Ar-N₂ mixtures. Shock velocity and structure was measured using laser Schlieren method, similar to experiments of Refs. 12-14. Since temperature and its gradients could play a critical role in shock propagation, radial temperature profiles in our experiments were measured with Filtered Rayleigh Scattering. Axisymmetric CFD modeling gives a very good agreement with experimental data, thus proving that it is conventional, but non-one-dimensional, gas dynamics that is responsible for the "anomalous" effects.

In order to study shock propagation in weakly ionized plasma with very small or absent temperature gradients, pulsed discharge experiments were done. Those experiments prove again the thermal nature of shock propagation in gas discharges.

II. Experiments on shock propagation in steady-state glow discharges

II.1. Experimental setup and procedures

The experimental setup at Princeton University20, 21 was basically similar to that of Refs. 12-14. The plasmas studied were created by longitudinal continuous or pulsed glow discharge. The discharge tube, 3.8 cm i.d. and 120 cm full length, was made of quartz. Shock waves were generated by a spark discharge at the one end of the tube. The spark circuit parameters are: capacitor 0.2 μF, voltage 15 – 20 kV. The capacitor discharge was controlled by a triggering spark gap. The shock wave entered the discharge through a narrow (2 mm) ring electrode made of stainless steel foil mounted adjacent to the wall. The electrode nearest to the spark was always the anode, in order to prevent the incoming shock wave from passing by the hot cathode and through the cathode fall of the discharge. Both the cathode and anode could be placed at different location in the tube, so that the distance between the spark and the anode could be 20 or 40 cm, and the length of discharge could be 20, 40, or 60 cm. The flexibility in changing the discharge length was used for measuring the electric field in the plasma (see below).

Similar to Refs. 12-14, we used a laser Schlieren method for detecting the shock wave front (Fig.1). A He-Ne laser beam crossed the discharge horizontally along the diameter and was then focused onto the plane of a knife by a lens (f=50 cm). The beam 1/e diameter was about 0.3 mm. A photodiode with a response time of 20 ns measured the light intensity after the knife edge. The signal was recorded by a digital oscilloscope with 1 kΩ resistor at the input, and a time resolution ≈0.1μs. In some measurements a miniature pressure sensor was also used.

To measure the instantaneous shock wave velocity we used an approach similar to that proposed in Ref. 22. After the laser beam crossed the discharge it was retro-reflected from a small 90° prism and passed through the discharge once more with the spatial offset and then focused onto the knife edge. This produced two closely separated Schlieren signals of opposite signs. Shock wave velocity was found by dividing the distance between the two beam passages (12 to 21 mm) by the time gap between Schlieren signals. This method provided an accuracy of absolute velocity near 3 per cent (=10 m/s) and that of relative velocity about 0.5 per cent (2 m/s).
Experiments were performed in an Ar-N$_2$ mixture (1% of N$_2$). Addition of nitrogen substantially improved the radial uniformity of the discharge. A pure argon discharge contracted at currents $i>30 - 40$ mA (for pressures $p>30$ Torr). With nitrogen the discharge was not contracted at all conditions studied ($p<100$ Torr, $i<100$ mA). To prevent electrophoresis and accumulation of impurities, the gas mixture was pumped through the discharge with a rate of 300 sccm, which corresponded to 5 – 10 cm/s linear speed in the tube.

As was already mentioned, the flexibility in changing the discharge length allowed us to measure an electric field $E$ in a positive column of the discharge (cathode voltage drop $V_c$ could also be found in these measurements). For $p=30—50$ Torr, $i=30—100$ mA the $E$ value was from 8 to 14 V/cm. Assuming a Bessel radial profile for gas temperature, we calculated the reduced electric field $E/N$ ($N$ is gas number density) and electron number density $n_e$. Averaged over the tube cross section, these values are $E/N=1.2-1.4$ Td, $n_e=(1.2-4)\times10^{16}$ cm$^{-3}$ for the condition range mentioned above.

II.2. Measurements of temperature profiles

We have used Ultraviolet Filtered Rayleigh Scattering (UV FRS)\textsuperscript{24, 25} to measure temperature profiles of the discharges studied. A summary of these measurements is presented here. A narrow linewidth laser is used to illuminate the sample gas and the scattered light is imaged through a narrow band absorption filter onto a detector, as shown schematically in Fig. 2. The laser should be tunable so that it may be tuned within an absorption notch, and narrow linewidth so that the elastic background (due to windows, particulates etc.) is narrow compared to the spectral width of the absorption notch. The amount of scattered light measured by the detector depends on the spectral overlap of the scattered light and the filter absorption profile. The filter offers very nearly 100% transmission in its passband, yet is extremely optical thick (suppression modeled as $10^5$ and higher) within the absorption notches. The light scattered by the atoms and/or molecules in the flow is thermally and collisionally broadened, and is therefore spectrally wider than the laser and background. The filter serves to suppress the background while transmitting a large fraction of the light scattered from the flow. By appropriate selection of filter conditions, and laser frequency, one may obtain very strong background suppression (greater than $10^5$) while transmitting close to half of the scattered light.

Depending on the conditions of a specific measurement, slightly different approaches may be used. In cases of constant (known) pressure we use a method which precludes the need for background subtraction. The approach is to ratio the FRS signal at a temperature to be measured, $T_M$, to the signal at a known temperature, $T_{ref}$. Both measurements are taken at the same frequency within an absorption notch so that any background is strongly suppressed in both cases. At constant pressure there is a one-to-one correspondence of temperature and density so that the measured ratio uniquely defines the unknown temperature $T_M$. The signal ratio is primarily determined by the density ratio, with a smaller opposing contribution from lineshape effects.

Modeling results for the present measurements are shown in Figs.3 and 4. Fig. 3 shows the modeled filter transmission profile and FRS signal levels as functions of frequency. The filter has a length of 5 cm, a mercury vapor pressure of 0.0030 torr, and a temperature of 315 K. In this spectral region, mercury has six absorption notches due to hyperfine splitting and different isotopic contributions. Fig. 3 is a closer view of the highest frequency absorption notch – the one used in the current work. The nominal location of the lines is at 253.7 nm. The modeled FRS signal levels are for a scatterer of 50 torr of argon at various temperatures. The Rayleigh scattering cross-section is not affected by the weak ionization and so the curves describe both argon gases and the plasmas used in these experiments. The signals are normalized to 300 K (by the ideal gas law) so that their relative magnitude scale as would be measured by a detector. In the absence of the filter the signal is linear with density (or $1/T$), while within the absorption features there is also a weaker effect from the variation of scattering linewidth with temperature. From such modeling one may find the relationship between the experimentally measured FRS signal ratio

$$\text{Ratio} = \frac{\text{FRS signal (T=}$T_M\text{)}}{\text{FRS signal (T=}$T_{ref}\text{)}}$$
and the unknown temperature $T_M$. Fig. 4 is such a curve. In this case the unknown temperature, $T_M$, corresponds to the "plasma On" temperature while the reference temperature, $T_{ref}$, corresponds to the "plasma OFF" temperature — in this case $T_{ref}=308$ K.

The experimental configuration for FRS temperature measurements is illustrated in Fig.2. A high power, tunable, narrow linewidth Titanium Sapphire laser was used as the excitation source. The frequency-tripled output was delivered to the plasma tube through several anti-reflection coated beam-shaping optics. For these experiments pulse energies of $\sim 10$ mJ in the ultraviolet (254 nm) were used. The beam passed through a quarter wave plate to ensure the correct orientation of the linearly polarized beam, and through a half-wave plate to correct for the slight elliptical polarization introduced at the tube windows. Several irises were used to reduce stray light carried with beam. A long focal length lens (~90 cm) was used to weakly focus the beam to a waist of $\sim 200$ microns at the sample volume. The sample volume was within the discharge tube and was defined by the laser beam waist and an iris located between the discharge tube and imaging lens ($f'=2.4$). The geometry was such that the sample volume had a length of about 1 mm. The scattered light was collected at a scattering angle of 90 degrees with the imaging lens and imaged through the mercury vapor filter. The filter had length 5 cm and had two temperature controllers yielding a vapor pressure of 0.003 Torr, and a filter temperature of 315 K. After the mercury filter, the light passed through a monochromator, which acted as a broad passband filter, while rejecting plasma luminosity and other colors of light from the laser. Finally, the scattered light signal was collected with a Hamamatsu R960 photomultiplier tube. After propagation through the discharge tube a quartz flat was used to pick off a fraction of the beam for power normalization as well as a frequency reference. The picked off beam illuminated a diffuser, and the elastically scattered light was detected through a second mercury filter (frequency reference), as well as measured by a photodiode (power reference). The latter two measurements used thin film interference filters (CORION G25-254-F) for spectral filtering. The three signals were collected with a Stanford Research System boxcar onto a computer.

In plasma temperature profile measurements, a thermocouple was used to measure the wall temperature. Two 1-D translation stages were used to translate the discharge tube horizontally relative to the laser beam. Radial profiles along the horizontal axis were found by translating the discharge tube. Profiles were obtained in the argon plasma as well as the argon plus 1% nitrogen mixture, both at a pressure of 50 Torr, at several different values of electric current.

For the range of experimental conditions studied, $p=30 - 50$ Torr, $i=30 - 100$ mA, the steady-state centerline temperature range was found to be from 440±30 K to 830±70 K. Fig. 5 shows the experimental profile of an argon plasma at pressure 50 Torr and current 20 mA. Figures 6 and 7 are experimental profiles of an argon + 1% nitrogen mixture at a pressure of 50 Torr, and currents of 10 and 40 mA respectively. The experimental points are in good agreement with computation. We have plotted them here with fitted Gaussian curves:

$$\frac{T(r)}{T_w} = \frac{T_c}{T_w} \exp \left[ -\ln \frac{T_c}{T_w} \cdot \left( \frac{r}{R} \right)^2 \right],$$

where $T_c$ and $T_w$ are the centerline and wall temperature, respectively; $r$ is the radial variable; and $R$ is the tube radius.

III. Results of shock propagation studies in steady-state discharges and comparison with CFD axisymmetric modeling

In our earlier work, we performed a 2D inviscid modeling of shock propagation through a discharge-heated gas and concluded that transverse gradient and non-one-dimensionality play a crucial role in shock propagation in glow discharges, and that multi-peak laser Schlieren signals are simply due to the shock curvature. For better comparison with experiments, in this work the code was modified from 2D into axisymmetric. The solver was still that developed earlier in Ref. 27.

As found in the earlier work, to model shock structure on a 10-microsecond time scale, simple computations of a "piston-driven", or "step" shock would suffice. This simplification, while being quite
accurate, would save us from running extremely CPU-intensive full computations of the spark-generated pulse shocks. The plasma region between the infinitely thin electrodes was considered uniform along the tube axis \((x)\), and to have a symmetric radial temperature profile described by the analytical fit \((1)\) to the experimentally measured profile. Both wall temperature and the gas temperature outside the discharge were put equal to room temperature. Mach number of the incident shock was selected so as to give the shock velocity in the uniform room-temperature gas at a given location close to that measured experimentally with the discharge off.

For comparison with laser Schlieren measurements, the density gradient integrated in \(x\) direction across the "laser beam" and averaged in the radial direction across the tube was computed. The "laser beam" width in the computations was adjusted once to match the experimentally determined width of the Schlieren signal with the discharge off. The result of this calibration is shown in Fig.8. As seen in the Figure, computations reproduce the shape of the experimental peak very well.

Figures 9 – 11 show measured and computed Schlieren signals in pure argon (Fig.9) and \(\text{Ar}+1\%\text{N}_2\) (Figs.10 and 11). In each figure, upper plots correspond to the discharge-off case, while lower plots correspond to the discharge current of 20 mA (Fig.9), and 10 and 40 mA in Figs.10 and 11. Figs. 10 and 11 differ in that the Schlieren measurement point in Fig.11 is about 11 cm downstream of that in Fig.10. Measured and computed velocities of shock waves are shown near all the signals in Figs.9 – 11.

As seen in the figures, agreement between the computations and experiments, in both shock velocities and the two-peak signal shapes, is excellent. As discussed in Ref.19, the two-peak structure of the laser Schlieren signals is due to the curvature of the shock front in a region with transverse temperature gradient. This is illustrated in Fig.12 (a-d), where lines of constant density are shown in 4 moments of time, as the shock propagated from the room-temperature gas into the plasma. The first peak in the Schlieren signal comes from the portion of the shock that propagates through the hot centerline region. The high temperature and low density in this region result in both higher speed of the shock and lower intensity of the peak compared with those corresponding to colder near-wall regions. The portion of the shock moving through the cold near-wall region lags behind and produces a strong peak in the signal due to the high density near the wall.

For further quantitative comparison between computational and experimental results, Figures 13 and 14 show the width of Schlieren signals versus centerline temperature (Fig.13) and the shock velocity versus average temperature in the discharge (Fig.14). The average temperature was determined in a standard way:

\[
T_{av} = \frac{\int_0^R T(r) \cdot 2\pi r dr}{\pi R^2}
\]

Again, Figure 13 and 14 show excellent agreement between computations and experimental data. This provides a strong evidence of conventional, thermal mechanism of shock propagation in weakly ionized plasmas.

IV. Experiments on shock propagation in pulsed discharges

To distinguish between thermal and plasma-specific mechanisms of shock propagation, it would be desirable to eliminate temperature effects while maintaining plasma with the same density of charged particles, electric field, etc. Unfortunately, conventional steady-state discharge is a system where thermal effects are coupled with electric fields and electron density. However, in pulsed discharges, a relatively long time interval can exist when electron, ion, and excited molecule densities are quite high while the temperature is low. Indeed, gas heating and cooling occurs on time scale orders of magnitude longer than the time scale for ionization/recombination/excitation processes.
In this work, the pulsed mode of the discharge was produced by using a transistor switch in series with the discharge. The rise time for the current pulse was 20 μs, and the pulse duration was about 0.5 ms. It was found that this time was insufficient to get a uniform discharge. In fact, when the discharge was turned on, undesirable transitional processes (for example, discharges on the wall of the tube) were observed. Therefore a weak pilot discharge with 1 mA current was maintained between pulses, which resulted in a fairly uniform volume pulsed discharge. Fig. 15 shows the discharge pulse shape and the time dependence of discharge integral emission (with no shock wave). Clearly, at times near to the middle of the pulse the emission reaches its steady-state value, similar to that of the continuous discharge. The initial peak of intensity is a result of the higher electric field arising in the discharge immediately after the transistor switch is opened (see below).

As shown in Figs. 16 and 17, for the pilot discharge a small acceleration, accompanied by some widening and weakening of the signal can be noticed, but the changes are very small compared to the higher-current continuous discharge. This is no surprise since the electron number density in the pilot discharge is \( \approx 10^8 \text{ cm}^{-3} \) only and the measured axial gas temperature is less than 320 K.

Much more important is that Schlieren signal obtained from the pulsed discharge, as seen in Figs. 16 and 17, closely matches both no-discharge and pilot-discharge curves, and is very unlike the signal from the continuous discharge. After the transistor switch is turned on, the discharge current reaches its new steady-state value in \( \approx 20 \mu s \). This value is almost the same as in continuous discharge. The electric field strength \( E \) in the pulse could be found by subtracting cathode drop \( V_c \) and voltage drop across the ballast resistor from the power supply voltage. The \( E \) values were found to be somewhat larger than in the continuous discharge, but the \( E/N \) values are almost identical. Thus, the electron number densities and mean electron energies (electron temperatures) should be very close to those in the continuous discharge. This is confirmed by the behavior of the discharge emission (Fig. 15). It reaches its steady-state value that is very close to that of the continuous discharge. An initial overshoot is related to the overvoltage applied to the discharge in the transition period (\( \approx 20 \mu s \)) from small to large current. Higher \( E/N \) values in this interval result in efficient excitation of atoms and molecules, including those with radiative lifetime \( 1-10 \mu s \) (e.g., intensive bands of the 1st positive system of the \( \text{N}_2 \) molecule).

The increase in gas temperature, \( \Delta T \), during the pulse for the pulse duration \( \tau_p \) may by calculated from the simple balance equation \( iE \tau_p = c_p m_1 \Delta T \), where \( c_p \) is the specific heat, and \( m_1 \) is a mass of gas per unit length. Here we ignore heat losses because the pulse duration is a factor of 100 less than the characteristic time for thermal conductivity. For the conditions of Fig. 16, this equation gives \( \Delta T = 0.4 \text{ K} \). Thus, the pulsed discharge has electron component parameters (\( E/N, n_e, T_e \)) the same as in the continuous discharge, but the gas temperature is the same as in the pilot discharge, that is, close to room temperature. Comparing the three Schlieren curves of Fig. 16 (and, similarly, those of Fig. 17) definitely shows that changing the electron density by two orders of magnitude does not affect shock wave propagation, while changing gas temperature from \( T_g = 320 \text{ K} \) to \( T_g = 500-600 \text{ K} \) (from the pilot or pulsed discharge to the continuous discharge) affects the shock dramatically. This result may be considered as a strong evidence of thermal mechanism of shock wave - plasma interaction.

To further illustrate the role of heating in shock dynamics, Fig. 18 shows Schlieren signals taken with time delay between turning the discharge on and launching the shock ranging from 1 ms to 200 ms. The 1-ms-delay signal is very close to that in the pilot discharge, while the 200-ms-delay signal is close to that in the continuous discharge. It takes tens and hundreds of milliseconds of the discharge existence for the signal to get close to its steady-state shape. The same point is also illustrated in Fig. 19, showing measured shock speed and Schlieren signal width approaching their d.c. discharge values as the discharge is allowed to exist longer. Only gas heating in the discharge takes that long; ionization and excitation processes are many orders of magnitude faster.

As the discharge is turned off, one would expect thermal effects to persist for a long time, tens or even hundreds of milliseconds, when recombination of charged species and quenching of excited states will be long since complete. Indeed, this persistence is clearly seen in Figs. 20 and 21, again supporting the thermal mechanism of shock-plasma interaction.
It should be noted that vibrational temperature, or populations of vibrational states, of nitrogen molecules, could be another parameter (apart from the gas temperature) that is quite different in pulsed and continuous discharges. The vibrational relaxation characteristic time is 1 – 2 orders of magnitude longer than the pulse duration, so the vibrational temperature in the pulsed discharge must be almost the same as in the pilot (1 mA) discharge.

To clarify the role of vibrational relaxation, shock wave propagation through pure argon discharge was also studied at low currents where contraction did not occur. In Fig.22 Schlieren signals for the two gases (Ar and Ar-N$_2$) are compared. The main features of Schlieren signals for both cases are similar. For a more detailed comparison, one has to take into account that addition of nitrogen changes the electron drift velocity and also can affect ionization and recombination processes. As a result, plasma parameters such as E/N, electron number density, and gas temperature are different for Ar and Ar-N$_2$ plasmas even if the gas pressure and discharge current are similar. Data presented in Fig.22 for Ar-N$_2$ mixture are shown at i=20 mA (the same as for pure argon), at 40 mA, where gas temperatures are equal for both discharges, and at 60 mA, where electron densities are equal. It is evident that for the condition of equal gas temperatures (40 mA) similarity of the patterns is the best. This eliminates unambiguously the vibrational relaxation effect and supplies one more evidence of the thermal mechanism of shock dispersion.

V. Conclusions

Extensive experimental data on shock propagation in steady-state glow discharges in argon and argon-nitrogen mixtures were found to be in excellent agreement with high-accuracy axisymmetric CFD modeling. This provides compelling evidence that shock acceleration, attenuation, and “broadening” in weakly ionized plasmas can be explained by conventional gas dynamics, with non-one-dimensionality (due to transverse temperature gradients) playing a critical role.

Experiments with pulsed discharges allowed us to separate thermal effects from those due to electric fields and charged particles. It turned out that gas heating is necessary for shock velocity and Schlieren signal parameters to attain their steady-state values. This provides a direct proof of thermal mechanism of weakly ionized plasma effects on shock propagation.
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Fig. 1. Schematic of the experimental setup for studies of shock propagation in glow discharges.

Fig. 2. Schematic diagram of experimental setup for UV FRS measurements of temperature profiles.
Modeled UV FRS signal levels for Argon, T=300,..,750 K
Hg filter: 5 cm, P=0.0030 torr, T=315 K
signals normalized to 300 K
notch used in experiments shown

Fig. 3. Modeled FRS signal levels for Argon at a range of temperatures. Mercury has several absorption notches in the 253.7 nm vicinity, however Fig.3 shows the experimentally used (high-frequency) notch.

Conversion Graph: Signal Ratio - Temperature
Hg filter: 5 cm, P=0.0030 torr, T=315 K
scatterer: argon 50 torr
normalized to Toff = 308 K

Fig.4. Look-up graph used to convert signal ratio found with discharge ON/OFF to plasma temperature.
UV FRS Temperature Profile of Ar Plasma, p=50 torr, i=20 mA

Fig. 5. Radial temperature profile in Ar glow discharge tube measured by UV Filtered Rayleigh Scattering. Pressure and electric current are indicated on the plot. Fitting curve – see Eqn. (1).

UV FRS Temperature Profile of Ar + 1% N₂ Plasma, p=50 torr, i=10 mA

Fig. 6. Radial temperature profile in Ar+1%N₂ glow discharge tube measured by UV Filtered Rayleigh Scattering. Pressure and electric current are indicated on the plot. Fitting curve – see Eqn. (1).
Fig. 7. Radial temperature profile in Ar+1%N$_2$ glow discharge tube measured by UV Filtered Rayleigh Scattering. Pressure and electric current are indicated on the plot. Fitting curve – see Eqn. (1).

Fig. 8. Calibration of the "laser beam width" for CFD modeling against laser Schlieren signal with the discharge off.
Fig. 9. Experimentally measured and simulated laser Schlieren signals for shocks propagating in glow discharge in pure Ar at 50 Torr. The discharge current is 20 mA. The first of the two laser beams is located 18 cm from the entrance to the discharge, and the spacing between the two beams is 3.6 cm. The experimentally measured and computed shock velocities are indicated on the figure.
Fig. 10. Experimentally measured and simulated laser Schlieren signals for shocks propagating in glow discharge in Ar+1%N₂ at 50 Torr. The discharge current values are 10 mA and 40 mA. The first of the two laser beams is located 9 cm from the entrance to the discharge, and the spacing between the two beams is 2.1 cm. The experimentally measured and computed shock velocities are indicated on the figure.
Fig. 11. Experimentally measured and simulated laser Schlieren signals for shocks propagating in glow discharge in Ar+1%N\textsubscript{2} at 50 Torr. The discharge current values are 10 mA and 40 mA. The first of the two laser beams is located 20 cm from the entrance to the discharge, and the spacing between the two beams is 3.7 cm. The experimentally measured and computed shock velocities are indicated on the figure.
Fig. 12. Computed constant-density lines during shock propagation in glow discharge tube (pure Ar, 50 Torr, 20 mA): a – prior to shock entry into the discharge; b – shock entering the discharge; c – shortly after the shock entered the discharge; d – shock has penetrated deep inside the discharge.
**Fig. 13.** Width of the Schlieren signal in the discharge ($\Delta$) minus the signal width with the discharge off ($\Delta_0$) versus temperature difference between the axis and the wall, $T_{\text{axis}} - T_{\text{w}}$. Gas mixture Ar+0.16%N$_2$, pressure 50 Torr; 3 cm spark gap, 15 kV spark voltage; first laser beam is 24.8 cm inside the discharge; spacing between the two beams is 2.9 cm.

**Fig. 14.** Shock wave velocity versus average temperature [definition – see Eqn. (2)] in the discharge. Gas mixture Ar+0.16%N$_2$, pressure 50 Torr; 3 cm spark gap, 15 kV spark voltage; first laser beam is 24.8 cm inside the discharge; spacing between the two beams is 2.9 cm.
Fig. 15. Discharge current and integrated spectral emission versus time during the pulse.
Fig. 16. Schlieren signals and shock velocities in glow discharge in Ar+1%N₂ at 50 Torr: the discharge off; 38-mA continuous d.c. discharge, weak (1 mA) pilot discharge, and a pulsed discharge.
Fig. 17. Schlieren signals and shock velocities in glow discharge in Ar+1%N$_2$ at 50 Torr: the discharge off, 80-mA continuous d.c. discharge, weak (1 mA) pilot discharge, and a pulsed discharge.
Fig. 18. Evolution of the Schlieren signal at a fixed location inside the discharge with time delay between the beginning of the discharge and the shock launch.
Fig. 19. Evolution of shock velocity and the width of the Schlieren signal at a fixed location inside the discharge with time delay between the beginning of the discharge and the shock launch.
Fig. 20. Evolution of the Schlieren signal at a fixed location inside the discharge with time delay between the end of the discharge pulse and the shock launch.
Fig. 21. Evolution of shock velocity and the width of the Schlieren signal at a fixed location inside the discharge with time delay between the end of the discharge pulse and the shock launch.
Fig. 22. Comparison of shock Schlieren signals at a fixed location in Ar and Ar+N\textsubscript{2} discharges at 50 Torr and various values of electric current.
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Abstract

Shock wave propagation through a glow discharge is studied by a double beam laser Schlieren method. A pulsed discharge is used to separate electron and other plasma related phenomena from thermal effects. The results prove the pure thermal nature of the influence of a plasma on a shock wave. © 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction

During the last two decades a number of experiments were performed (see Refs. [1-8] and references therein) to study the influence of gas discharge plasmas on the properties of shock waves propagating through them. In spite of the variety of kinds of discharge studied, of gases and of experimental conditions, the main features of this influence are similar. They are accelerating of the shock, its spreading and/or splitting, and weakening. The effects are rather pronounced and are reproduced in studies of different authors. However, there is no consensus of opinion as to reasons for these phenomena. Some authors [3,4,6] propose the most evident explanation, attributing all the effects to the heating action of the discharge and the resulting increase and non-uniformity of gas temperature. These authors showed that their results could be well described by this model. The same model is supported in theoretical works [9,10]. An opposite point of view is advocated by the authors of Refs. [1,2,5,7,8]. They claim that gas heating is not sufficient to produce the observed effects and alternative mechanisms have to be invoked. A number of mechanisms have been proposed, sometimes rather exotic. They are reviewed by the authors of Ref. [11], who conclude that none of them can provide satisfactory quantitative description of the phenomena observed.

It is clear that gas heating is produced by any kind of discharge. Further, all of the observed phenomena
can, in principle, be explained by this heating. To conclude that heating does not provide quantitative agreement with experiment, one needs to have reliable data on gas temperature in the discharge and on its spatial distribution. Such data are difficult to acquire and are usually not available. In rejecting the thermal model, the authors of [5] claim that they pass the shock wave through a cold (unheated) pulsed discharge, but simple estimation shows that for conditions where splitting and broadening of shock wave are observed (Fig. 3 of Ref. [5]), their average temperature could easily have reached 520 K. Some of the studies seem to confirm thermal mechanisms, though the authors proclaim the opposite. For example, Fig. 3 of Ref. [7] shows almost identical dependencies of pressure versus time for a shock wave propagating through a discharge and through gas heated by a special warmer, but the authors argue against a thermal mechanism.

On the other hand, solid evidence of the thermal mechanism also requires detailed information about the spatial distribution of the gas temperature in the discharge. This is a challenging measurement problem for studies of shock wave propagation. It is performed in only Ref. [6] by emission spectroscopy. Unfortunately velocity is the only shock wave parameter that is measured by the authors of [6], and the detection method is indirect. They used microwave interferometry for observing a change in electron number density induced by the shock wave. The measurements therefore have rather poor spatial resolution (~ 15 mm). Calculation of gas temperature in a plasma [3,4] requires data on spatial distribution of energy input (of current density in a longitudinal discharge). The lack of such data casts some doubt on the results of these studies.

In order to determine whether gas heating is a governing factor or not, some definitive experiment is needed. Two kinds of experiments can be proposed, both of them based on the slow gas temperature time dependence as compared to that of electron parameters. The first one uses the far discharge afterglow stage, when there are no charged or excited species but gas temperature is still similar to the temperature under discharge conditions. Estimations show, that for the conditions of recent study [8] (Ar discharge at pressure 30–50 Torr, current about 50 mA) electron and ion densities drop by two orders of magnitude during the first 10 ms of afterglow. The excited level populations drop still more. Meanwhile, the gas temperature and its spatial distribution have a characteristic decay time of ~ 100 ms. An afterglow study was performed in [2] but without any clear treatment of the results.

The second approach is to study an initial stage of a discharge pulse (or a short discharge pulse), when the densities of charged and excited species are close to their steady-state value, while the gas is still cold. Similar experiments were performed in [4,5], but in [5] gas heating may have actually occurred (see above). In [4], it is impossible to understand from the presented plot how close to cold gas conditions the authors could come.

In this study we utilized the second approach. Its advantage is that one can follow the discharge current as a simple way to monitor reaching the steady-state electron density. Another very important advantage is that if a sufficiently high overvoltage across the discharge is used, it is possible to reach steady state for the electron component very quickly, many orders of magnitude faster than that for gas temperature. This almost completely prevents the gas from heating.

2. Experimental

The experimental set-up was basically similar to that of [8]. The plasmas studied were created by longitudinal continuos or pulsed glow discharge. The discharge tube, 3.8 cm i.d. and 120 cm full length, was made of quartz. Shock waves were generated by a spark discharge at the one end of the tube. The spark circuit parameters are: capacitor 0.2 μF, voltage 15–20 kV. The capacitor discharge was controlled by a triggering spark gap. The shock wave entered the discharge through a narrow (2 mm) ring electrode made of stainless steel foil mounted adjacent to the wall. The electrode nearest to the spark was always the anode, in order to prevent the incoming shock wave from passing by the hot cathode and through the cathode fall of the discharge. Both the cathode and anode could be placed at different location in the tube, so that the distance between the spark and the anode could be 20 or 40 cm, and the length of discharge could be 20, 40, or 60 cm. The
Similar to [8], we used a laser Schlieren method [12] for detecting the shock wave front (Fig. 1). A He–Ne laser beam crossed the discharge horizontally along the diameter and was then focused onto the plane of a knife by a lens (f = 50 cm). The beam 1/e diameter was about 0.3 mm. A photodiode with a response time of 20 ns measured the light intensity after the knife edge. The signal was recorded by a digital oscilloscope with 1 kΩ resistor at the input, and a time resolution = 0.1 μs. In some measurements a miniature pressure sensor was also used.

To measure the instantaneous shock wave velocity we used an approach similar to that proposed in [13]. After the laser beam crossed the discharge it was retro-reflected from a small 90° prism and passed through the discharge once more with the spatial offset and then focused onto the knife edge. This produced two closely separated Schlieren signals of opposite signs. Shock wave velocity was found by dividing the distance between the two beam passages (12 to 21 mm) by the time gap between Schlieren signals. This method provided an accuracy of absolute velocity about 3% (≈ 10 m/s) and that of relative velocity about 0.5% (2 m/s).

Experiments were performed in an Ar–N₂ mixture (1% of N₂). Addition of nitrogen essentially improved the radial uniformity of the discharge. A pure argon discharge contracted at current i > 30–40 mA (for pressure p ≥ 30 Torr). With nitrogen the discharge was not contracted at all conditions studied (p ≤ 100 Torr, i ≤ 100 mA). To prevent electrophoresis and accumulation of impurities, the gas mixture was pumped through the discharge with a rate of 300 sccm, which corresponded to 5–10 cm/s linear speed in the tube.

Axial gas temperatures in the discharge were measured by ultraviolet Rayleigh scattering [14]. A frequency tripled, pulsed, Ti:Sapphire laser system was used as the illumination source for measurements. Pulse energies of 5–10 mJ were delivered along the axis of the discharge tube and the Rayleigh signal was collected with a photomultiplier tube. The discharge temperatures were inferred by measuring the ratio of the Rayleigh scattering signal with the discharge on, to the Rayleigh scattering signal with the discharge off (room temperature). For the range of experimental conditions studied, p = 30–50 Torr, i = 30–100 mA, the steady-state centerline temperature range was found to be from 440 ± 30 K to 830 ± 70 K.

As was already mentioned, the flexibility in changing the discharge length allowed us to measure an electric field E in a positive column of the discharge (cathode voltage drop Vc could also be found at these measurements). For p = 30–50 Torr, i = 30–100 mA the E value was from 8 to 14 V/cm. Assuming a Bessel radial profile for gas temperature, we calculated the reduced electric field E/N (N is gas number density) and electron number density ne. Averaged over the tube cross section, these values are E/N = 1.2–1.4 Td, ne = (1.2–4) × 10¹⁰ cm⁻³ for the condition range mentioned above. We emphasize that these values are not used for any analysis of the results of this study. (Notice that electric field values given in [8] are evidently erroneous (see, e.g. [15]). For such a field the gas temperature at the discharge axis must reach the unlikely value of 1800 K).

The pulsed mode of the discharge was produced by using a transistor switch in series with the discharge. The rise time for the current pulse was 20 μs, and the pulse duration was about 0.5 ms. It was found that this time was insufficient to get a uniform discharge. Therefore a weak pilot discharge with 1 mA current was maintained between pulses, which resulted in a fairly uniform volume pulsed discharge. Fig. 2 shows the discharge pulse shape and the position of Schlieren signals inside the pulse. The time dependence of discharge integral emission is
also plotted (with no shock wave). It shows that at times near to the middle of the pulse the emission reaches a steady-state value, similar to that of the continuous discharge. The initial peak of intensity is a result of the higher electric field arising in the discharge immediately after the transistor switch is opened (see below).

3. Results and discussion

Data from our Schlieren measurements in a steady glow discharge are in general agreement with results of previous studies [1–8]. Some of them are presented in Figs. 3 and 4 for $p = 50$ Torr, 29 cm distance of the laser from the spark (9 cm from the anode), and for two different discharge currents (38 and 80 mA). Time for all of the curves is measured from the spark. Curves (a) of these Figures correspond to Mach 1.2 in cold (with no discharge) gas. Curves (b) (continuous discharge) demonstrate all the main features described in the Introduction. The shock wave is accelerated, the effect being more pronounced at larger current. Further, the signal (which is proportional to gas density gradient) is attenuated by the plasma, and it is split and spread out.

For the pilot discharge [curves (c)] a small acceleration, accompanied by some widening and weakening of the signal can also be noticed, but they are very weak compared to the higher current discharge. This is no surprise since the electron number density in the pilot discharge is $\approx 10^8$ cm$^{-3}$ only and the measured axial gas temperature $T_g < 320$ K.

Much more important is that Schlieren signal obtained from the pulsed discharge [curves (d)] closely matches both (a) and (c) curves, and is very unlike the signal from the continuous discharge, curves (b). After the transistor switch turns on, the discharge current reaches its new steady-state value in $\approx 20$ $\mu$s. This value is almost the same as in continuous discharge [curves (b)]. The electric field strength $E$ in the pulse could be found by subtracting cathode drop $V_c$ and voltage drop across the ballast resistor from the power supply voltage. The

Fig. 2. Time dependence of discharge current (a), Schlieren signal (b), and discharge emission intensity (c). Time $t = 0$ corresponds to the spark shot.

Fig. 3. Schlieren signals for Ar–N$_2$ mixture (1% of N2). Pressure 50 Torr, 29 cm from the spark, 9 cm inside the discharge, 1.8 cm between the two laser beam passages.
$E$ values were found to be somewhat larger than in the continuous discharge, but the $E/N$ values are almost equal. So the same is valid for the electron number densities and mean electron energies (electron temperatures). This is confirmed by the behavior of the discharge emission (Fig. 2). It reaches a steady-state value that is very close to that of the continuous discharge. An initial peak is related to the overvoltage applied to the discharge in the transition period from small to large current ($\sim 20 \mu s$). Higher $E/N$ values in this interval result in efficient excitation of atoms and molecules, including those with radiative lifetime $\sim 1-10 \mu s$ (e.g., intensive bands of the 1st positive system of the $N_2$ molecule).

The rise in gas temperature $\Delta T$ during the pulse for the pulse duration $\tau_p$ may be calculated from the equation

$$iEr_p = c_p m_1 \Delta T,$$

where $c_p$ is specific heat capacity and $m_1$ is a mass of gas per unit length. Here we ignore heat losses because the pulse duration is a factor of 100 less than the characteristic time for thermal conductivity. For the conditions of Figs. 3 and 4 this equation gives $\Delta T = 0.4 \text{ K}$ and $0.6 \text{ K}$. So, the pulsed discharge has electron component parameters ($E/N$, $n_e$, $T_e$) the same as in the continuous discharge, but a gas temperature is the same as in pilot discharge, that is close to room temperature. Comparing the three Schlieren curves (b), (c), and (d) of Figs. 3 and 4 definitely shows that changing the electron density by two orders of magnitude [(c) $\rightarrow$ (d)] does not influence shock wave propagation, while changing gas temperature from $T_g \approx 320 \text{ K}$ to $T_g \approx 500-600 \text{ K}$ [(d) $\rightarrow$ (b)] affects it drastically. This result may be considered as strong evidence of thermal mechanism effecting a shock-wave–plasma interaction.

It should be noted that apart from the gas temperature one more parameter is quite different for a pulsed and continuous discharge. This is nitrogen vibrational populations, or vibrational temperature $T_v$. The vibrational relaxation characteristic time is $1-2$ orders of magnitude longer than the pulse duration, so $T_v$ in the pulsed discharge must be almost the same as in the pilot (1 mA) discharge. Therefore this study can not argue against the vibrational mechanism to explain the effect [7].

$E$ values were found to be somewhat larger than in the continuous discharge, but the $E/N$ values are almost equal. So the same is valid for the electron number densities and mean electron energies (electron temperatures). This is confirmed by the behavior of the discharge emission (Fig. 2). It reaches a steady-state value that is very close to that of the continuous discharge. An initial peak is related to the overvoltage applied to the discharge in the transition period from small to large current ($\sim 20 \mu s$). Higher $E/N$ values in this interval result in efficient excitation of atoms and molecules, including those with radiative lifetime $\sim 1-10 \mu s$ (e.g., intensive bands of the 1st positive system of the $N_2$ molecule).

The rise in gas temperature $\Delta T$ during the pulse for the pulse duration $\tau_p$ may be calculated from the equation

$$iEr_p = c_p m_1 \Delta T,$$

where $c_p$ is specific heat capacity and $m_1$ is a mass of gas per unit length. Here we ignore heat losses because the pulse duration is a factor of 100 less than the characteristic time for thermal conductivity. For the conditions of Figs. 3 and 4 this equation gives $\Delta T = 0.4 \text{ K}$ and $0.6 \text{ K}$. So, the pulsed discharge has electron component parameters ($E/N$, $n_e$, $T_e$) the same as in the continuous discharge, but a gas temperature is the same as in pilot discharge, that is close to room temperature. Comparing the three Schlieren curves (b), (c), and (d) of Figs. 3 and 4 definitely shows that changing the electron density by two orders of magnitude [(c) $\rightarrow$ (d)] does not influence shock wave propagation, while changing gas temperature from $T_g \approx 320 \text{ K}$ to $T_g \approx 500-600 \text{ K}$ [(d) $\rightarrow$ (b)] affects it drastically. This result may be considered as strong evidence of thermal mechanism effecting a shock-wave–plasma interaction.

It should be noted that apart from the gas temperature one more parameter is quite different for a pulsed and continuous discharge. This is nitrogen vibrational populations, or vibrational temperature $T_v$. The vibrational relaxation characteristic time is $1-2$ orders of magnitude longer than the pulse duration, so $T_v$ in the pulsed discharge must be almost the same as in the pilot (1 mA) discharge. Therefore this study can not argue against the vibrational mechanism to explain the effect [7].
In order to clear up its role, shock wave propagation through pure argon discharge was also studied at low currents where contraction did not occur. In Fig. 5, Schlieren signals for the two gas media (Ar and Ar–N$_2$) are compared. We can see that the main features of the pattern for both cases are similar. For a more detailed comparison, one has to take into account that addition of nitrogen changes the electron drift velocity [16] and also can influence ionization and recombination processes. As a result, plasma parameters such as electron field $E/N$, electron number density and gas temperature are different for Ar and Ar–N$_2$ plasmas even if the gas pressure and discharge current are similar. Data presented in Fig. 5 for Ar–N$_2$ mixture are shown at $i = 20$ mA (the same as for pure argon), at 40 mA, where gas temperatures are equal for both discharges, and at 60 mA, where electron densities are equal. It is evident, that for the condition of equal $T_g$ (40 mA) similarity of the patterns is the best. This eliminates unambiguously the vibrational mechanism and supplies one more confirmation of the validity of the thermal one.
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Spark-generated shock waves were studied in glow discharges in argon and argon-nitrogen mixtures. UV Filtered Rayleigh Scattering was used to measure radial profiles of gas temperature, and laser schlieren method was used to measure shock arrival times and axial density gradients. Time accurate, inviscid, axisymmetric CFD computations were run and results compared with the experiments. Our simulation show that changes in shock structure and velocity in weakly ionized gases are explained by classical gas dynamics, with critical role of thermal and multi-dimensional effects (transverse gradients, shock curvature, etc.). A direct proof of the thermal mechanism was obtained by pulsing the discharge. With sub-millisecond delay between starting the discharge and shock launch, plasma parameters reach their steady-state values, but the temperature is still low, laser schlieren signals are virtually identical to those without the discharge,
differing dramatically from the signals in discharges with fully established temperature profiles.

I. INTRODUCTION

Weakly ionized gases (plasmas) could potentially have an impact on high-speed aerodynamics. Using plasmas for shock wave control, drag reduction, vehicle steering, sonic boom attenuation, ignition of combustion in engines, and MHD power extraction and enthalpy by-pass is being actively discussed. Of course, fundamental issues have to be resolved prior to any practical applications.

Propagation of shock waves in weakly ionized plasmas was studied in Russia, and, later, in the U.S. Shock acceleration, broadening, and “splitting” was observed in various d.c., RF, and pulsed discharges, in inert as well as molecular gases. Some researchers attributed experimental observations to various plasma-specific phenomena, from electric double layers to ion-acoustic waves to new long-range interactions or microscopic structure formed in gas discharges. However, other Russian researchers found that their data can be adequately explained by conventional thermal phenomena. Gas heating, temperature inhomogeneity, and vibrational relaxation were theoretically shown to result in “anomalous” behavior of shocks in gas discharges.

In Refs. 20 and 21, analysis of various physical mechanisms resulted in a conclusion that the “broadening”, “splitting”, and acceleration of shocks in gas discharges could hardly be explained by plasma-specific effects. This is due ultimately to the very low
ionization fraction in the discharges, which leads to small fraction of the total gas energy stored in ionized and excited states, to very inefficient energy and momentum transfer from electrons and ions to the bulk neutral gas, and to very long times of these transfer processes.

In 1997, two research groups simultaneously and independently showed, based on inviscid CFD modeling,$^{22, 23}$ that transverse and longitudinal temperature and density gradients present in gas discharges due to Joule heating can be responsible for the observed "anomalous" shock profiles. The inviscid modeling of Ref. 22, extended in Ref. 24, emphasized that transverse gradients result in multi-dimensional nature of shock propagation, and that attempts to interpret the phenomena in one-dimensional terms can be misleading. For example, shock curvature could be misinterpreted as a "broadened" or "split" 1D structure. The inviscid results were confirmed in Navier-Stokes computations.$^{25}$ Additionally, as demonstrated in Ref. 25, in the case of very weak shocks (with Mach number very close to 1) or very long propagation distances (many meters) wall shear could also result in an apparent "splitting" of laser schlieren signals even in a cold gas.

In the present paper, we describe a combined experimental and computational effort to clarify mechanisms of shock propagation in weakly ionized plasmas. Experiments were done in well-characterized positive column of glow discharge in Ar and Ar-N$_2$ mixtures. Shock velocity and structure was measured using laser schlieren method, similar to experiments of Refs. 12-14. Since temperature and its gradients could play a critical role in shock propagation, radial temperature profiles in our experiments were measured with Filtered Rayleigh Scattering. Axisymmetric CFD modeling gives a very
good agreement with experimental data, thus proving that it is classical, but multi-dimensional, gas dynamics can explain for the "anomalous" effects.

In order to study shock propagation in weakly ionized plasma with very small or absent temperature gradients, pulsed discharge experiments were carried out. Those experiments prove again the thermal nature of shock propagation in gas discharges.

II. EXPERIMENTS ON SHOCK PROPAGATION IN STEADY-STATE GLOW DISCHARGES

II.1. Experimental setup and procedures

The experimental setup at Princeton University\textsuperscript{26,27} is basically similar to that of Refs. 12-14. The plasmas studied were created by longitudinal continuous or pulsed glow discharge. The discharge tube, 3.8 cm i.d. and 120 cm full length, was made of quartz. Shock waves were generated by a spark discharge at the one end of the tube. The spark circuit parameters are: capacitor 0.2 \( \mu \)F, voltage 15 – 20 kV. The capacitor discharge was controlled by a triggering spark gap. The shock wave entered the discharge through a narrow (2 mm wide and 0.1 mm thick) ring electrode made of stainless steel foil mounted adjacent to (almost flush with) the wall. The electrode nearest to the spark was always the anode, in order to prevent the incoming shock wave from passing by the hot cathode and through the cathode fall of the discharge. The cathode in all pulse and most steady-state experiments was identical in size and material to the anode. In some experimental runs, where shock profiles deep inside the plasma, far from the cathode, were studied, another
cathode was used: a 25 mm diameter hollow cylinder with the axis perpendicular to the tube axis. This cathode was used only when it was far enough downstream of the shock and could not affect shock propagation. Both the cathode and anode could be placed at different location in the tube, so that the distance between the spark and the anode could be 20 or 40 cm, and the length of discharge could be 20, 40, or 60 cm. The flexibility in changing the discharge length was used for measuring the electric field in the plasma (see below).

Similarly to Refs. 12-14, we used a laser schlieren method\textsuperscript{28} for detecting the shock wave front (Fig.1). A He-Ne laser beam crossed the discharge horizontally along the diameter and was then focused onto the plane of a knife by a lens (f=50 cm). The beam 1/e diameter was about 0.3 mm. A photodiode with a response time of 20 ns measured the light intensity after the knife edge. The signal was recorded by a digital oscilloscope with 1 kΩ resistor at the input, and a time resolution \( \approx 0.1 \mu s \). In some measurements a miniature pressure sensor was also used.

To measure the instantaneous shock wave velocity we used an approach similar to that proposed in Ref. 29. After the laser beam crossed the discharge it was retro-reflected from a small 90° prism and passed through the discharge once more with the spatial offset and then focused onto the knife edge. This produced two closely separated schlieren signals of opposite signs. Shock wave velocity was found by dividing the distance between the two beam passages (12 to 21 mm) by the time gap between the schlieren signals. This method provided an accuracy of absolute velocity near 3 per cent (\( \approx 10 \) m/s) and that of relative velocity about 0.5 per cent (2 m/s).
Experiments were performed in an Ar-N\textsubscript{2} mixture (1% of N\textsubscript{2}). Addition of nitrogen substantially improved the radial uniformity of the discharge. A pure argon discharge contracted at currents $i>30 - 40$ mA (for pressures $p\geq 30$ Torr). With nitrogen the discharge was not contracted at all conditions studied ($p\leq 100$ Torr, $i \leq 100$ mA). To prevent electrophoresis and accumulation of impurities, the gas mixture was pumped through the discharge with a rate of 300 sccm, which corresponded to 5 – 10 cm/s linear speed in the tube. Control measurements with the gas flow turned off for a short time gave shock velocities and schlieren profiles identical to those with the flow on.

As was already mentioned, the flexibility in changing the discharge length allowed us to measure an electric field $E$ in a positive column of the discharge (cathode voltage drop $V_c$ could also be found in these measurements). For $p=30—50$ Torr, $i=30—100$ mA the $E$ value was from 8 to 14 V/cm. Assuming a Bessel radial profile for gas temperature, we calculated the reduced electric field $E/N$ ($N$ is the gas number density) and electron number density $n_e$. Averaged over the tube cross section, these values are $E/N=1.2—1.4$ Td, $n_e=(1.2—4)\times 10^{10}$ cm\textsuperscript{-3} for the condition range mentioned above.

II.2. Measurements of temperature profiles

We have used Ultraviolet Filtered Rayleigh Scattering (UV FRS)\textsuperscript{30,31} to measure temperature profiles of the discharges studied. A summary of these measurements is presented here. A narrow linewidth laser is used to illuminate the sample gas and the scattered light is imaged through a narrow band absorption filter onto a detector, as shown schematically in Fig.2. The laser should be tunable so that it may be tuned within
an absorption notch, and narrow linewidth so that the elastic background (due to windows, particulates etc.) is narrow compared to the spectral width of an absorption notch. The amount of scattered light measured by the detector depends on the spectral overlap of the scattered light and the filter absorption profile. The filter offers very nearly 100% transmission outside of the absorption notches, yet is extremely optically thick (suppression modeled as $10^5$ and higher) within the absorption notches. The light scattered by the atoms and/or molecules in the flow is thermally and collisionally broadened, and is therefore spectrally wider than the laser and background. When the laser is tuned to overlap an absorption notch, the filter serves to suppress the background while transmitting a large fraction of the light scattered from the flow. By appropriate selection of filter conditions, and laser frequency, one may obtain very strong background suppression (greater than $10^5$) while transmitting close to half of the scattered light.

Depending on the conditions of a specific measurement, slightly different approaches may be used. In cases of constant (known) pressure we use a method which precludes the need for background subtraction. The approach is to ratio the FRS signal at a temperature to be measured, $T_M$, to the signal at a known temperature, $T_{ref}$. Both measurements are taken at the same frequency within an absorption notch so that any background is strongly suppressed in both cases. At constant pressure there is a one-to-one correspondence of temperature and density so that the measured ratio uniquely defines the unknown temperature $T_M$. The signal ratio is primarily determined by the density ratio, with a smaller opposing contribution from lineshape effects.

Modeling results for the present measurements are shown in Figs.3 and 4. Fig. 3 shows the modeled filter transmission profile and FRS signal levels as functions of
frequency. The filter has a length of 5 cm, a mercury vapor pressure of 0.0030 torr, and a temperature of 315K. In this spectral region, mercury has six absorption notches due to hyperfine splitting and different isotopic contributions. Fig. 3 is a closer view of the highest frequency absorption notch – the one used in the current work. The nominal location of the lines is at 253.7 nm. The modeled FRS signal levels are for a scatterer of 50 Torr of argon at various temperatures. The Rayleigh scattering cross-section is not affected by the weak ionization and so the curves describe both argon gases and the plasmas used in these experiments. The signals are normalized to 300 K (by the ideal gas law) so that their relative magnitude scales as would be measured by a detector. In the absence of the filter the signal is linear with density (or 1/T), while within the absorption features there is also a weaker effect from the variation of scattering linewidth with temperature. From such modeling one may find the relationship between the experimentally measured FRS signal ratio,

\[ \text{Ratio} = \frac{\text{FRS signal (T=TM)}}{\text{FRS signal (T=T_{ref})}} \]

and the unknown temperature \( T_M \). Fig. 4 is such a curve. In this case the unknown temperature, \( T_M \), corresponds to the “plasma on” temperature while the reference temperature, \( T_{ref} \), corresponds to the “plasma off” temperature – in this case \( T_{ref} = 308 \) K.

The experimental configuration for FRS temperature measurements is illustrated in Fig.2. A high power, tunable, narrow linewidth Titanium Sapphire laser\(^{32}\) was used as the excitation source. The frequency-tripled output was delivered to the plasma tube through several anti-reflection coated beam-shaping optics. For these experiments pulse energies of \(~ 10 \) mJ in the ultraviolet (254 nm) were used. The beam passed through a quarter wave plate to ensure the correct orientation of the linearly polarized beam, and
through a half-wave plate to correct for the slight elliptical polarization introduced at the tube windows. Several irises were used to reduce stray light carried with beam. A long focal length lens (~90 cm) was used to weakly focus the beam to a waist of ~200 microns at the sample volume. The sample volume was within the discharge tube and was defined by the laser beam waist and an iris located between the discharge tube and imaging lens (f#=2.4). The geometry was such that the sample volume had a length of about 1 mm. The scattered light was collected at a scattering angle of 90 degrees with the imaging lens and imaged through the mercury vapor filter. The filter had length 5 cm and had two temperature controllers yielding a vapor pressure of 0.003 Torr, and a filter temperature of 315 K. After the mercury filter, the light passed through a monochromator, which acted as a broad passband filter, while rejecting plasma luminosity and other colors of light from the laser. Finally, the scattered light signal was collected with a Hamamatsu R960 photomultiplier tube. After propagation through the discharge tube a quartz flat was used to pick off a fraction of the beam for power normalization as well as a frequency reference. The picked off beam illuminated a diffuser, and the elastically scattered light was detected through a second mercury filter (frequency reference), as well as measured by a photodiode (power reference). The latter two measurements used thin film interference filters (CORION G25-254-F) for spectral filtering. The three signals were collected with a Stanford Research System boxcar onto a computer.

In plasma temperature profile measurements, a thermocouple was used to the measure the wall temperature. Two 1-D translation stages were used to translate the discharge tube horizontally relative to the laser beam. Radial profiles along the horizontal
axis were found by translating the discharge tube. Profiles were obtained in the argon plasma as well as the argon plus 1% nitrogen mixture, both at a pressure of 50 Torr, at several different values of electric current.

For the range of experimental conditions studied, $p=30 - 50$ Torr, $i=30 - 100$ mA, the steady-state centerline temperature range was found to be from $440\pm30$ K to $830\pm70$ K. Fig. 5 shows the experimental profile of an argon plasma at pressure 50 Torr and current 20 mA. Figures 6 and 7 are experimental profiles of an argon + 1% nitrogen mixture at a pressure of 50 Torr, and currents of 10 and 40 mA respectively. The experimental points are in good agreement with computation. We have plotted them here with fitted Gaussian curves:

$$\frac{T(r)}{T_w} = \frac{T_c}{T_w} \exp \left[-\ln \frac{T_c}{T_w} \cdot \left(\frac{r}{R}\right)^2\right],$$

where $T_c$ and $T_w$ are the centerline and wall temperature, respectively; $r$ is the radial variable; and $R$ is the tube radius.

III. RESULTS OF SHOCK PROPAGATION STUDIES IN STEADY-STATE DISCHARGES AND COMPARISON WITH CFD AXISYMMETRIC MODELING

In our earlier work$^{22, 24}$, we performed a 2D inviscid modeling of shock propagation through a discharge-heated gas and concluded that transverse gradient and multi-dimensionality play a crucial role in shock propagation in glow discharges, and that multi-peak laser schlieren signals are simply due to the shock curvature. For better comparison with experiments, in this work we developed an axisymmetric version of our code. The code solves the axisymmetric conservative form of the Euler equations on
unstructured, triangular, adaptive meshes. The flux balance and shock capturing were carried out by extending the BGK solver developed and validated in Ref 33 to axisymmetric problems. The grid adaption technique was identical to the one used for the two-dimensional code. The "driven" gas was initially at rest, and a shock wave of prescribed strength separated initially the "driven" gas from the "driver". The state of the "driver" gas was specified according to the Rankine-Hugoniot conditions.

The subsequent development of the flow field was computed by solving time-dependent Euler equations in conservation form. Thus, no additional care was required to satisfy the Rankine-Hugoniot conditions, and the correct shock propagation and jump conditions across shocks and other discontinuities were captured by the solution.

As found in the earlier work,\textsuperscript{24} to model shock structure on a 10-microsecond time scale, simple computations of a "piston-driven", or "step" shock would suffice. This is due to the fact that the initial spark-generated shock broadens so much in its 20-40 cm path to the discharge entrance or a measurement point that on the 5-mm distance (or 10 μs time interval) from the shock front the shock is very close to a "step" shock.\textsuperscript{24} This simplification, while being quite accurate, saved us from running extremely CPU-intensive full computations of the spark-generated pulse shocks. The plasma region between the infinitely thin electrodes was considered uniform along the tube axis (x), and to have a symmetric radial temperature profile described by the analytical fit (1) to the experimentally measured profile. Both wall temperature and the gas temperature outside the discharge were set equal to room temperature. Thus, there was a sharp thermal diaphragm between the cold and hot regions. In absence of diffusion (both physical and numerical) this diaphragm will remain fixed with respect to a quiescent gas until the
incident shock impinges upon it. The initial position of the incident shock in the calculations reported here was one tube radius to the left from the boundary between the cold and the discharge-heated gases. Mach numbers of the incident shock were selected so as to give the shock velocity in the uniform room-temperature gas at a given location close to that measured experimentally with the discharge off.

For comparison with laser schlieren measurements, the density gradient integrated in x direction across the narrow “laser beam” and averaged in the radial direction across the tube was computed. The “laser beam” width in the computations was adjusted once to match the experimentally determined width of the schlieren signal with the discharge off. The result of this calibration is shown in Fig. 8. As seen in the Figure, computations reproduce the shape of the experimental peak very well.

Note that in the experiments time was measured from the moment of spark firing, while the computations started with the shock located at a distance of one tube radius to the left of the discharge region. Thus, computational time is shifted with respect to the experimental one by a constant. This is reflected in Figs. 8 – 11. For example, in Fig. 9, the experimental signals are plotted versus \( (t - 700 \mu s) \), where \( t \) is the time from the spark firing, and the computational results are plotted against \( (t - 420 \mu s) \), with the computational time \( t \) counted from the moment when the shock was located at a distance of one tube radius to the left of the discharge region. The constant shift of \( t \) obviously does not affect differential measurements or computations of shock velocity.

Figures 9 – 11 show measured and computed schlieren signals in pure argon (Fig.9) and Ar+1%N\(_2\) (Figs. 10 and 11). In each figure, upper plots correspond to the discharge-off case, while lower plots correspond to the discharge current of 20 mA (Fig.
9), and 10 and 40 mA in Figs. 10 and 11. Figs. 10 and 11 differ in that the schlieren measurement point in Fig. 11 is about 11 cm downstream of that in Fig. 10. Measured and computed velocities of shock waves are shown near all the signals in Figs. 9 – 11.

As seen in the figures, agreement between the computations and experiments, in both shock velocities and the two-peak signal shapes, is excellent. As discussed in Ref. 24, the two-peak structure of the laser schlieren signals is due to the curvature of the shock front in a region with transverse temperature gradient. This is illustrated in Fig.12 (a-d), where lines of constant density are shown in 4 moments of time, as the shock propagated from the room-temperature gas into the plasma. Note that flow perturbations upstream of the moving shock, such as the distortion of the boundary between hot and cold regions seen in Figs. 12 (c) and (d), do not affect shock propagation. The first peak in the schlieren signal comes from the portion of the shock that propagates through the hot centerline region. The high temperature and low density in this region result in both higher shock speed and lower intensity of the peak compared with those corresponding to colder near-wall regions. The portion of the shock moving through the cold near-wall region lags behind and produces a strong peak in the signal due to the high density near the wall. (Note that in Fig. 12d, a well-resolved Mach stem is discernible near the wall).

The decrease in the schlieren signal following the first peak is due to the curvature of the shock. Indeed, the signal is proportional to the axial component of the density gradient. Therefore, with the decrease of the shock angle with the tube axis from 90° to lower values (Fig. 12d), the signal weakens substantially.

Although in Figs. 9 – 11 the agreement between computed and experimentally measured parameters is excellent, it is not perfect. Specifically, computed shock
velocities and distances between two peaks in schlieren signals agree very well with experimental values. On the other hand, computed height of both peaks in the signals relative to the signal strength between the peaks is higher than that in experiments. One of the principal uncertainties in computations is due to the use of Gaussian fit (1) to the experimentally measured temperature profile, especially since temperature measurements have their own errors. Next, neither experimental nor computational (the latter – due to the mesh size) resolution is perfect. Still another factor is the use of inviscid model that disregards viscosity and heat conduction. According to the data of Ref. 34, kinematic viscosity of Ar at 50 Torr, 300 K, is \( v=2.1 \text{ cm}^2/\text{s} \), and at 50 Torr, 600 K, it is \( v=7.1 \text{ cm}^2/\text{s} \). Thermal diffusivity values are, of course, comparable with those of viscosity.\(^{34}\) The total width of the signal (that is, the distance between the peaks) in Figs. 9 – 11 is about \( t=10 \mu\text{s} \). During this time, viscosity and heat conduction can smear velocity and density profiles on a length scale of \( \delta \approx \sqrt{6vt} = 0.1 - 0.2 \text{ mm} \). Since the width of each peak, converted into the length scale, is about 0.5 mm, and the distance between the peaks – about 5 mm, viscosity and heat conduction cannot change the overall structure of the schlieren signals, which reaffirms the validity of inviscid modeling; however, some smearing of the signals can occur, helping to fill the “trough” between the peaks.

Note that since the linear velocity of the gas downstream of the shock is extremely low, 5-10 cm/s, boundary layer is virtually nonexistent prior to the shock arrival. Behind the shock, boundary layer thickness growth with distance \( x \) can be estimated, similar to the previous paragraph, as \( \delta \approx \sqrt{6vt} \), where \( t = x/u \), and \( u \) is the gas velocity behind the shock. On the time scale of 1-10 \( \mu\text{s} \) after the shock passage, the boundary layer will grow to only \( \delta = 0.03-0.09 \text{ mm} \) in our experimental conditions.
Thus, the boundary layer is very thin in the vicinity of the shock and does not affect schlieren signals. As to the boundary layer farther upstream, it has no effect on the shock propagation.

For further quantitative comparison between computational and experimental results, Figures 13 and 14 show the width of schlieren signals versus centerline temperature (Fig. 13) and the shock velocity versus average temperature in the discharge (Fig. 14), using the same set of shock propagation data. The average temperature was determined in a standard way:

\[
T_{av} = \frac{\int_0^R T(r) \cdot 2\pi r dr}{\pi R^2}
\]

(2)

Again, Figure 13 and 14 show excellent agreement between computations and experimental data. This provides a strong evidence of conventional, thermal mechanism of shock propagation in weakly ionized plasmas.

IV. EXPERIMENTS ON SHOCK PROPAGATION IN PULSED DISCHARGES

To distinguish between thermal and plasma-specific mechanisms of shock propagation, it would be desirable to eliminate temperature effects while maintaining plasma with the same density of charged particles, electric field, etc. Unfortunately, conventional steady-state discharge is a system where thermal effects are coupled with electric fields and electron density. However, in pulsed discharges, a relatively long time interval can exist when electron, ion, and excited molecule densities are quite high while
the temperature is low. Indeed, gas heating and cooling occurs on time scale orders of magnitude longer than the time scale for ionization/recombination/excitation processes.\textsuperscript{35}

In this work, the pulsed mode of the discharge was produced by using a transistor switch in series with the discharge. The rise time for the current pulse was 20 $\mu$s, and the pulse duration was about 0.5 ms. It was found that this time was insufficient to get a uniform discharge. In fact, when the discharge was turned on, undesirable transitional processes (for example, discharges on the wall of the tube) were observed. Therefore a weak pilot discharge with 1 mA current was maintained between pulses, which resulted in a fairly uniform volume pulsed discharge. Fig.15 shows the discharge pulse shape and the time dependence of discharge integral emission (with no shock wave). Clearly, at times near to the middle of the pulse the emission reaches its steady-state value, similar to that of the continuous discharge. The initial peak of intensity is a result of the higher electric field arising in the discharge immediately after the transistor switch is opened (see below).

As shown in Figs. 16 and 17, for the pilot discharge a small acceleration, accompanied by some widening and weakening of the signal can be noticed, but the changes are very small compared to the higher-current continuous discharge. This is no surprise since the electron number density in the pilot discharge is $\approx 10^8$ cm$^{-3}$ only and the measured axial gas temperature is less than 320 K.

Much more important is that schlieren signal obtained from the pulsed discharge, as seen in Figs. 16 and 17, closely matches both no-discharge and pilot-discharge curves, and is very unlike the signal from the continuous discharge. After the transistor switch is turned on, the discharge current reaches its new steady-state value in $\approx 20$ $\mu$s. This value
is almost the same as in continuous discharge. The electric field strength $E$ in the pulse could be found by subtracting cathode drop $V_c$ and voltage drop across the ballast resistor from the power supply voltage. The $E$ values were found to be somewhat larger than in the continuous discharge, but the $E/N$ values are almost identical. Thus, the electron number densities and mean electron energies (electron temperatures) should be very close to those in the continuous discharge. This is confirmed by the behavior of the discharge emission (Fig. 15). It reaches its steady-state value that is very close to that of the continuous discharge. An initial overshoot is related to the over voltage applied to the discharge in the transition period ($\sim 20 \, \mu s$) from small to large current. Higher $E/N$ values in this interval result in efficient excitation of atoms and molecules, including those with radiative lifetime $\sim 1-10 \, \mu s$ (e.g., intensive bands of the 1st positive system of the $N_2$ molecule).

The increase in gas temperature, $\Delta T$, during the pulse for the pulse duration $\tau_p$ may be calculated from the simple balance equation $iE\tau_p = c_p m_1 \Delta T$, where $c_p$ is the specific heat, and $m_1$ is a mass of gas per unit length. Here we ignore heat losses because the pulse duration is a factor of 100 less than the characteristic time for thermal conductivity. For the conditions of Fig. 16, this equation gives $\Delta T = 0.4 \, K - 0.6 \, K$. Thus, the pulsed discharge has electron component parameters ($E/N$, $n_e$, $T_e$) the same as in the continuous discharge, but the gas temperature is the same as in the pilot discharge, that is, close to room temperature. Comparing the three schlieren curves of Fig. 16 (and, similarly, those of Fig. 17) definitely shows that changing the electron density by two orders of magnitude does not affect shock wave propagation, while changing gas temperature from $T_g \approx 320 \, K$ to $T_g \approx 500-600 \, K$ (from the pilot or pulsed discharge to the
continuous discharge) affects the shock dramatically. This result may be considered as a strong evidence of thermal mechanism of shock wave–plasma interaction.

To further illustrate the role of heating in shock dynamics, Fig. 18 shows schlieren signals taken with time delay between turning the discharge on and launching the shock ranging from 1 ms to 200 ms. The 1-ms-delay signal is very close to that in the pilot discharge, while the 200-ms-delay signal is close to that in the continuous discharge. It takes tens and hundreds of milliseconds of the discharge existence for the signal to get close to its steady-state shape. The same point is also illustrated in Fig. 19, showing measured shock speed and schlieren signal width approaching their d.c. discharge values as the discharge is allowed to exist longer. Only gas heating in the discharge takes that long; ionization and excitation processes are many orders of magnitude faster.

As the discharge is turned off, one would expect thermal effects to persist for a long time, tens or even hundreds of milliseconds, when recombination of charged species and quenching of excited states will be long since complete. Indeed, this persistence is clearly seen in Figs. 20 and 21, again supporting the thermal mechanism of shock-plasma interaction.

It should be noted that vibrational temperature, or populations of vibrational states, of nitrogen molecules, could be another parameter (apart from the gas temperature) that is quite different in pulsed and continuous discharges. The vibrational relaxation characteristic time is 1–2 orders of magnitude longer than the pulse duration, so the vibrational temperature in the pulsed discharge must be almost the same as in the pilot (1 mA) discharge.
To clarify the role of vibrational relaxation, shock wave propagation through pure argon discharge was also studied at low currents where contraction did not occur. In Fig. 22 schlieren signals for the two gases (Ar and Ar+1%N₂) are compared. The main features of schlieren signals for both cases are similar. For a more detailed comparison, one has to take into account that addition of even 0.1-1% of nitrogen to argon dramatically changes the electron drift velocity for the same E/N. Another important factor found in our experiments is that the values of E/N in Ar+1%N₂ are substantially lower than those in pure Ar. Since E/N in the positive column is determined by the local ionization balance, ionization and/or recombination rates must be affected by the addition of nitrogen. The exact mechanism of the decrease in E/N with nitrogen addition is not clear at this time, and, being outside the immediate goal of this work, can be investigated in the future. One possible explanation is that metastables, such as N₂(3Σ), and vibrationally excited nitrogen molecules enhance the ionization. In any case, the reduction in E/N is an experimental fact, and it results in lower gas temperature in Ar+1%N₂ even at the same current as in pure Ar. (See, for example, Figs. 5 and 7). For a meaningful comparison of shock propagation data in Ar and Ar+N₂ mixtures, at least one of the parameters – electric current, electron number density, or gas temperature – should be the same in both cases. Data presented in Fig. 22 for Ar+1%N₂ mixture are shown at i=20 mA (the same as for pure argon), at 40 mA, where gas temperatures are close for both discharges, and at 60 mA, where electron densities are almost equal. It is evident that for the condition of almost-equal gas temperatures (40 mA) similarity of the patterns is the best. This eliminates unambiguously the vibrational relaxation effect and supplies one more evidence of the thermal mechanism of shock dispersion.
V. CONCLUSIONS

Extensive experimental data on shock propagation in steady-state glow discharges in argon and argon-nitrogen mixtures were found to be in excellent agreement with high-accuracy axisymmetric CFD modeling. This provides compelling evidence that shock acceleration, attenuation, and "broadening" in weakly ionized plasmas can be explained by conventional gas dynamics, with multi-dimensionality (due to transverse temperature gradients) playing a critical role.

Experiments with pulsed discharges allowed us to separate thermal effects from those due to electric fields and charged particles. It turned out that gas heating is necessary for shock velocity and schlieren signal parameters to attain their steady-state values. This provides a direct proof of thermal mechanism of weakly ionized plasma effects on shock propagation.
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FIGURE CAPTIONS

Fig.1. Schematic of the experimental setup for studies of shock propagation in glow discharges.

Fig.2. Schematic diagram of experimental setup for UV FRS measurements of temperature profiles.

Fig. 3. Modeled FRS signal levels for Argon at a range of temperatures. Mercury has several absorption notches in the 253.7 nm vicinity, however Fig.3 shows the experimentally used (high-frequency) notch.

Fig.4. Look-up graph used to convert signal ratio found with discharge ON/OFF to plasma temperature.

Fig.5. Radial temperature profile in Ar glow discharge tube measured by UV Filtered Rayleigh Scattering. Pressure and electric current are indicated on the plot. Fitting curve – see Eqn. (1).

Fig.6. Radial temperature profile in Ar+1%N₂ glow discharge tube measured by UV Filtered Rayleigh Scattering. Pressure and electric current are indicated on the plot. Fitting curve – see Eqn. (1).
Fig. 7. Radial temperature profile in Ar+1%N₂ glow discharge tube measured by UV Filtered Rayleigh Scattering. Pressure and electric current are indicated on the plot. Fitting curve – see Eqn. (1).

Fig. 8. Calibration of the “laser beam width” for CFD modeling against laser schlieren signal with the discharge off. Note: experimental time \( t \) was measured from the moment of spark firing, while the computational time \( t \) was counted from the moment when the shock was located at a distance of one tube radius to the left of the discharge.

Fig. 9. Experimentally measured and simulated laser schlieren signals for shocks propagating in glow discharge in pure Ar at 50 Torr. The discharge current is 20 mA. The first of the two laser beams is located 18 cm from the entrance to the discharge, and the spacing between the two beams is 3.6 cm. The experimentally measured and computed shock velocities are indicated on the figure. Note: experimental time \( t \) was measured from the moment of spark firing, while the computational time \( t \) was counted from the moment when the shock was located at a distance of one tube radius to the left of the discharge.

Fig. 10. Experimentally measured and simulated laser schlieren signals for shocks propagating in glow discharge in Ar+1%N₂ at 50 Torr. The discharge current values are 10 mA and 40 mA. The first of the two laser beams is located 9 cm from the entrance to the discharge, and the spacing between the two beams is 2.1 cm. The experimentally measured and computed shock velocities are indicated on the figure. Note: experimental
time $t$ was measured from the moment of spark firing, while the computational time $t$ was counted from the moment when the shock was located at a distance of one tube radius to the left of the discharge.

Fig.11. Experimentally measured and simulated laser schlieren signals for shocks propagating in glow discharge in Ar+1%N$_2$ at 50 Torr. The discharge current values are 10 mA and 40 mA. The first of the two laser beams is located 20 cm from the entrance to the discharge, and the spacing between the two beams is 3.7 cm. The experimentally measured and computed shock velocities are indicated on the figure. Note: experimental time $t$ was measured from the moment of spark firing, while the computational time $t$ was counted from the moment when the shock was located at a distance of one tube radius to the left of the discharge.

Fig.12. Computed constant-density lines during shock propagation in glow discharge tube (pure Ar, 50 Torr, 20 mA): (a) – $t=21\,\mu$s, prior to shock entry into the discharge; (b) – $t=43\,\mu$s, shock entering the discharge; (c) – $t=60\,\mu$s, shortly after the shock entered the discharge; (d) – $t=123\,\mu$s, shock has penetrated deep inside the discharge. The computational time $t$ was counted from the moment when the shock was located at a distance of one tube radius to the left of the discharge.

Fig.13. The width of the schlieren signal in the discharge ($\Delta$) minus the signal width with the discharge off ($\Delta_0$) versus temperature difference between the axis and the wall, $T_{\text{axis}}-T_{\text{w}}$. Gas mixture Ar+0.16%N$_2$, pressure 50 Torr; 3 cm spark gap, 15 kV spark voltage;
first laser beam is 24.8 cm inside the discharge; spacing between the two beams is 2.9 cm.

Fig. 14. Shock wave velocity versus average temperature [definition – see Eqn. (2)] in the discharge. Gas mixture Ar+0.16%N₂, pressure 50 Torr; 3 cm spark gap, 15 kV spark voltage; first laser beam is 24.8 cm inside the discharge; spacing between the two beams is 2.9 cm.

Fig. 15. Discharge current and integrated spectral emission versus time during the pulse.

Fig. 16. Schlieren signals and shock velocities in glow discharge in Ar+1%N₂ at 50 Torr: the discharge off; 38 mA continuous d.c. discharge, weak (1 mA) pilot discharge, and a pulsed discharge.

Fig. 17. Schlieren signals and shock velocities in glow discharge in Ar+1%N₂ at 50 Torr: the discharge off; 80 mA continuous d.c. discharge, weak (1 mA) pilot discharge, and a pulsed discharge.

Fig. 18. Evolution of the schlieren signal at a fixed location inside the discharge with time delay between the beginning of the discharge and the shock launch.
Fig. 19. Evolution of shock velocity and the width of the schlieren signal at a fixed location inside the discharge with time delay between the beginning of the discharge and the shock launch.

Fig. 20. Evolution of the schlieren signal at a fixed location inside the discharge with time delay between the end of the discharge pulse and the shock launch.

Fig. 21. Evolution of shock velocity and the width of the schlieren signal at a fixed location inside the discharge with time delay between the end of the discharge pulse and the shock launch.

Fig. 22. Comparison of shock schlieren signals at a fixed location in Ar and Ar+1%N_2 discharges at 50 Torr and various values of electric current.
Fig. 1.
Macheret et. al., *Phys. Fluids*
Fig. 2.
Macheret et. al., *Phys. Fluids*
Modeled UV FRS signal levels for Argon, T=300,...,750 K
Hg filter: 5 cm, p=0.0030 torr, T=315 K
signals normalized to 300 K
notch used in experiments shown

Fig. 3.
Macheret et. al., *Phys. Fluids*
Conversion Graph: Signal Ratio - Temperature

Hg filter: 5 cm, P=0.0030 torr, T=315 K
scatterer: argon 50 torr
normalized to Toff = 308 K

Fig. 4. Macheret et. al., Phys. Fluids
UV FRS Temperature Profile of Ar Plasma, $p=50 \text{ torr}, i=20 \text{ mA}$
UV FRS Temperature Profile of Ar + 1% N2 Plasma, p=50 torr, i=10 mA

Fig. 6.
Macheret et. al., *Phys. Fluids*
UV FRS Temperature Profile of Ar + 1% N2 Plasma, p=50 torr, i=40 mA

Fig. 7.
Macheret et. al., Phys. Fluids
Fig. 8.
Macheret et. al., *Phys. Fluids*
Fig. 9.
Macheret et. al., *Phys. Fluids*
Fig. 10.
Macheret et. al., *Phys. Fluids*
experiment

Ar-N₂ (1%), 50 Torr
40 cm from spark, 20 cm inside discharge
3.7 cm between beams

\( v_{\text{inst}} = 447 \pm 9 \text{ m/s} \)

695 ± 5 μs
No discharge

\[ I \]
680  700  720  740  760  780

computed

\( v_{\text{inst}} = 457 \text{ m/s} \)

\[ t - \mu s \]
460  480  500  520  540  560

Fig. 11.
Macheret et. al., *Phys. Fluids*
Fig. 12. Macheret et al., Phys. Fluids
Fig. 13.
Macheret et. al., *Phys. Fluids*
Fig. 14.
Macheret et. al., *Phys. Fluids*
Fig. 15.
Macheret et. al., *Phys. Fluids*
Fig. 16.
Macheret et al., *Phys. Fluids*
Fig. 17.
Macheret et. al., *Phys. Fluids*
Fig. 18.
Macheret et. al., Phys. Fluids
Fig. 19.
Macheret et. al., *Phys. Fluids*
Fig. 20.
Macheret et. al., *Phys. Fluids*
Fig. 21.
Macheret et al., *Phys. Fluids*
Fig. 22.
Macheret et. al., *Phys. Fluids*
APPENDIX B


Ultraviolet filtered Rayleigh scattering temperature measurements with a mercury filter

Azer P. Yalin and Richard B. Miles

Department of Mechanical & Aerospace Engineering, Princeton University, Princeton, New Jersey 08544

Received January 4, 1999

We report the development of ultraviolet filtered Rayleigh scattering as a diagnostic tool for measurements of gas properties. A frequency-tripled narrow-linewidth Ti:sapphire laser illuminates a sample, and Rayleigh scattered light is imaged through a mercury-vapor absorption filter. Working in the ultraviolet improves the signal-to-noise ratio compared with that previously obtained in the visible as the result of an enhanced scattering cross section as well as the nearly ideal properties of the mercury filter. Tuning the laser through the absorption notch of the filter is a means of probing the scattering line shape, which contains temperature information. Temperature measurements of air are shown to have uncertainties of less than 3%. © 1999 Optical Society of America

OCIS codes: 350.2450, 280.2490, 290.5870, 290.3700.

Over the past several years, filtered Rayleigh scattering (FRS) has been employed as a diagnostic in a variety of fluid environments for nonintrusive flow visualization as well as for quantitative measurements of fluid properties. Solving the problem of performing nonintrusive temperature measurements is important for improved understanding of many areas of physics, for example, supersonic flows, weakly ionized plasmas, combustion processes, and even the atmosphere. Depending on the nature of the problem under investigation, a wide array of optical methods is available. FRS is attractive because, by focusing the laser to a sheet, it has the potential to provide a full two-dimensional, quantitative map of the flow field. Typically, spectral measurements, such as absorption and fluorescence, are path integrated. Coherent anti-Stokes Raman spectroscopy and laser-induced thermal acoustics can be used for point measurements, but they are inherently not well suited for two-dimensional imaging. Raman techniques are species specific and do permit imaging but suffer from low signal levels. Laser-induced methods are amenable to imaging; however, in many cases fluorescence quenching and saturation complicate quantitative analysis. FRS can be used to capture quantitative planar measurements of gas temperature, pressure, density, and velocity; it is nonresonant and thus is unaffected by quenching and saturation, and a high signal-to-noise ratio can be obtained because of the strong background suppression provided by the filter.

In the visible region the FRS technique has already shown its utility in a variety of environments, for example, for temperature measurement in combustion and for velocimetry and flow visualization in high-speed flows. Those earlier experiments used primarily frequency-doubled Nd:YAG sources paired with molecular-iodine filters (532 nm); see e.g., Refs. 1, 3, and 4. FRS has also been used in the ultraviolet with an excimer laser with an atomic iron filter (248 nm), but only modest success has been achieved because of limitations of the laser. Related research by workers in the lidar and other communities have paired narrow-linewidth lasers and filters in the visible–infrared regions, for example, an alexandrite laser with a potassium filter (770 nm) (Ref. 6) and a dye laser with a cesium filter (389 nm).7

The focus of this study is the extension of the FRS technique from the visible to the ultraviolet portion of the spectrum, where the scattering is stronger and the more ideal mercury-vapor filter can be used. Preliminary research characterizing the mercury filter was performed in our laboratory by Finkelstein.8 To perform temperature measurements, one images Rayleigh scattering from a gas sample through a mercury filter, and a model is used to fit for gas properties. Because of the frequency dependence of the scattering cross section as well as favorable properties of the filter, higher signal-to-noise ratios are possible in the ultraviolet than in the visible or the infrared.

The FRS concept was described earlier, so only a brief summary is given here. A narrow-linewidth laser is used to illuminate a sample volume, and the scattered light is imaged through a narrow-band atomic- or molecular-vapor absorption filter onto a detector. The amount of scattered light that arrives at the detector depends on the spectral overlap of the scattered light and the filter absorption profile. The scattered light consists of an elastic background component from window scattering and stray reflections as well as of Rayleigh light scattered from the sample volume. The light scattered by the molecules in the sample volume has a Rayleigh–Brillouin line shape that depends primarily on temperature, with a weaker dependence on pressure. One can determine temperature by measuring the scattering line shape with an absorption filter. Tuning the laser causes the Rayleigh–Brillouin line shape to sweep across the absorption filter profile, causing the transmitted light to vary in intensity. Because the absorption profile of the filter is known, the transmitted intensity profile can be deconvolved to yield the Rayleigh–Brillouin line shape, from which the temperature can be determined. This concept is shown schematically in Fig. 1. Note that when an appreciable background is present one may either perform a background subtraction or alternatively take data only in a smaller spectral

© 1999 Optical Society of America
region about the absorption line center where all background is strongly absorbed. The total Rayleigh scattering signal is proportional to density, so when the gas is in pressure equilibrium and the pressure is known, the temperature can also be determined from the density by use of the ideal gas law.

In FRS, the absorption filter serves two critical purposes: background suppression and probing of spectral information. Desirable filter properties are high out-of-band transmission, high in-band absorption, steeply sloping walls, and flexibility in selection of the absorption width. Mercury has an optically accessible strong ground-state transition at 253.7 nm and is well suited as a filter material. A model is used to fit the FRS data for gas properties.

Fig. 1. (a) Spectral overlap of the scattered light with the filter transmission profile at two laser frequencies, \( f_1 \) and \( f_2 \). The scattered light has two components, a broadband Rayleigh–Brillouin component and a narrow-band background component. (b) Tuning the laser through the absorption notch yields the FRS signal as a function of frequency. A model is used to fit the FRS data for gas properties.

The scattered light has two components, a broadband Rayleigh–Brillouin component and a narrow-band background component. A model for mercury absorption has been developed earlier. Unlike iron and lead, mercury has a high vapor pressure (e.g., ~0.001 Torr at ~20 °C), so useful vapor number densities can be attained at manageable temperatures. In a 5-cm cell at low vapor pressure (of the order of 0.01 Torr), lines from each of mercury’s six naturally occurring isotopes form separate notches with widths up to several gigahertz and filter walls that rise from 10% to 90% transmission over hundreds of megahertz. At a higher vapor pressure (of the order of 1 Torr), the isotopic lines blend together and form a notch with a width of tens of gigahertz. The out-of-band transmission is close to 100% (when filter window losses are neglected), and the in-band optical suppression is predicted to be ten orders of magnitude or more. We control the vapor pressure by setting the temperature of a side arm that contains a small amount (several grams) of liquid mercury. The sidearm is immersed in a temperature-controlled liquid bath (water or mineral oil). The main body of the filter is a quartz tube of 5-cm diameter and 5-cm depth. To prevent any condensation in the main tube we heat the body of the tube to a temperature slightly higher than that of the sidearm.

A custom-built Ti:sapphire laser system is used as the illumination source for the ultraviolet FRS measurements. The laser is injection seeded and operates with a novel cavity-locking scheme, which ensures almost transform-limited narrow-linewidth single-mode output. The laser runs at 10 Hz and yields as much as 40 mJ of energy per pulse in the ultraviolet (third harmonic). The third-harmonic output from the laser system is delivered along the axes of a cylindrical cell with antireflection-coated windows that houses the sample gas. A 50-cm focal-length lens is used to focus the beam to a waist of ~100 μm. To minimize any background light we pass the beam through several irises. A half-wave plate is used to ensure the correct orientation of the linearly polarized beam, and a quarter-wave plate compensates for any elliptical polarization introduced at the window. All the beam-shaping optics are antireflection coated. An antireflection-coated 5-cm focal-length lens is placed 8 cm from the beam and is used to image the Rayleigh scattered light at an observation angle perpendicular to the beam and cell axes. An iris of ~1-mm diameter is placed between the lens and the cell and serves to define the sample region as well as further to reduce background light. The scattered light is passed through the mercury-vapor filter and then passed through a ISA H20 monochromator set to 254 nm, which acts as a broad passband filter. Finally, the scattered light is detected with an R-960 Hamamatsu photomultiplier tube (PMT). A quartz flat is used to pick off a fraction of the beam, after it has passed through the cell, to serve as a power and frequency reference. The picked-off beam is incident upon a diffuser, and elastically scattered light from the diffuser is measured with a photodiode for power normalization as well as passed through a second mercury-vapor absorption filter and measured with a second PMT to serve as a frequency reference. Thin-film interference filters (Corion G25-254-F) are placed in front of the reference photodiode and the PMT such that only the 254-nm light will be detected. The signals from both PMT’s and the photodiode are collected with a Stanford Research Systems boxcar unit and a personal computer. A Stanford Research Systems Model 330 preamplifier unit is used at 5× magnification to amplify the signals from the FRS PMT as well as the photodiode. Great care is taken to ensure linearity of the entire detection scheme.

To demonstrate the technique we performed temperature measurements of air. The basic procedure was to scan the laser across the filter absorption and collect the FRS signal as a function of frequency. We normalized the FRS signal, using the reference photodiode, and the frequency axis was established with the reference PMT. A thermocouple inside the sample cell was used as a reference measure of temperature. Data obtained from a typical scan, in this case of air at 50 Torr and 295 ± 2 K, are shown in...
we extracted the S6 model created by Tenti et al. for the Rayleigh-Brillouin line shape. The S6 model is designed for a single species of polyatomic atoms and neglects the presence of all branches of rotational Raman scattering. This model has been successfully used by several other researchers.1,4,7

Comparing the signals obtainable with a frequency-doubled Nd:YAG system with those from a frequency-tripled Ti:sapphire system shows the benefit of working in the ultraviolet. The total scattering cross section can be given as

$$\sigma = [32\pi^2(n - 1)^2/3\lambda N^2](6 + 3\rho_0/6 - 7\rho_0),$$

where $n$ is the index of refraction, $N$ is the number density of scatterers, $\lambda$ is the excitation wavelength, and $\rho_0$ is the depolarization. The cross section scales as inverse wavelength to the fourth power, though this scaling is offset by an energy per photon scaling, resulting in a cubic dependence of the number of scattered photons for a given beam energy. Decreasing the wavelength from 532 to 254 nm (a factor of 2.09) yields a gain of 9.19 from the wavelength cubed and a gain of 1.16 owing to the increased index of refraction and depolarization.10 Thus, for a given beam energy, one has 10.7 times more Rayleigh scattered photons at 532 than at 254 nm. Background absorption for the mercury filter is much stronger (suppression of $10^{10}$ and greater for a typical 5-cm cell) than for the iodine filter (limited to $10^8$ by background continuum absorption), so there is a significant reduction in background noise. This is particularly important in cases in which background scattering is strong compared with the Rayleigh signal, such as when windows or walls are in close proximity to the sample volume or when many particulates are present.

In conclusion, we have used ultraviolet filtered Rayleigh scattering to perform accurate temperature measurements in gases, using a mercury absorption filter paired with a Ti:sapphire laser source. Measurements with uncertainties of approximately 3% were obtained under several conditions. The superior spectral properties of the mercury filter as well as the frequency dependence of the Rayleigh cross section indicate that higher signal-to-noise ratios are attained by shifting from the visible to the ultraviolet.

The authors acknowledge the help of several people that was critical to this research. We thank Joe Forkey for providing the code for the fitting routine and Dick Seasholtz for providing a copy of the Tenti code. We also thank Noah Finkelstein and Yuriy Ionich for experimental guidance and Mike Sousa for his expertise in constructing optical cells. This research was supported by the U.S. Air Force Office of Scientific Research. A. Yalin’s e-mail address is yalin@postac.princeton.edu.
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ABSTRACT

We report Filtered Rayleigh Scattering measurements of two dimensional temperature fields in weakly ionized. A measurement system that pairs the frequency tripled output (254nm) of a titanium sapphire laser with a narrow linewidth atomic mercury filter was used. Temperature measurements were performed in 50 torr glow discharges of argon, argon mixed with 1% nitrogen, and nitrogen. The 50 torr argon discharge was studied in a diffuse mode (20 mA) as well as in a contracted mode (70-130 mA). The data from the diffuse discharges is found to be consistent with prior measurements. Data from both the diffuse and contracted discharges is in agreement with calculation. The measurements have a spatial resolution of better than 1 mm, and uncertainties of approximately 5 percent.

INTRODUCTION

In this paper we report two dimensional measurements of temperatures in glow discharges, performed using ultraviolet Filtered Rayleigh Scattering (FRS). The diagnostic system is based upon a high power tunable titanium sapphire laser paired with a mercury absorption filter. This work is the extension of previous point measurements [1] obtained used a photomultiplier tube (PMT) as the detector. In the current work the laser is focussed into a sheet and an intensified camera is used to obtain two dimensional images.

A variety of non-intrusive optical diagnostics have been used to perform neutral gas temperature measurements in plasmas. We are particularly interested in developing measurement techniques which may be applied in discharges which may be very non-symmetric in their character, such as contracted (filamentary) discharges, partially contracted discharges, and plasmas containing striations. One of the advantages of FRS is that by using a laser sheet as the illumination source, two dimensional measurements may be performed with excellent spatial resolution. In principle, the spatial resolution is limited to the sheet thickness. Like FRS, Laser Induced Fluorescence (LIF) measurements may be performed with excellent resolution. The challenge with LIF is to obtain accurate quantitative results, due to difficulties associated with modeling quenching cross-sections and absorption and emission lineshape factors. Other optical techniques which have been used in plasma diagnostics are generally not well suited for the non-symmetric plasmas we are interested in. Interferometry and absorption techniques are limited by their path integrated nature. Measurements by plasma emission also tend to be limited in spatial resolution, and are path integrated. Apart from spatial resolution the FRS techniques is attractive for several other reasons. The Rayleigh scattering signal has a simple linear dependence with density and is very amenable to analysis. Moreover, Rayleigh techniques are not resonant with the scatterer, and therefore the same experimental setup may be used to probe a variety of plasmas.
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Unlike LIF, which typically yields a rotational temperature, FRS gives the true translational temperature of the gas or plasma. The limiting factor in Rayleigh measurements is often background suppression, and therefore the filter is a powerful addition. The strong suppression of the mercury filter allows the Rayleigh signal to be measured while the background is strongly rejected.

In the current work we focus on measuring the temperatures of diffuse and contracted discharges at fairly low pressures (50 torr) and currents (20-130 mA). The discharges examined were in argon, argon plus 1% nitrogen mixture, and nitrogen. The temperature fields in such discharges are of interest from the viewpoint of both basic plasma research [2], as well as their connection to several specific engineering problems. One of these engineering problems is the interpretation of shock wave propagation experiments [3], [4] in diffuse plasmas. Accurate knowledge of the plasma temperature has enabled us to properly model the thermal effects [5], and interpret these results. Temperature fields in contracted (or filamentary) plasmas are characteristic of discharges in the atmosphere, and may have applications in vehicle control, shock wave suppression, ignition in high speed engines, and aero-optics.

MEASUREMENT APPROACH

Over the past several years, Filtered Rayleigh Scattering has been employed as a diagnostic for both flow visualization as well as quantitative measurements of fluid properties such as density, temperature, and velocity. Filtered measurements, by FRS or related techniques, have been demonstrated in a variety of fluid dynamic environments, e.g. supersonic flows [6], and boundary layers [7], as well as combustion environments [8]. These techniques are based on Rayleigh (or sometimes Mie) scattering from molecules within the flow and are driven by a tunable, narrow linewidth laser source. An atomic or molecular filter may be used to suppress elastically scattered background light. Knowledge of the temperature dependence of the scattering lineshape allows a temperature measurement via such an approach.

Working in the ultraviolet gives larger signals with lower laser pulse energies due to the frequency to the fourth power dependence of the scattering cross section [6]. In addition, the mercury filter offers greater background suppression, simpler spectroscopy, and more flexibility in its operating conditions than are available with iodine filters in the visible. Recent work has involved the application of UV FRS to point measurements in diffuse plasmas, and now we aim to extend the technique to 2-D measurements in a variety of plasmas.

The Filtered Rayleigh Scattering concept has been thoroughly described in earlier work, [9,10] so that here we will emphasize elements particular to these measurements. A narrow linewidth laser is used to illuminate the sample gas and the scattered light is imaged through a narrow band absorption filter onto a detector, as shown in Fig.1. The laser should be tuneable so that it may be tuned within an absorption notch, and narrow linewidth so that the elastic background (due to windows, particulates etc.) is narrow compared to an absorption notch. The amount of scattered light measured by the detector depends on the spectral overlap of the scattered light and the filter absorption profile. The filter offers very nearly 100% transmission in its passband, yet is extremely optical thick (suppression modeled as $10^5$ and higher) within the absorption notches. The light scattered by the atoms and/or molecules in the flow is thermally and collisionally broadened, and is therefore spectrally wider than the laser and background. The goal is to suppress the background while transmitting a large fraction of the light scattered from the flow. By appropriate selection of filter conditions, and laser frequency, one may obtain very strong background suppression (greater than $10^5$) while transmitting close to half of the scattered light.

![Fig.1 Basic setup for FRS measurements.](image-url)
Modeled UV FRS signals for Argon, T=300,...,750 K
Hg filter: 5cm, p=0.0030 torr, T=315 K
signals normalized to 300 K
all 253.7 nm absorption notches shown

Fig. 2a

Modeled UV FRS signal levels for Argon, T=300,...,750 K
Hg filter: 5cm, p=0.0030 torr, T=315 K
signals normalized to 300 K
notch used in experiments shown

Fig. 2b

Fig.2a, b Modeled FRS signal levels for Argon at a range of temperatures. Fig. 2a shows all absorption notches in the 253.7 nm vicinity, while Fig.2b shows the experimentally used (high frequency) notch.

Depending on the application different approaches may be used. Because the pressure is constant (and known) we use a method which does not require background subtraction. The approach is to ratio the signal at a temperature to be measured, T_M, to the signal at a known temperature, T_ref. Both measurements are taken at the same frequency within an absorption notch so that any background is strongly suppressed in both cases. At constant pressure there is a one-to-one correspondence of temperature and density so that the measured ratio uniquely defines the unknown temperature T_M. The signal ratio is primarily determined by the density ratio, with a smaller opposing contribution from lineshape effects.

Conversion Graph: Signal Ratio - Temperature
Hg filter: 5 cm, P=0.0030 torr, T=315 K
scatterer: argon 50 torr
normalized to Toff = 308 K

Fig.3 Look up graph used to convert between signal ratio found with discharge ON/OFF to plasma temperature.

Modeling results for the present measurements are shown in Figs.2 and 3. Fig. 2a shows the modeled filter transmission profile and FRS signal levels as functions of frequency for argon. The filter has a length of 5 cm, a mercury vapor pressure of 0.0030 torr, and a temperature of 315K. The six notches are due to hyperfine splitting and different isotopic contributions. The nominal location of the lines is at 253.7 nm. The modeled FRS signal levels are for a scatterer of 50 torr of argon at various temperatures. The Rayleigh scattering cross-section is not affected by the weak ionization and so the curves describe both argon gas and the weakly ionized plasmas used in these experiments. The signals are normalized to...
300K (by the ideal gas law) so that their relative magnitudes scale as would be measured by a detector. In the absence of the filter the signal is linear with density (or 1/T), while within the absorption features there is also a weaker effect from the variation of scattering linewidth with temperature. Fig. 2b is a closer view of the highest frequency absorption notch – the one used in the current work. Again, the modeled FRS signal levels are shown, along with the laser frequency (shown with arrow) used in the experiments. From such modeling one may find the relationship between the experimentally measured FRS signal ratio

\[
\text{Ratio} = \frac{\text{FRS signal } (T= T_M)}{\text{FRS signal } (T= T_{\text{ref}})}
\]

and the unknown temperature \(T_M\). Fig. 3 is such a curve, plotted for “plasma OFF” temperature \(T_{\text{ref}} = 308\) K. The unknown temperature, \(T_M\), corresponds to the “plasma On” temperature.

Of course, in the case of 2-D measurements, each resolution element of the camera should be considered as a separate element. Post processing software has been written to form the signal ratios for each element from the images obtained. Note that this ratioing method automatically normalizes for spatial variations in the laser sheet intensity.

**EXPERIMENTAL SETUP**

The experimental configuration is illustrated in

**Figure 4.** A high power, narrow linewidth Titanium Sapphite laser \([11]\) is used as the excitation source. The frequency tripled output is delivered to the plasma tube through several anti-reflection coated beam shaping optics. For these experiments pulse energies of \(\sim 10\) mJ in the ultraviolet (254 nm) were used. The beam passes through a half-wave plate to ensure the correct orientation of the linearly polarized beam, and through a quarter-wave plate to correct for the slight elliptical polarization introduced at the tube windows. Several irises are used to reduce stray light carried with beam. A short focal length (7.5 cm) positive cylindrical lens is arranged confocally with a long focal length (90 cm) positive spherical lens to form a sheet of width roughly 2 cm and a waist of \(\sim 200\) microns. The scattered light is collected at a scattering angle of 90 degrees with an intensified camera after passing through the mercury vapor filter. The filter has length 5 cm and has two temperature controllers yielding a vapor pressure of 0.003 torr, and a filter temperature of 315 K. After the mercury filter, the light passes through a thin film interference filter (CORION G50-254-F), which acts as a broad passband filter, while rejecting plasma luminosity and other colors of light from the laser. The intensified camera is a Princeton Instruments Pentemax system. It is gated to a width of 50 ns and the pixels are binned to form super pixels corresponding to 0.9 mm x 0.9 mm in the discharge. A picked off portion of the beam is used for power normalization as well as a
frequency reference. The picked off beam illuminates a diffuser, and the elastically scattered light is detected through a second mercury filter (frequency reference), as well as measured by a photodiode (power reference). The latter two measurements use thin film interference filters (CORION G25-254-F) for spectral filtering. The reference signals are collected with a boxcar unit (Stanford Research System).

A small-scale plasma facility has been developed in our laboratory to investigate plasmas and develop diagnostics. A 20kV DC power supply is used to sustain glow discharges in a discharge tube of diameter 38 mm (1.5”). The electrode separation may be selected to be 20, 40, or 60 cm, and the different separations may be used to measure the electric field in the plasma. A flow regulating system allows control of the gas mixture and flowrate. A thermocouple was used to measure the plasma wall temperature. In order to reduce the effects of buoyancy (observed in some cases) the plasma tube was mounted with its axis vertical.

A typical measurement sequence is performed as follows. The laser is scanned down in frequency, from the high frequency transmission side, to within the absorption notch, to approximately the center of the notch. When the center of the notch is reached, the laser frequency is parked and data is collected. The camera is triggered and collects a series of images with the plasma turned on, and then the plasma is extinguished and a further series of images are collected (with the plasma off at the reference temperature $T_{ref}$). Generally, 256 frames (about 30 seconds) are accumulated in a measurement. The reference temperature is measured with a thermocouple.

In order to perform the data analysis it is necessary to measure, and subtract, the camera dark counts as well as any background signal. The background is measured by bringing the cell to vacuum with the laser tuned to the filter absorption. A small but appreciable background is present. The background is due to the combination of very high camera gain as well as a significant amount of stray reflected light. The geometry of our sheet and tube make it impossible to suppress all of the window back reflections. It is important to note that this background signal is due to broadband (unseeded) light within the laser pulse (measured as ~1/500 of total pulse energy [12]) and not due to a lack of filter suppression.

We have written post-processing software to aid in the data analysis. The background and dark count contributions are appropriately subtracted, and at each resolution element the ratio of signal with discharge ON:OFF is formed. The plasma OFF temperature, as well as a look up table are used to determine the plasma temperature at each resolution element.

**DATA ANALYSIS**

**Diffuse Discharges**

Diffuse discharges were studied in argon, argon plus 1% nitrogen mixture, and nitrogen, all at a pressure of 50 torr. A digital photograph of a diffuse argon discharge is shown in Plate 1. Apparent structure in the axial direction is likely due to the spatial mode of the laser sheet and not structure within the plasma. The emission appears relatively uniform and fills the tube (between electrodes). The argon discharge was measured at a current of 20 mA. A color plot of the resulting temperature is shown in Plate 2. Fig. 5 shows the result of averaging the temperature along each radial value. Also shown in Fig. 5 with a solid curve is the result of previous measurement and computation of the same plasma [1]. Clearly, the current data is in good agreement with previous results.

Plate 3 and Fig.6 show the results of temperature measurements of a 50 torr argon plus 1% nitrogen discharge, at a current of 40 mA. Again, the solid curve in Fig.6 represents the results of prior measurement and computation and is agreement with the current measurements. Comparing Plate 2 and Plate 3 (or Fig.5 and Fig.6) shows that the addition of a small amount of nitrogen to the argon causes a decrease in temperature,
even though the mixture is at higher current. The difference in temperature of the two discharges is likely indicative of differences in their ionization mechanisms.

Figure 5 Temperature profiles of argon plasma. The figure shows the results from Plate 2 radially averaged and plotted with results of previous measurements.

Figure 6 Temperature profiles of argon plus 1% nitrogen plasma. The figure shows the results from Plate 3 radially averaged and plotted with results of previous measurements.

The temperature profile of a nitrogen discharge was also measured. The nitrogen discharge had a pressure of 50 torr and a current of 50 mA. Results of these measurements are shown in Plate 4 and Fig. 7. In this case we do not have a profile to compare with, but the axial temperature is in accord with that measured previously.

Figure 7 Temperature profiles of nitrogen plasma. The figure shows the results from Plate 4 radially averaged and plotted with a fitted curve.

Contracted Discharges

Contracted discharges were studied in a 50 torr argon plasma at a range of currents (70 mA, 100 mA, and 130 mA). A photograph of the contracted discharge for the 70 mA case is shown in Plate 5.

Note that while the filament is very close to the center of the tube though most of the filament, it deviates significantly near the electrodes due to their geometry. Such lack of symmetry would pose difficulty in path integrated measurements where the length of the filament must be known, or corrected for.

Plate 6 shows the 2-D temperature maps obtained in the argon discharges at 70 mA, 100 mA, and 130 mA. Apparent
structure in the axial direction is likely due to the spatial mode of the laser sheet and not structure within the plasma.

By using the two electrode pairs it is possible to measure both the current and electric field within the discharge. Using the current, and field, and assuming a current distribution it is possible to compute temperature profiles using the heat equation. These results are then averaged over the dimension of our resolution elements (0.9 mm). It turns out that the width of the current distribution assumed, significantly affects the computation near the axis (\(r=0\)), while it has little effect on the computation near the tube wall. We define a current width \(W\) as the radius of the current distribution at half the peak current value. Therefore, without knowledge of the current distribution it is still possible to compute the temperature within the plasma except for in a small region near the discharge axis. Such computations are shown with curves in Fig.8, and are in good agreement with the radially averaged data. Note that in the case of 100 mA, and 130 mA, the calculations are similar near the wall since the power dissipated in the plasma is very comparable in the two cases. The temperature on the axis is related to the width of the current profile. The curves used here were selected to fit the experimental data near the axis. Calculations indicate that the axial temperature measured for the 70 mA case corresponds to \(w=3.3\) mm, while for the 100 mA case corresponds to \(w=2.9\) mm, and for the 130 mA case corresponds to \(w=1.6\) mm. Calculations for the diffuse argon discharge yield a half width of 7 mm. The tube radius is 19 mm. As expected, for higher currents, the current distribution profile narrows and the axial temperature increases. It is noteworthy that the neutral gas temperature profile does not change dramatically in shifting from the diffuse to contracted regime.

CONCLUSIONS

The UV FRS technique has been extended from a zero-D (point) measurement to a 2-D field measurement. The technique was used to measure gas temperature profiles in diffuse as well as contracted discharges. Measurements of the diffuse discharges are in good agreement with previous results. Measurements of the contracted argon discharge indicate that the peak temperature increases with current, while the shape of the profile narrows. The temperature profiles may be used to infer current distributions, and these results indicate that the current distribution is narrower in the contracted than diffuse discharge. Measurements had spatial resolution of better than 1 mm, and uncertainties on the order of 5%.
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Plate 1 Photograph of diffuse discharge in argon.

Plate 2 Two-dimensional temperature maps of several diffuse discharges, all at 50 torr. Plate 2, argon, Plate 3, argon + 1% nitrogen, Plate 4, nitrogen.

Plate 5 Photograph of contracted discharge in argon.

Plate 6 Two-dimensional temperature maps at a range of currents. Plate 6a, i=70 mA, Plate 6b, i=100 mA, Plate 6c, i=130 mA.
Temperature Measurements by Ultraviolet Filtered Rayleigh Scattering Using a Mercury Filter

Azer P. Yalin* and Richard B. Miles†
Princeton University, Princeton, New Jersey 08544

We report the development of Ultraviolet Filtered Rayleigh Scattering (UV FRS) as a diagnostic tool for measurements of gas properties. A frequency tripled, narrow linewidth, Ti:sapphire laser illuminates a sample, and Rayleigh scattered light is imaged through a mercury vapor absorption filter. The strong absorption of the filter may be used to suppress elastic background. Tuning the laser through the absorption notch of the filter is a means of probing the scattering line shape, which contains temperature information. Temperature measurements of air are shown to have uncertainties of less than 3%, whereas measurements of a weakly ionized discharge have uncertainties of less than 4%. An enhanced scattering cross section as well as nearly ideal filter properties lead to temperature sensitivities for the mercury filter in the ultraviolet which are comparable to those available with an iodine filter in the visible. The absorption for the mercury filter is modeled to be at least 5 orders of magnitude higher than for the iodine filter, meaning that stronger background suppression may be achieved.

Nomenclature

\[ K = \text{magnitute of the scattering wave vector} \]
\[ k = \text{Boltzmann's constant} \]
\[ m = \text{molecular mass} \]
\[ N = \text{number density of the scattering molecules} \]
\[ n = \text{index of refraction} \]
\[ p = \text{gas pressure} \]
\[ S = \text{filtered Rayleigh scattering signal level at the point of maximum sensitivity, with the signal in the filter transmission normalized to unity} \]
\[ T = \text{scattering gas temperature} \]
\[ v_0 = \text{thermal velocity} \]
\[ Y = \text{nondimensional parameter that defines the character of the scattering lineshape} \]
\[ \eta = \text{shear viscosity} \]
\[ \theta = \text{scattering angle} \]
\[ \lambda = \text{excitation wavelength} \]
\[ \nu = \text{frequency} \]
\[ \rho_0 = \text{depolarization factor} \]
\[ \sigma = \text{total scattering cross section} \]
\[ \Omega_{\text{ideal}} = \text{indicates that the bracketed quantity is evaluated for an ideal filter} \]

A wide array of optical methods is available depending on the nature of the problem under investigation. FRS is attractive because, by focusing the laser to a sheet, it has the potential to provide a full two-dimensional, quantitative map of the flowfield. Typically, spectral measurements, such as absorption and fluorescence, are path-integrated coherent anti-Stokes scattering (CARS) and laser-induced thermal anemometry (LITA) may be used to perform point measurements, but are inherently not well-suited for two-dimensional imaging. Raman techniques are species-specific and could possibly allow imaging, but suffer from very low signal levels. Laser-induced fluorescence (LIF) methods are amenable to imaging; however, in many cases fluorescence quenching and saturation complicate quantitative analysis. For example, one group doing point LIF measurements in an inductively coupled argon plasma found an accuracy of ±80 K (±10%) (Ref. 4). FRS can be used to capture quantitative planar measurements of gas temperature, pressure, density, and velocity. Rayleigh scattering is a nonresonant process and thus unaffected by quenching and saturation. Furthermore, it is linear with scatterer density. Filtering the Rayleigh signal with a narrow linewidth atomic or molecular filter gives an additional temperature dependence to the signal because of the temperature dependence of the scattering line shape. In addition, the filter provides very strong suppression (modeled to be greater than 10⁵) of elastic background. Because Rayleigh scattering is an elastic process, it is often difficult to decouple the Rayleigh signal from any spurious elastic background without the use of a filter. Suppression of any nonelastic background (caused by, for example, pump lasers or sample luminosity) may be performed with conventional interference filter technologies.

In the visible region the FRS technique has already shown its utility in a variety of environments, such as for temperature measurement in combustion and for velocimetry and flow visualization in high-speed flows. This work has primarily used frequency doubled Nd:YAG sources paired with molecular iodine filters (532 nm). Some FRS work has also been done in the ultraviolet, using an excimer laser with an atomic iron filter (248 nm) but with modest success because of the limitations of the seeding of the laser. Related work in the light detection and ranging (LIDAR) and other communities has paired narrow linewidth lasers and filters in the visible to infrared region, for example, an Alexandrite laser and potassium iodide (770 nm) or a dye laser and cesium filter (389 nm). Additionally, rubidium (780 nm), barium (554 nm), magnesium (516–518 nm), calcium (423 nm), and lead (283 nm) have all been considered or used as atomic filters.

The focus of this work is the extension of the FRS technique from the visible to the UV portion of the spectrum, where the scattering
is stronger and the more ideal mercury vapor filter can be used. Preliminary work characterizing the mercury filter was performed in our laboratory by Finkelstein. To perform temperature measurements, Rayleigh scattering from a gas sample is imaged through a mercury filter, and a model is used to fit for gas properties. The frequency dependence of the scattering cross section, as well as the absorption profile of the filter, lead to comparable temperature sensitivities in the UV than in the visible. However, the much stronger absorption of the mercury filter, compared to iodine, means that superior background suppression may be attained. In this paper the technique is explained, the mercury filter and relevant models are discussed, the experimental setup and results of temperature measurements are presented, and finally a comparison between visible and UV FRS is given. The latter comparison, as well as the discussion of the mercury filter, serve to motivate the selection of mercury as the filter material.

FRS Technique

Overview

A narrow linewidth laser is used to illuminate a sample volume, and the scattered light is imaged through a narrowband atomic or molecular vapor absorption filter onto a detector (Fig. 1). The amount of scattered light arriving at the detector depends on the spectral overlap of the scattered light with the filter absorption profile. The scattered light consists of an elastic background component from window scattering and stray reflections, as well as the Rayleigh light scattered from the flow. The spectral profile of the scattering intensity is termed the scattering line shape. Temperature can be determined by measuring the Rayleigh scattering line shape using the mercury vapor absorption filter. By tuning the laser, the scattering line shape is swept across the absorption filter profile causing the transmitted light to vary in intensity. Because the absorption profile of the filter is known, the transmitted intensity profile can be deconvolved to yield the Rayleigh–Brillouin line shape, from which the temperature may be determined.

Scattering Line Shape

The light scattered by the flow has a Rayleigh–Brillouin line shape generated by the Doppler shifts associated with the thermal motion of the molecules in the sample volume. The line shape is dependent on scattering angle, temperature, pressure, and excitation frequency. The order of magnitude of the line shape depends on a nondimensional quantity called the Y parameter, defined by Tenti et al. as

\[ Y = \frac{NkT/2}{h} \frac{K}{\sin(\theta/2)} \]

where \( v_0 \) is a thermal velocity, related to gas temperature and molecular mass:

\[ v_0 = \sqrt{\frac{kT}{m}} \]

One may manipulate this expression and use the Sutherland formula for viscosity to yield an expression for \( Y \) in terms of the flow parameters appropriate for scattering from air:

\[ Y = 0.230(T + 111)/T^3 \frac{P \lambda}{\sin(\theta/2)} \]

where \( T \) is in Kelvin, \( P \) is in atmosphere, and \( \lambda \) is in nm. For \( Y \) values much less than unity, the thermal motion of the gas may be represented by a Maxwellian velocity distribution, leading to a purely Gaussian scattering profile centered at the frequency associated with the average gas motion. In such cases, entitled the Knudsen regime, the line shape is independent of pressure. The opposite extreme, corresponding to high \( Y \) values, is known as the hydrodynamic regime. In this case the molecular motion is correlated, and thermally induced sound waves scatter the light. In such cases the line shape has a central Lorentzian component, caused by thermal diffusion, as well as a pair of Lorentzian sidebands, shifted out by a frequency associated with the speed of sound. In this regime the line shape has a weak pressure dependence. We are primarily interested in plasmas with subatmospheric pressures and moderate to high temperatures.

Mercury Vapor Filter

In FRS the absorption filter serves two critical purposes: background suppression and probing of spectral information. Desired filter properties are high out-of-band transmission, high in-band absorption, steeply sloping walls, and flexibility in selecting the absorption width. Mercury has an optically accessible strong ground-state transition at 253.7 nm and is well suited as a filter material. Unlike some other materials with transitions in the UV, such as iron, lead, and cesium, mercury has a low boiling point and high molar mass. The low boiling point means useful vapor number densities may be attained at relatively low temperatures. This low operating temperature together with the high atomic weight of the mercury atom (200.6 amu) reduces thermal broadening and leads to very steep filter walls if the mercury vapor pressure is kept low enough to avoid collisional broadening. In a 5-cm cell, at low vapor pressure (order 0.01 torr) lines from each of mercury's six naturally occurring isotopes form separate notches with widths up to several gigahertz and filter walls that rise from 10 to 90% transmission over hundreds of megahertz. At a higher vapor pressure (order 1 torr) the isotopic lines blend together and form a notch with a width of tens of gigahertz. In this case the filter walls are not very steep because collisional broadening is significant. Figure 3 shows absorption profiles for a 5-cm length mercury vapor cell at three different vapor pressures. The out-of-band transmission is close to 100% (neglecting filter window losses), and the in-band optical suppression is predicted to be five orders of magnitude or more. The vapor pressure is controlled by setting the temperature of a sidearm, which contains a small amount (several grams) of liquid mercury. The sidearm is immersed in a temperature-controlled liquid bath (water or mineral oil). The main body of the filter is a quartz tube of diameter 5 cm and length 5 cm. To prevent any condensation in the main
Fig. 3 Absorption profiles for three different 5-cm-length mercury vapor filters. The three filters correspond to vapor pressures of 0.003, 0.048, and 2.89 torr, respectively.

Fig. 4 Absorption scan of the mercury vapor filter. The vapor filter has length 5 cm and a vapor pressure of 0.003 torr. The notch shown corresponds to the Hg 202 isotope and is the notch used for the presented temperature measurements.

Fig. 5 FRS signal as function of laser tuning: a) spectral overlap of the scattered light with the filter transmission at two laser frequencies, \( f_1 \) and \( f_2 \); b) by tuning the laser through the absorption notch the FRS signal is obtained as a function of frequency. The point in the FRS data with the maximum sensitivity to temperature is the FRS minimum, labeled \( S \).

Fig. 6 Modeled FRS signals for three different mercury vapor filter configurations for atmospheric pressure air at temperatures of 300, 500, and 700 K. The three filters correspond to those shown in Fig. 3 and are 5 cm in length with vapor pressures of 0.003, 0.048, and 2.89 torr.

FRS Signal and Temperature Measurement

The FRS technique makes use of the temperature dependence of the scattering line shape in order to measure temperature. Depending on the measurement conditions, different variants of the technique may be used. At each laser frequency the amount of scattered light arriving at the detector depends on the spectral overlap of the scattered line shape (centered at the laser frequency) and the filter absorption profile. Figure 5a shows the spectral overlap of the scattered light with the filter transmission at two laser frequencies, \( f_1 \) and \( f_2 \). The scattered light has two components: a broadband Rayleigh-Brillouin component and a narrowband background component from windows and stray reflections (shown as a sharp peak). In the most general case, by scanning the laser frequency the Rayleigh-Brillouin line shape is swept across the absorption filter profile causing the transmitted light to vary in intensity. In this manner one obtains the FRS signal as a function of frequency (see Fig. 5b). A model is used to fit the FRS data for gas properties. Of course, a laser with linewidth narrow compared to the width of the filter is required. The FRS signal is a convolution of the scattering line shape (and laser linewidth) with the filter absorption profile. Because the filter absorption profile is known, a fitting routine may be used to extract temperature from the FRS data. In this work we use a code developed by Forkey for visible FRS.

Along with the fitting routine, a program to model the FRS signal has been created. The program requires the filter absorption profile as one of its inputs. Figure 6 shows the modeled FRS signal as a...
function of frequency for various filters and temperatures. In each case the FRS signal is normalized to unity in the filter transmission. Here it is clear that sharp filter walls are required to get significant temperature sensitivity.

A variant of the preceding technique may be used in cases where the gas is in pressure equilibrium and the pressure is known. In such cases, there is a one-to-one correspondence between temperature and density so that a single measurement may be used to determine the temperature and density simultaneously. The most practicable measurement is to take the ratio of the FRS signal at a known (reference) condition to the FRS signal at an unknown (to be measured) condition. The FRS signal model may then be used to convert the measured ratio to temperature. This method has the distinct advantage that all data are taken at a single laser frequency, meaning that by selecting the frequency to be within an absorption notch one may suppress elastic background throughout the entire measurement. This method is similar to measuring the temperature with Rayleigh scattering; however, using a filter gives the significant advantage of strong elastic background suppression.

As mentioned, by varying the filter parameters different filter absorption profiles may be obtained. In this manner an absorption filter may be tailored for a specific set of measurements.

Experimental Setup

A schematic diagram of the experimental setup is shown in Fig. 7. A custom-built titanium sapphire laser system is used as the illumination source for the UV FRS measurements. The laser is injection seeded and operates with a novel cavity locking scheme, which ensures almost transform limited, narrow linewidth single mode output. The linewidth of the third harmonic output is approximately 200 MHz, which is narrow compared to the scattering linewidth and filter absorption width, both of which are about 2 GHz. Pulse energies (in the UV) on the order of 10 mJ per pulse were used.

The third harmonic output from the laser system is delivered along the axes of a cylindrical cell, with antireflection (AR) coated windows, which houses the sample gas. A 50-cm focal length lens is used to focus the beam to a waist of ~100 μm. To minimize any background light, the beam is passed through several irises. A half-wave plate is used to ensure the correct orientation of the linearly polarized beam, and a quarter-wave plate compensates for any elliptical polarization introduced at the window. All of the beam shaping optics are AR coated. An AR coated 5-cm focal length lens is placed 8 cm from the beam and is used to image the Rayleigh scattered light at an observation angle perpendicular to the beam and cell axes. An iris of diameter ~1 mm is placed between the lens and cell and serves to define the sample region as well as to further reduce background light. The scattered light is imaged through the mercury vapor filter and then passed through an ISA H20 monochromator set to 254 nm, which acts as a broad (>1 nm) pass band filter. The monochromator rejects other colors of light caused by the pump laser or any non-Rayleigh light from the scattering volume. Finally, the scattered light is detected with an R-960 Hamamatsu photomultiplier tube (PMT).

A quartz flat is used to pick-off a fraction of the laser beam after it has passed through the cell in order to serve as a power and frequency reference. The pick-off beam is incident on a diffuser, and elastically scattered light from the diffuser is measured with a photodiode for power normalization, as well as passed through a second mercury vapor absorption filter and measured with a second PMT in order to serve as a frequency reference. The frequency axis may be established using the second mercury vapor filter by fitting the measured transmission to the modeled results. The reference vapor mercury filter was 13 cm in length and ran at room temperature. Thin-film interference filters (Corion G25-254-F) are placed in front of the reference photodiode and PMT in order to detect only the 254 nm light. These interference filters have a width of several nanometers and have a flat response over the spectral region of interest. The signals from both PMTs and the photodiode are collected using a Stanford Research Systems (SRS) boxcar unit and a personal computer. An SRS 330 preamplifier unit is used at x5 to amplify the signals from the FRS PMT as well as the photodiode. Great care was taken to ensure the linearity of the entire detection scheme.

Results

To demonstrate the technique, we initially performed temperature measurements of air. The basic procedure was to scan the laser across the filter absorption and collect the FRS signal as a function of frequency. The FRS signal was normalized using the reference photodiode, and the frequency axis was established with the reference PMT. A thermocouple inside the sample cell was used as a reference measure of temperature. Data obtained from typical scans, in this case atmospheric pressure air at 295 ± 2 and 330 ± 3 K, are shown in Fig. 8. Both data sets are normalized to one in the filter transmission. Data shown are 100 shot averages. The laser was scanned over a frequency range of ~15 GHz with a step size of approximately 40 MHz. Using the mercury absorption model and fitting routine, temperatures are extracted from the data. For example, the fits to the data in Fig. 8 returned a temperature of 304 ± 8 and 330 ± 8 K. The data shown in Fig. 8 are after background subtraction. The background signal was caused by stray elastic scatter from windows and other optics and was measured by bringing the sample cell to vacuum with the laser tuned away from the filter absorption. A test to confirm filter suppression was performed by tuning the laser to within the absorption notch and measuring the PMT signal with the cell at vacuum. In this case no signal could be measured within the dynamic range of our detection system. Air measurements have been made at three conditions: T = 295 ± 2 K, P = 1 atm; T = 295 ± 2 K, P = 50 torr; and T = 330 ± 3 K, P = 1 atm. These three conditions correspond to Y values of 0.39, 0.03, and 0.33, respectively. In all cases the fitting routine returned temperatures within 3% of the actual temperature. The model and data fitting procedure contains no free parameters or calibration points and does account for the laser line width as well as geometric effects.
UV vs Visible FRS

Comparing the signals obtainable with a frequency doubled Nd:YAG system to a frequency tripled Ti:sapphire system shows the benefit of working in the UV. The total scattering cross section may be given as:

\[ \sigma = \frac{32\pi^3(n-1)^2}{3\lambda^4N^2}(6+3\rho_0)/(6-7\rho_0) \]  

(4)

For air at 254 nm, the cross section has a value on the order of \(10^{-25}\) cm\(^2\) (value found by scaling data from Ref. 15). The cross section scales as inverse wavelength to the fourth power, although this is offset by the linear dependence of photon energy with frequency, resulting in a cubic dependence of the number of scattered photons for a given beam energy. Decreasing the wavelength from 532 to 254 nm (a factor of 2.09) yields a gain of 9.19 from the wavelength cubed and a gain of 1.16 caused by the increased index of refraction and depolarization. Thus, for a given beam energy one has 10.7 times more Rayleigh scattered photons in going from 532 to 254 nm. Standard PMTs have comparable quantum efficiencies at 254 and 532 nm (about 25%), yielding an increase in counts by a factor of approximately 10, for a given beam energy. In practice, if one uses a UV source with 10 times lower energy per pulse than is available in the visible (e.g., 30 mJ/pulse from the third harmonic of a Ti:Sapphire system vs 300 mJ/pulse from the second harmonic of a Nd:YAG system), then the number of counts (or signal to noise) in both cases is comparable.

Another important element in comparing filters is an examination of their temperature sensitivities. An ideal absorption filter would consist of a single absorption notch with infinitely steep walls. The width of such a filter would then be adjusted for maximum temperature sensitivity for given scattering conditions. In this ideal case the point of maximum temperature sensitivity of the FRS data is the transmission minimum, which occurs when the laser is in the middle of the absorption filter (see Fig. 5). If one normalizes the FRS signal in the filter transmission to unity and labels the maximum sensitivity point as \(S\), then one may compare the temperature sensitivities of two filters (assuming equal signal to noise) by looking at the nondimensional quantity \(T\,dS/dT\). Using expressions from Ref. 1, one finds that an ideal filter, having infinitely steep walls, optimized for a given scatterer temperature, and assuming \(Y \ll 1\), would have:

\[ T\,dS/dT = 0.242 \]  

(5)

The value of \(T\,dS/dT\) for an actual filter may be viewed as a measure of the ideality of the filter. The closer the value is to 0.242, the more ideal the filter. The primary factors in determining the temperature sensitivity of an actual filter are the slope of the filter walls, as well as the presence of other nearby absorption features. It is convenient to parameterize the problem with a nondimensional steepness, where the steepness is defined as the Doppler width (FWHM) of the scattering line shape divided by the frequency interval over which the wall turns on (e.g., the 10–90% width). Analysis shows that for steepness \(>\sim 10\) one comes asymptotically close to the maximum sensitivity. Increasing the steepness beyond this value yields very little enhancement of the temperature sensitivity. Mercury and iodine filters both have steep walls (steepness \(>\sim 5\)) for most measurement conditions because of their high molar masses and low boiling points. Modeled values of \(T\,dS/dT\) for mercury and iodine filters, for scattering from 50 torr air at temperatures of 400 and 800 K, are shown in Table 1. The modeled filters are 5 cm in length, and the filter temperatures (and vapor pressures) are optimized for each measuring condition.

The temperature sensitivities of iodine and mercury filters are very comparable, differing by at most 15%. The temperature sensitivity of the mercury filter is compromised by the presence of isotope lines (giving a series of absorption notches), whereas for iodine the sensitivity is limited by the presence of many absorption lines as well as a background continuum absorption. For low air temperatures both filters are nearly ideal, whereas at high temperatures the presence of multiple absorption features reduces the temperature sensitivity. The

Table 1  Comparison of modeled temperature sensitivity for mercury and iodine filters

<table>
<thead>
<tr>
<th>Temperature, K</th>
<th>Mercury cell: (T,dS/dT)</th>
<th>Iodine cell: (T,dS/dT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td>800</td>
<td>0.15</td>
<td>0.16</td>
</tr>
</tbody>
</table>
idea of using an isotopically enhanced mercury filter is attractive but likely not viable. Because we are using very optically thick filters, the degree of isotopic enhancement required would in general be prohibitively expensive. Some additional gain in sensitivity may also be achieved by using longer cells.

Background absorption for the mercury filter is much stronger (suppression modeled to be much greater than 10^3 for a typical 5-cm cell) than for the iodine filter (limited to 10^2 by background continuum absorption) so that there is a significant reduction in background noise. This is particularly important in cases where background scattering is strong compared to the Rayleigh signal, such as when windows or walls are in close proximity to the sample volume, or many particulates are present.

Conclusion

In conclusion, we have used ultraviolet FRS to perform accurate temperature measurements in gases, using a mercury absorption filter paired with a titanium sapphire laser source. Measurements with uncertainties of 3-4% were obtained under several conditions. The absorption profile of the mercury filter, as well as the frequency dependence of the Rayleigh cross section, indicate that comparable temperature sensitivities are attained by shifting from the visible to the ultraviolet. The absorption for the mercury filter is modeled to be several orders of magnitude higher than for the iodine filter, meaning that stronger background suppression may be achieved. We are currently working to extend the diagnostic to perform spatially resolved measurements. Also, we plan to further apply the technique to temperature measurements in plasmas.
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ABSTRACT
The study of controlled plasma discharges in supersonic air has become an area of increasing interest. These discharges may be used for flow control, drag reduction, combustion initiation and stabilization, as well as for power extraction and plasma shielding applications. In order to study the formation of such discharges and their impact on the flow, proper testing facilities are required. This paper details the work done in the design, construction, and testing of a supersonic plasma wind tunnel.

INTRODUCTION
Over the past decade, research into the interaction of plasma with a gas flow has yielded some results which have not yet been fully explained\textsuperscript{1-5}. For example, changes in shock wave strength and shock standoff distance caused by the presence of plasma have been observed experimentally, but cannot be fully explained with present theoretical models. A better understanding of these interactions, as well as the potential applications for the controlled modification of shock structure, motivates the present work.

WIND TUNNEL DESIGN
The basic configuration of the wind tunnel is controlled by the need to create a plasma in the region of supersonic flow. A schematic of the facility is shown in Figure 1 below.

A Plasma is created with a 50 kW, 1 ms pulse of microwave radiation at 2.45 GHz, which induces electric breakdown of the air in the region of supersonic flow. Microwaves are introduced into the plenum through an EM window mounted over a port on one wall. The direction of propagation is then turned 90° by an aluminum reflector, so the microwaves travel coaxially with the flow through the plenum chamber and nozzle section. The aluminum reflector is made with a dense array of $\frac{1}{8}$" holes in it to allow passage of air while simultaneously reflecting the microwaves. The breakdown location is controlled by two factors; a reduced static pressure in the high speed section, and an increased field intensity downstream of the throat.

Microwave discharges occur more easily at low pressure due to the reduced collision frequency. Thus, introducing microwaves through the plenum where the air is at high pressure avoids the risk of parasitic breakdown near the window housing and window surface.

As shown in Figure 1, the waveguide walls are tapered to create an enhancement of the electric field as the microwaves propagate downstream. The nozzle contours within the taper are made of dielectric material so as to transmit the microwave radiation. The taper continues down to and slightly beyond the cutoff dimensions for radiation at 2.45 GHz. This generates a reflection, reversing the propagation direction as the microwaves reach the cutoff point. This taper is used as one end of a microwave resonator. The other end of the resonator is formed by a triple stub tuner on the generator side of the entrance window. This arrangement allows for the build up of a standing wave in the wind tunnel. In order to provide a further field enhancement at the intended breakdown location, and to provide for spatial localization of the plasma, two 1 cm long metal pins are mounted opposite each other on the inside walls of the wind tunnel. The magnetron is protected from spurious reflections by a circulator and dummy load.

The flow of air proceeds from the plenum, through the nozzle, and into the 2"x2" test section. The air is then discharged into a vacuum tank. The nozzles are contoured to achieve Mach 3 flow in the test section. Flow conditions in the test section are 20 Torr static pressure, 110 K static temperature, and a Mach number of 3.

MICROWAVE FIELD DISTRIBUTION
The microwave field distribution was measured along the centerline of the wind tunnel from the reflector plate to the wind tunnel exit plane. For these measurements, the microwave field was generated
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FIGURE 1: FACILITY SCHEMATIC

FIGURE 2: PLENUM AND NOZZLE CUTAWAY DRAWING
using a 100 mw source operating in a continuous mode at 2.45 GHz. This source was coupled into the wind tunnel with the same triple stub tuner and window arrangement used for the 50 kW, 1 ms pulse breakdown experiments. The measurements were made with a probe consisting of a 1 cm antenna protruding from a length of semi-rigid coaxial cable. This probe was introduced into the wind tunnel from the downstream end and traversed through the wind tunnel in increments. The 2.45 GHz signal obtained with the probe was attenuated and rectified with a crystal diode before being recorded on a digital oscilloscope. An average of several such traverse measurements is shown in Figure 3.

NUMERICAL SIMULATIONS

To complement the measurements described above, as well as to permit parametric studies of the effect of changes in the electrical properties of the wind tunnel, a commercial finite element code was used to simulate the electric field standing wave pattern.

The code used was the High Frequency Structure Simulator package from Hewlett Packard, which was run on a UNIX based workstation. The results of several case studies, including a comparison with the measurements described above, are presented in Figures 4 through 8.

In the above simulations, incident wave phase is chosen to show the standing wave pattern at its maximum intensity. For the cases shown in Figures 4 and 5 the region of highest field intensity remains localized at the same point throughout each cycle of the incident wave propagation. For the cases shown in Figures 6 and 7, due to the lossy dielectric, deviations from a perfect standing wave pattern occur. In particular, the region of highest field intensity changes dramatically as the incident wave goes through one cycle. The field can be seen to be strongly dependent on dielectric material properties, which has important implications for the generation of plasma inside the wind tunnel.

BREAKDOWN MEASUREMENTS

Using the G-10 nozzle breakdown can occur in either of two locations, depending upon conditions. Under static conditions below about 30 Torr, breakdown occurs upstream of the throat, slightly below the centerline of the wind tunnel. Above 30 Torr under static conditions breakdown occurs downstream of the throat at the intended location. These two positions correspond with the two peaks in field intensity in the simulation. Note that under flow conditions, with higher pressure upstream of the throat than downstream, the breakdown will also occur in the downstream location.

Breakdown in the wind tunnel was recorded with photodiodes and high speed photographic equipment. The pressure was chosen for the static case so as to match gas density with the flow conditions. Measurements of the plasma luminosity were made both with flow and under static conditions. In all cases the tests were performed in air with a microwave pulse duration of 1 ms. The results indicate the initiation of the plasma within 10 μs after the start of the microwave pulse without flow, and within 20 μs after the start of the pulse with flow. A brighter plasma was observed with flow than without flow, as shown in Figures 9 and 10.

The photographs shown in Figure 11 were made with a gated, intensified CCD camera. The view is through the axial diagnostic port shown in Figure 1, looking upstream into the wind tunnel. Images were taken of the plasma both with the wind tunnel running and under static conditions at 60 Torr and room temperature. The pressure was chosen for static conditions to match the density with the Mach 3 flow for comparison. In all cases the camera gate was maintained at 3 μs. The images show the plasma generated while the wind tunnel was running to be brighter and more contracted than the plasma generated under static conditions. The location of the plasma within the tunnel appears to be stable for the duration of the 1 ms pulse. Note that each image represents a separate instance of plasma generation.

CONCLUSIONS

A Mach 3 wind tunnel with integrated microwave plasma generating capability has been designed and tested. The importance of the electrical properties of the wind tunnel for microwave propagation and breakdown has been shown. Self induced plasma generation has been achieved with a microwave pulse length of 1 ms. A stable, well localized plasma has been maintained in the wind tunnel with flow. Measurements of the plasma indicate a brighter and more filamentary discharge with flow than without flow.
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FIGURE 3: MEASURED ELECTRIC FIELD ALONG WIND TUNNEL CENTERLINE
FIGURE 4: ELECTRIC FIELD MAGNITUDE WITH AIR FILLED WAVEGUIDE (NO DIELECTRIC)

Relative permittivity = 2.08  Dielectric loss tangent = 0.00037

FIGURE 5: ELECTRIC FIELD MAGNITUDE WITH TEFLOM NOZZLE
FIGURE 6: ELECTRIC FIELD MAGNITUDE WITH G-10 NOZZLES
Relative permittivity = 5.0  Dielectric loss tangent = 0.019
Incident wave phase = 157°

FIGURE 7: ELECTRIC FIELD MAGNITUDE WITH G-10 NOZZLES
Relative permittivity = 5.0  Dielectric loss tangent = 0.019
Incident wave phase = 70°
FIGURE 8: COMPARISON BETWEEN SIMULATION AND MEASUREMENT USING G-10 NOZZLES
FIGURE 9: PLASMA LUMINOSITY WITHOUT FLOW (60 TORR, 300 K)
FIGURE 10: PLASMA LUMINOSITY WITH FLOW
FIGURE 11: COMPARISON OF PLASMA WITH AND WITHOUT FLOW
APPENDIX D


High signal-to-noise detection of rotational Raman scattering through refluorescent and dispersive atomic filters

We introduce new methods for capturing rotational Raman scattering that simultaneously suppress background scattering and have exceedingly high spectral dispersion at low wavenumbers. These methods are based on resonant absorption and refractive index dispersion of atomic vapor, and take advantage of the availability of tunable lasers. Three different configurations are presented. The first is an atomic notch transmission filter which is based on refluorescence from an optically thick atomic vapor cell. This configuration is demonstrated in air using mercury vapor at 254 nm. The second configuration is an atomic resonance prism cell which is demonstrated in CO₂ using mercury vapor, again at 254 nm. The third configuration is a density gradient atomic vapor cell which uses rubidium vapor at 780 nm. In the last two configurations, the atomic cell simultaneously blocks the elastic scattering while spatially dispersing the rotational Raman lines. In each case, a tunable Ti:sapphire laser was employed as an illuminating source. Copyright © 2000 John Wiley & Sons, Ltd.

INTRODUCTION

Raman scattering is an important tool for gas-phase diagnostics, since it allows one to measure species concentrations and also rotational and vibrational temperatures through the association of line strengths with population fractions. However, many applications of Raman scattering have been limited by both the low scattering cross-section and the presence of strong background scattering. These limitations have kept Raman scattering from becoming a practical tool for combustion or flow field diagnostics. Only through heroic experiments have multi-dimensional data been recorded.1-4

In virtually all cases, the Raman spectrum that has been recorded is the vibrational Raman spectrum, corresponding to transitions between the ground vibrational state and the first excited vibrational state. It is important to recognize that, for most molecules, the rotational Raman cross-section is one to two orders of magnitude larger than the vibrational cross-section. The rotational Raman spectrum is not typically used for diagnostics because the rotational lines of the various species are interspersed with each other. Furthermore, the rotational Raman spectrum is very close to the Rayleigh line and other background scattering that often obscures it.

The availability of narrow linewidth lasers that can be tuned in the vicinity of atomic resonances offers a new approach to Raman spectroscopy. In this case, atomic filters can be used to provide very strong suppression of background light while simultaneously providing spectral dispersion with high throughput. Three approaches are outlined in this paper. The first involves using refluorescence from an optically thick atomic mercury vapor cell.3 The second and third approaches rely on the dispersion of the atomic vapor near resonance. The second approach achieves this with an atomic mercury vapor prism,5 and the third with an atomic rubidium vapor density gradient cell (Z. Tang, S. H. Zaidi and R. B. Miles, Paper AIAA-2000-0644 presented at the 38th Aerospace Sciences Meeting and Exhibition January 10-13, 2000, Reno, NV). In the refluorescence case, the narrow linewidth of the atomic resonance, together with time gating, provides strong suppression of background light, and two-dimensional images can be taken. In the prism and density gradient cell cases, the resonant absorption of the atomic vapor provides the background suppression, and the refractive index variation of the atomic vapor disperses the Raman spectrum. In these cases, one-dimensional images are achievable.

MERCURY VAPOR REFLUORESCENCE FILTER

Recent work has established the utility of an optically thick, atomic blocking, notch filter for the acquisition of Rayleigh scattering data in air.7 The filter serves two major functions. By tuning the laser to the center of the filter resonance, the filter serves to suppress strongly elastic background scattering that often arises from particles and from the windows and walls of the experimental chamber. The second function is to permit the spectrum of the Rayleigh scattering to be resolved by tuning the laser frequency relative to the atomic resonance and recording the scattering transmitted through the cell as a function of that...
laser frequency. By deconvolving the spectral shape of the atomic transmission from the recorded transmission signal, the spectrum of the Rayleigh scattering is retrieved. Extending this approach to Raman scattering requires that the strong Rayleigh scattering be suppressed at all times, since that can be more than three orders of magnitude greater than the Raman signal. Since the Rayleigh signal is offset in frequency from the Raman signal, a notch passband rather than a notch blocking filter is required. If such a filter can be designed, then the laser is tuned so the frequency of the Raman light overlaps the passband, and all other scattering is blocked. It is also important to maintain an imaging capability through such a filter and to have a large acceptance angle for good field-of-view and efficient light collection. Background suppression needs to be great enough to allow the Raman scattering to be uncontaminated by other light scattering, whether that be Rayleigh, particle, fluorescence or background from windows and walls.

The two approaches that have been previously proposed for this type of notch passband filter are a double resonance atomic fluorescence cell and atomic Faraday and Voigt filters. The double resonance cell is a device that uses either a local laser or collisions with a rare gas to transfer atoms from a state which has been driven by the incident light to a second state which fluoresces at a different wavelength. Fluorescence is then collected by a sensitive detector. Since the fluorescence is at a very different frequency than either the local laser or the scattered light, standard Schott glass or interference filters can be used to reject the incident and local laser light and pass the fluorescence. Generally, this device has no imaging capability and there may be significant light loss in the system through the 4π refractive solid angle and the transfer efficiency of the laser or rare gas collision process.

The Faraday and Voigt filters rely on the polarization rotation that occurs in an atomic vapor near resonance in the presence of a magnetic field. This leads to optical rotation of light propagating through the cell. If polarizers are placed at the entrance and at the exit of the cell, then off-resonance light will not pass, but light which falls close to the atomic resonance can pass through. The Faraday and Voigt approaches have good throughput, but the background rejection is very sensitive to the optical quality of the polarizers and the light propagation angle. Rejection of off axis light is nearly zero. Small acceptance angle precludes imaging applications, and the rejection is probably too small to permit Raman spectroscopy.

These limitations are overcome by using an optically thick atomic vapor refluorescence cell as a narrow band, notch transmission filter. If the atomic transition is to the ground state and there are no allowed transitions down from the upper state, then light which is absorbed by that transition is re-radiated at the same frequency. This leads to the well-known phenomenon of optical trapping. In an optically thick cell, the on-resonance light entering the cell is absorbed within the first few tens of microns. When this light is re-radiated, the light emitted back toward the entrance window exits the cell, whereas the light which is re-radiated toward the interior of the cell is immediately reabsorbed. When that light is again re-radiated, the portion which is re-radiated back toward the entrance window escapes, and the portion headed farther into the cell is again absorbed. Through this iterative process, in the absence of quenching, all the light is finally re-radiated back out of the entrance window, with an effective radiation lifetime several times longer than the isolated atom radiation lifetime. If the cell has sufficient optical thickness, this whole process remains very well localized, so the re-radiated light exits the cell at approximately the same location it entered. Light which is not at the atomic resonance frequency passes through the cell. Hence this type of cell can serve as a notch transmission filter by detecting only the re-radiated light. This re-radiated light can be collected through a narrow linewidth interference filter, if necessary, for further background rejection. Even greater rejection of out-of-band light can be achieved by using a pulsed laser to generate the Raman scattering, time-gating the detector to be off during the laser pulse, and then immediately turned on so that only the refluorescence is seen. Any light reflected off the surface of the cell is then rejected since that light will only be present during the laser pulse. Since the absorption length is so small and the refluorescence remains localized, this cell can be used for imaging.

Various factors must be weighed in the selection of an appropriate atomic vapor. The atomic vapor must have a strong, optically thick transition from the ground state and needs to overlap some available narrow linewidth, tunable laser frequency. In order to have good discrimination, the spectral profile of the optically thick filter should be as close to a notch as possible. The ideal notch filter would have no 'transmission' out of band, so the absorption of the atomic vapor in the optically thick regime should quickly go to zero. If the atomic vapor is naturally or collision broadened, then the lineshape of the absorption constant is Lorentzian and falls off from line center as 1/1 + (Δω)^2, where Δω is the frequency offset from line center normalized by the linewidth. If, on the other hand, the atomic vapor line is thermally broadened, then the lineshape is Gaussian and the absorption constant falls off as e^-Δω^2. The exponential fall off leads to less out of band absorption, particularly in the optically thick regime, so it is important to operate the atomic filter at low enough pressure that the lineshape is dominated by thermal broadening. The sharpness of the thermally broadened filter is determined by the ratio of the temperature to the mass, so the sharpest filters use an atomic vapor with a high atomic mass and high vapor pressure (low boiling point). The best candidates for atomic refluorescence filters are mercury, rubidium and cesium vapor. For Raman scattering, the scattering cross-section increases as the fourth power of the scattering frequency. The mercury transition is in the ultraviolet region where this enhancement is substantial, whereas cesium and rubidium are in the infrared region at frequencies where strong narrow linewidth solid-state and diode lasers are available, but where Raman scattering is weak. For the refluorescence experiments reported here, mercury vapor was used and illumination was provided by a tunable, injection locked, frequency-tripled Ti-sapphire laser.

Figure 1 shows a diagram of the setup. The frequency-tripled Ti:sapphire laser was focused into air. The Raman scattering was collected at 90° and imaged on to an optically thick mercury vapor cell. The light that was refluoresced was collected and imaged with a camera that views the front surface of that cell.
Figure 1. Narrow passband imaging filter layout. Scattering from an interrogation volume is imaged on to the inside surface of a mercury vapor cell. Light coincident with the ground-state transition at 253.7 nm is fluoresced and imaged by a camera.

Figure 2 shows the absorption and refluorescence spectra of the mercury vapor cell. The mercury side-arm was maintained at a temperature of approximately 25 °C, and the cell was heated to avoid mercury condensation on the windows. This temperature corresponds to a vapor pressure of 0.002 Torr (1 Torr = 133.3 Pa). The spectral features of the absorption bands are due to the various isotopic species and hyperfine states. Note that the absorption and refluorescence spectra are nearly the inverse of one another, demonstrating that the refluorescence cell can be operated as an effective bandpass filter.

Figure 3 shows the refluorescence signal collected as a function of time for a factor of 20 range of mercury vapor pressures. Note that there is very little change and that the refluorescence time is 450 ns, which is slightly less than four times the 120 ns natural lifetime of mercury vapor. For Fig. 2, the detector was gated 60 ns after the laser pulse and integrated the signal for 4 μs. The spatial resolution of the cell is determined by the penetration depth of the resonant light, and improves at higher vapor pressures. At 0.05 Torr (70 °C side-arm temperature), the penetration depth at the mercury-202 line frequency is 35 μm. Under these conditions a resolution of approximately 100 μm is achievable for short imaging delay times. At longer delays the resolution degrades due to photon and particle diffusion inside the cell.

As the laser is tuned, the rotational Raman lines from the air are sequentially scanned through the atomic mercury vapor resonance. The refluorescence from the entrance face of the cell is collected by a lens and directed on to a photomultiplier tube through a narrow line interference filter centered at 254 nm, the mercury vapor resonance frequency. Only the light that is close to the mercury resonance frequency passes through the filter. This rejects laser-induced fluorescence and other light that is far from the mercury resonance line. The signal from the photomultiplier tube is time gated to exclude the time interval when the Ti: sapphire laser is on, so Rayleigh and background scattering from the laser that might be reflected off the surface of the mercury cell is further rejected. With this configuration, a rotational Raman spectrum of the air can be taken with virtually no background noise.

Figure 4 shows a portion of the rotational Raman spectrum of both oxygen and nitrogen in the air taken with a mercury cell vapor pressure of 0.1 Torr (100 °C side-arm temperature). The laser pulse length is approximately 10 ns, and the linewidth is close to the transform limit.

Copyright © 2000 John Wiley & Sons, Ltd.

Figure 4. Rotational Raman scattering from room air. Experiment and model predictions. Model includes rotational Raman broadened lineshape convolved with Monte Carlo model for the passband filter. Three different spectral scans cover four individual rotational Raman lines.

The laser is frequency tripled to yield 10 mJ pulses tunable in the vicinity of 253.7 nm. The lines are identified in the figure, and the structure associated with each line represents the isotopic and hyperfine structure of the filter itself. It is interesting to note that the oxygen lines are stronger than the nitrogen lines, even though the mole fraction of oxygen is one quarter that of nitrogen. This occurs because the oxygen Raman polarizability is resonantly enhanced by the UV Schumann Runge band. The spectra in Fig. 4 were taken with three different laser scans and represent 30 shot averages. The refluorescence efficiency is estimated to be 80%, with the loss primarily due to quenching and optical trapping. In addition, some loss (6-8% per surface) occurs at the windows. The major inefficiency in this experiment occurs from the losses associated with the recollection of the fluorescent light re-radiated as Lambertian surface emission from the front of the cell. The collection efficiency, $\eta$, is

$$\eta = \frac{1}{4(f^*)^2 \left[ 1 + \frac{1}{m} \right]^2 + 1}$$

where $f^*$ is the $f$ number of the collection lens ($f^* = \text{focal length}/\text{lens diameter}$) and $m$ is the magnification.

An f/1 lens only collects 20% of that light. In the experimental setup used for the data shown above, an f/4.5 lens was used with a magnification of 1.5, so only 0.44% of the refluorescent light was collected. For non-imaging applications, better efficiency can be achieved, for example, by using a compound parabolic concentrator simultaneously to focus on the cell and collect the refluorescence.

**ATOMIC MERCURY VAPOR PRISM**

The second and third approaches to Raman imaging with an atomic filter take advantage of the resonant dispersion of the atomic vapor in the vicinity of the atomic transition. In these cases, the entire spectrum can be simultaneously observed, and the cell throughput is high. If desired, the scattering along a line can be imaged in the direction orthogonal to the spectral dispersion of the filter. The dispersion can be achieved either using a prism configuration or a density gradient. A mercury prism cell is discussed here, and a gradient rubidium dispersion cell is presented in the next section.

A diagram of the mercury vapor cell is shown in Fig. 5. The cell is configured like a prism, with the windows at Brewster's angle for the 253.7 nm resonance light. When the Raman light passes through the cell, the strong variation in the refractive index causes the light to be bent at the interface in accord with Snell's law. In this configuration, the dispersion of the mercury vapor can be measured by recording the displacement of the laser as a function of laser frequency. The mercury prism cell was run with a side-arm temperature of 170 °C. A 300 µm slit was back-illuminated by diffuse laser scattering, and the light passing through the slit was collimated through the prism cell with an f/10 lens and then re-imaged at 0.895 m on to the microchannel plate of an intensified camera. The laser was tuned, and the wavenumber was monitored by a Burleigh wavemeter ($\pm 0.3 \text{ cm}^{-1}$). The measured displacement as a function of laser wavenumber is shown in Fig. 6 and compared with a Voigt model for the same geometry. The fit is best at a temperature of 168 °C, although the fit at 170 °C is within the data error bars.

The rotational Raman spectrum is recorded by tuning the laser to the center of the mercury vapor absorption manifold. For most molecules of interest, the rotational Raman lines are shifted by more than 10 GHz and fall out of the absorption band of the mercury. They are, however, very close to that band and fall within the highly refractive portion of the refractive index curve. The lines which fall at lower frequency than the mercury absorption lines encounter an index which is >1 and the light is

Figure 5. Schematic diagram of the Hg vapor prism. Concentric quartz cylinders allow for heating of the inner Brewster cut windows, while keeping the outer flat windows cool.
refracted up. The magnitude of the refraction increases as the frequency of the scattering approaches the mercury resonance. Those lines which are shifted from the laser frequency by the least amount are associated with transitions between the lowest lying rotational levels, and they are the most dispersed. Lines associated with higher lying rotational states are less dispersed, until light scattered far from the laser frequency and, thus, far from the mercury vapor frequency is essentially undeflected. Usually this includes the vibrational Raman lines, which fall one to three orders of magnitude further away from the driving laser frequency. In the vicinity of the mercury resonance, where the lower rotational lines fall, the dispersion of this Raman spectrometer is much higher than that of grating spectrometers. This suggests that this filter will more easily be able to resolve lines from individual molecular species, which are most easily distinguished at low rotational levels. Shifts associated with heavier molecules are smaller, so more complex molecules such as hydrocarbons will have more dispersed spectra. Tuning the laser with respect to the resonance can also increase the dispersion of particular spectral regions.

In the proof-of-concept experiment, CO₂ was used because it has a rotational B coefficient which is five times smaller than nitrogen (B = 0.39 cm⁻¹ compared with 2 cm⁻¹ for N₂), so the rotational lines are much closer to the driving laser frequency. The rotational Raman scattering cross-section of CO₂ is also about 6.5 times larger than N₂. A comparison of the model predictions for both CO₂ and N₂ is shown in Fig. 7. For these measurements, the vapor pressure of the mercury is increased until absorption of the lowest rotational states is observed, so the cell dispersion is as large as possible. That corresponds to a vapor pressure of 12 Torr. Note that the J = 0 and J = 2 lines of CO₂ are strongly deflected, but also have significant absorption. On-line center attenuation of the cell was predicted to exceed 10⁴ per cm. The experiment was conducted with the laser tuned slightly off the center of the line (7.7 cm⁻¹) so that attenuated Rayleigh scattering could be simultaneously collected. Since the Rayleigh scattering was closest to the mercury vapor line center, it was the most deflected. Figure 8 shows the collected spectrum from pure CO₂. The image shows the dispersion in the vertical direction and is resolved along the 100 μm diameter laser line in the horizontal direction. The laser was operated at 30 mJ per pulse and the data in the figure represent a 50 shot average. The scattering was collected with an f/5.8 lens, collimated through the mercury cell, and imaged with a 0.895 m imaging lens on to a Princeton Instruments Pentax CCD camera.

**DENSITY GRADIENT RUBIDIUM CELL**

The third approach again uses refractive index dispersion in the vicinity of an atomic resonance for Raman spectroscopy, but in this case the deflection arises from a density gradient across the cell rather than from refraction at the windows. The density gradient bends the light, just as light is bent in the thermally induced density gradient associated with a mirage. Therefore, by appropriate selection of filter length, the density gradient cell offers much stronger dispersion than its prism counterpart. It is important to note that for the rubidium cell, the maximum refractive index is limited by the temperature at which the rubidium reacts with the windows. In an atomic prism cell, contact with the windows is unavoidable, whereas in a gradient refractive index cell, windows can be removed from the atomic vapor, shielded by a buffer gas and cooled to temperatures far below the atomic vapor temperature. For this work, the main body of the cell was 10 in long, with a 5 in² cross-section. A reservoir at the bottom of the cell was filled with 10 g of high-purity (99.99%) rubidium. The cell was filled with a helium buffer gas at a pressure low enough to avoid thermally induced convective effects. As the bottom of the cell was heated, rubidium vapor diffused through the helium and condensed at the top, which was cooled. A narrow linewidth (1 GHz), tunable Ti : sapphire laser was used to measure the dispersion characteristics of the cell, which are shown plotted in Fig. 9, along with model predictions for bottom plate temperatures of 310, 292 and 212 °C, and a constant top plate temperature of 60 °C. A similar set of absorption curves for 287, 258 and 208 °C with a constant 60 °C top plate temperature are shown with model predictions in Fig. 10. The experimental configuration for the Raman measurement is shown in Fig. 11. The Ti : sapphire laser was tuned to overlap the center of the rubidium cell absorption, and the rotational Raman scattering from a CO₂ jet was collected through a slit, passed through the cell and imaged
Figure 8. CO$_2$ rotational Raman scattering imaged with the mercury-vapor prism. (a) Raman scattering images of CO$_2$. (b) Intensity versus location for vertical cut through (a).

Figure 9. Measured and modeled deviation of light through the density gradient dispersive absorption filter as a function of incident wavelength. Measurements taken with (■) 310 to 60 °C, (●) 292 to 60 °C and (▲) 212 to 60 °C temperature gradients along with the modeled prediction. The right-hand vertical axis labels the angular deviation through the filter.

Figure 10. Measured and modeled predictions of the transmission profiles under various operating conditions. Data taken for temperature gradients of (●) 287 to 60°C, (■) 258 to 60°C and (▲) 208 to 60°C. Also shown are the respective model predictions.

The three examples presented in this paper indicate that the use of tunable lasers, together with atomic spectral...
filters, is an attractive new way to perform rotational Raman spectroscopy. The refluorescence cell provides the capability of generating two-dimensional images of single Raman line scattering which may be useful for species identification, species location and temperature measurements in fluid dynamic and combustion environments. With time gating and GHz-resolution spectral selectivity, the refluorescence filter strongly suppresses background noise. The refluorescence process, however, does contribute to additional signal loss, particularly for imaging applications. The dispersive filters have significantly higher efficiency and can be used to image the entire rotational Raman spectrum along a line. Two versions of these filters have been explored, a vapor prism and a gradient dispersion cell. The vapor prism has the advantage of simplicity and is demonstrated in the UV region using mercury vapor at 253.7 nm. The dispersive filter requires a density gradient and, therefore, introduces additional complexity, but has higher dispersive powers than the prism. This approach was demonstrated using rubidium vapor near 780 nm in the near-infrared region. For both dispersive cells, rotational Raman spectra from gas-phase CO$_2$ at atmospheric pressure were observed.
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Characterization of laser seeding by use of group-velocity dispersion in an atomic-vapor filter
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A method for measuring laser seeding efficiencies by use of group-velocity dispersion has been developed. By tuning the laser near a resonance in an atomic-vapor filter it is possible to temporally decouple the seeded (narrow-band) light from the unseeded (broadband) light. We measured a seeding efficiency of 99.8% of the third harmonic of an injection-seeded Ti:sapphire laser. A model for the observed dispersion has been developed and tested. The group-velocity dispersion in the filter may also be used to chirp pulses for spectral analysis in the time domain.

OCIS codes: 300.6500, 190.5530, 140.3590.

A novel method for discriminating between the seeded narrow-band and the unseeded broadband components of a seeded laser has been developed and can be used to measure laser seeding efficiencies. Often laser seeding efficiencies are high, quoted as greater than 99%, making it a challenging problem to measure the small fraction of broadband light present in the beam. However, in many spectroscopic applications it is important to have accurate knowledge of the seeding efficiency, or spectral purity. For example, in measurements of laser-induced fluorescence the broadband light will interact with nonresonant transitions, and in filtered Rayleigh scattering measurements the elastic background suppression may be compromised. To measure the small fraction of broadband light, techniques that measure the light transmission near optically thick transitions have been developed. These methods require accurate spectral knowledge of the transition in use, of the laser frequency, and of the narrow-band linewidth. In contrast, our method uses group-velocity dispersion (GVD) to decouple the narrow-band and broadband components to permit a direct determination of the laser seeding efficiency. Seeding efficiency can be measured on a shot-to-shot basis, and precise knowledge of the laser characteristics or of the vapor characteristics is not required. To demonstrate the technique we measured the seeding efficiency of the third-harmonic output of an injection-seeded Ti:sapphire laser to be ~99.8%.

Our method uses the strong variation in group velocity near an atomic resonance to temporally separate frequency components within a pulse of width ∼20 ns. Tuning the laser near a resonant transition of the vapor filter causes the seeded (narrow-band) portion of the light to propagate through the filter with a group velocity that is significantly less (of the order of 100 times) than the speed of light. The unseeded light is broad in frequency compared with the absorption bandwidth and therefore travels through the filter at close to the speed light. Its slower group velocity means that the seeded light is delayed relative to the unseeded light, permitting temporal discrimination between the two components. Delayed pulses in rubidium vapor were observed previously; furthermore, GVD in atomic vapors has been used to measure Lorentzian linewidths and to determine electric transition dipole moments. The GVD is due to the variation in the real part of the index of refraction:

\[ V_g(\omega) = \frac{c}{n + \omega \frac{dn}{d\omega}}, \]  

where \( V_g \) is the group velocity, \( c \) is the speed of light, \( n \) is the index of refraction, \( \omega \) is the radial frequency, and \( \frac{dn}{d\omega} \) is the derivative of real index with respect to radial frequency. The real index of refraction near a transition is given as

\[ n = 1 - \left( \frac{e^2}{2M_e} \right) Nf \frac{1}{\varepsilon_0} \left[ \frac{(\omega^2 - \omega_0^2) + \omega^2 \gamma^2}{(\omega^2 - \omega_0^2)^2 + \omega^2 \gamma^2} \right], \]

where \( e \) is the electron charge, \( M_e \) is the electron mass, \( N \) is the number density, \( f \) is the oscillator strength, \( \varepsilon_0 \) is the electric permittivity, \( \gamma \) is the linewidth, \( \omega \) is the radial frequency, and \( \omega_0 \) is the resonant frequency. The authors' research group has developed a model for the real index of mercury vapor, including isotopes and hyperfine structure. Variations in the derivative of the real index with respect to frequency cause variations in group velocity, or temporal dispersion. Narrow-band light of frequency \( \omega \) propagates through the vapor with a group velocity given by Eq. (1), whereas light much broader than the transition width propagates with nearly the unperturbed speed of light. The propagation delay time through a vapor cell for a seeded narrow-band pulse relative to an unseeded broadband pulse is then simply

\[ T_{\text{delay}}(\omega) = \frac{L}{V_g(\omega)} - \frac{L}{c}, \]

where \( T_{\text{delay}} \) is the delay time and \( L \) is the cell length.

Figure 1(a) shows the modeled delay time of narrow-band light relative to broadband light as a function of frequency through a 5-cm-length mercury-vapor cell. Also shown is the modeled filter transmission, found from Beer's law. The complex structure is due to isotopic contributions as well as to hyperfine splitting. The frequency axis shown is relative to...
The delays are less than -25 ns, the seeded light leaks the second gate. Of course, for laser tunings for which into the first gate. Note that to see both the delayed light has some jitter, and care was taken to ensure that the unseeded signal did not overlap the delayed light would appear in the first gate and that all other colors of light from the pump is attenuated to a level comparable with that of the unseeded pulse, and the two pulses can be viewed at the same time.

The laser was injection seeded from a continuous-wave Ti:sapphire laser and operated with a ramp-and-lock feedback system to ensure single-mode output. The output from the laser was attenuated significantly and then imaged through a mercury-vapor cell and collected with a photomultiplier tube (PMT; Hamamatsu Model R-960). The mercury-vapor filter was operated at conditions similar to those modeled in Fig. 1(a). Such traces were taken at a range of filter conditions and served to verify the GVD model; for example, in this case the modeled and measured delay times were 27.0 ± 1.6 and 26.0 ± 1.0 ns, respectively.

Separating the seeded and the unseeded pulses allowed us to measure the seeding efficiency of the third harmonic of our pulsed Ti:sapphire laser. The laser was injection seeded from a continuous-wave Ti:sapphire laser and operated with a ramp-and-lock feedback system to ensure single-mode output. The output from the laser was attenuated significantly and then imaged through a mercury-vapor cell and collected with a photomultiplier tube (PMT; Hamamatsu Model R-960). The mercury-vapor filter was operated at conditions similar to those modeled in Fig. 1(a). A monochromator (ISA Model H20) was placed between the mercury filter and the PMT and was used to reject other colors of light from the pump beams and the first and second harmonics. We used boxcar integrators (Stanford Research Systems) to measure separately the integrated intensity of the unseeded (undelayed) light and the seeded (delayed) light. The unseeded light was measured with one channel, and a wider delayed gate from a second channel was used to measure the seeded light. The firing of the laser has some jitter, and care was taken to ensure that the unseeded signal did not overlap the delayed gate. Such a configuration ensured that all broadband light would appear in the first gate and that all light delayed by greater than ~25 ns would appear in the second gate. Of course, for laser tunings for which the delays are less than ~25 ns, the seeded light leaks into the first gate. Note that to see both the delayed light and the undelayed light pulses simultaneously one must tune the laser to near the edge of the filter transmission, such that the filter absorption is comparable with the seeding efficiency (~99%). In this case the seeded pulse is attenuated to a level comparable with that of the unseeded pulse, and the two pulses can be viewed at the same time.

Figure 2 shows the results of a frequency scan of the broadband and narrow-band signal amplitudes starting in the filter absorption and moving to the filter transmission. Also shown is the modeled narrow-band signal level. We established the frequency axis for the model by using data from a second, optically thinner, mercury-vapor filter, which acted as a frequency reference. The seeded signal is strongly absorbed within the notch and then becomes apparent as one moves toward the edge of the filter (I/I0 ~ 0.01). Meanwhile, the signal from the broadband light remains quite uniform, even in the spectral region where the seeded light is moving into the transmission, indicating that the linewidth of the broadband light is much wider than the filter (~0.3 cm⁻¹). Tuning the monochromator indicates that the broadband light is narrow compared with the 3-nm passband of the monochromator, which allows us to bracket the linewidth of the broadband light by 0.3 and 300 wave numbers. In the filter transmission the seeded signal is undelayed, so both the seeded and the broadband signals appear in the first gate. To collect the signal in the filter transmission we inserted a neutral-density filter (transmission, 0.0056) into the beam path.

From such data it is straightforward to extract the seeding efficiency (or spectral purity), which we define as the fraction of seeded energy in the pulse. The signal measured with the laser tuned to the
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**Fig. 1.** (a) Modeled delay time (dashed curve) and modeled transmission (solid curve) for the 5-cm mercury-vapor filter near 253.7 nm. The multiple peaks are due to both isotopic abundance and hyperfine splitting. (b) Oscilloscope trace showing the narrow-band light delayed relative to the broadband light as well as a sum of two Gaussians fitted to the data. The laser frequency in (b) is marked by an arrow in (a).
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**Fig. 2.** Narrow-band (delayed) and broadband (undelayed) light intensities as the laser frequency is tuned from -16 GHz (within the absorption notch) to -150 GHz (far from the absorption). Within the absorption notch, the narrow-band component is strongly attenuated, and only the broadband component can be detected. The narrow-band (delayed) intensity agrees with the model (shown as a solid curve). Far from resonance, both components propagate through the filter with approximately the same speed and with no attenuation. The ratio of the broadband signal to the transmission signal measured far from resonance gives the seeding efficiency.
Fig. 2. Schematic of the echelon optics. The two echelons have step thicknesses of 300 and 15 μm, leading to optical delays of 500 and 25 fs, respectively. Each echelon has 20 steps, giving a total temporal range of 10 ps.

Fig. 3. Data recorded from a glass coverslip sample. (a) Image of the transmission of the probe light through the sample without any excitation pulse present. (b) Image of the transmission of the probe light through the sample with an excitation pulse whose intensity exceeds the dielectric breakdown threshold. (c) Plot of the temporal response obtained from the image in (b), normalized by the image in (a), averaged over ten such measurements. Data points from pixels on the CCD horizontal edges have been corrected as described in the text. The 400 separate probe beams are clearly visible. Each step to the right increases the temporal delay by 25 fs; each step down, by 500 fs. Figure 3(b) shows the image when a 40-fs, 600-μJ, 800-nm excitation pulse is used. The intensity of the pump pulse at the sample is approximately 67 TW/cm², which is well above the dielectric breakdown intensity for the glass. The transmitted probe-light intensity decreases over the temporal range covered by several echelon steps following the arrival of the excitation pulse. We expect that the damage and reduction in optical quality of the sample will occur on the time scale of the excitation pulse duration, and the observed response reflects the apparatus response time. This result was limited by the probe-pulse duration of 300 fs, owing to group-velocity dispersion in the optics. Figure 3(c) shows the time-dependent probe transmission, derived from the data shown in Fig. 3(b) and averaged over ten such measurements. The change in absorption after the initial response is negligible over the time range of the experiment. Repetition of the experiment with different delays between the pump pulse and the set of probe pulses resulted in shifting of the CCD pixels that showed a response near t = 0 but no change in the response itself. An experimental artifact observed in the 40 probe beams at the horizontal edges of the CCD images was corrected through this procedure. For these 40 beams, distortion in the focusing optics led to reduced overlap with the pump light and correspondingly reduced changes in transmission following t = 0. Based on the repeated experiments with different overall delays, these periodic differences were corrected for in the plot shown in Fig. 3(c) and in the analysis of data from other materials.

Figure 4 shows similar results for a highly reactive organic molecular crystal, 1,3,3-trinitroazetidine, that is used as an explosive. In this case, excitation with high-intensity light leads to a violent reaction and complete decomposition after a limited number of shots.

Fig. 4. Data recorded from a single crystal of the explosive 1,3,3-trinitroazetidine. (a), (b), and (c) are the same as in Fig. 3, except that the plot in (c) is from only one measurement.
Nevertheless, single-shot data can be collected. The data in Fig. 4(c) are from a single laser shot, not averaged as in Fig. 3(c). The data show a rapid decline in transmitted probe-light intensity. Coherent excitation of lattice vibrations might be expected through impulsive stimulated Raman scattering, as has been observed in our lab at lower excitation intensities or through the effect on the lattice of suddenly released electrons or photofragments. Unfortunately the probe-pulse duration is too long to permit clear observation of coherent phonon oscillations. The experiment will be repeated with shorter probe-pulse duration in the near future.

The standard deviation of the signal intensity for a single pump-probe measurement is 9% of the signal level. Future modifications to the apparatus will substantially improve the signal/noise ratio. Specifically, normalization of the signal image will be conducted through the use of an image of the probe beams from the same pulse that is used in the actual measurement, rather than the current method of normalization by use of two different probe pulses. This approach will reduce the noise that is due to shot-to-shot variations in the probe beam's transverse profile.

The results presented here demonstrate that real-time, single-shot femtosecond spectroscopy with ultrafast time resolution, limited only by the excitation and probe-pulse duration, is possible and practical. Other experimental observables, including transient birefringence (optical Kerr effect) and transient probe spectral shifting, have been measured on a single-shot basis by insertion of the proper polarization or spectral filtering optics into the setup described above. Several experimental improvements are under way that will further facilitate these measurements. These improvements include the use of shorter probe pulses and improvements in the probe imaging system to eliminate the need for corrections of data from 40 of the 400 probe pulses as a result of varying excitation and probe-pulse overlap. The method demonstrated here could be extended to include more points or different time steps. Once this method becomes sufficiently routine, its use may prove advantageous even in measurements with many laser shots on samples that can be flowed or that are not permanently changed by the excitation light. The multiplex advantage of acquiring data at many temporal delays for each shot could substantially improve data-collection times and signal/noise ratios, especially in cases in which excitation laser intensity fluctuations contribute significantly to noise. Finally, the approach demonstrated here offers a simple real-time readout method that may find applications in ultrafast, high-bandwidth signal processing.

This work was supported in part by U.S. Office of Naval Research Grant N00014-96-1-1038. K. A. Nelson's e-mail address is kanelson@mit.edu.
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Megahertz Pulse-Burst Laser and Visualization of Shock-Wave/Boundary-Layer Interaction

Pingfan Wu,* Walter R. Lempert,† and Richard B. Miles‡
Princeton University, Princeton, New Jersey 08544

The development and application of a Nd:YAG pulse-burst laser system, which is capable of operating at up to 1-MHz pulse repetition rate with high pulse energy and narrow spectral linewidth, is presented. The laser system can generate a burst of from 1 to 99 pulses over a maximum time interval of 100 μs. The average single pulse energy at 1.064 μm is 10 mJ. This laser is paired with a new megahertz-rate charge-coupled device framing camera to obtain images of a Mach 2.5 flow over a 14-deg angle wedge at a 500-kHz repetition rate. The sequential images clearly show the dynamic interaction between the incoming turbulent boundary layer and the unsteady oblique shock wave.

I. Introduction

In recent years there has been enormous progress in the development and application of diagnostic imaging techniques, such as planar laser-induced fluorescence (PLIF), Rayleigh scattering, and Raman scattering. However, the ability to capture time-evolving information has been severely constrained by the limitations of laser technology. For example, the pulse repetition rates of commercially available high-energy solid-state lasers are limited up to 30 Hz. Nd:YAG lasers combining continuous pumping with repetitive Q-switching at up to 50 kHz have been built. However, the pulse energy at these rates is only about 100 μJ. Also available are 20-kHz repetition-rate metal vapor lasers, with single pulse energy a few millijoules. Newly developed, repetitively Q-switched ruby lasers have pushed the repetition rate up to 500 kHz. After amplification the individual pulse energy can get hundreds of millijoules. However, when the repetition rate extends to 1 MHz, repetitive Q-switched operation becomes very unreliable.

Our objective has been to develop a laser imaging system to capture high-speed and unsteady flow phenomena, such as turbulent structure and shock-wave/boundary-layer interactions. The dynamics of the highly unsteady shock-wave/boundary-layer interaction is very important in the stability and control of supersonic vehicle. Because the particular characteristics of the turbulence are still unknown, the dynamic visualization of shock wave and boundary-layer structure becomes very important. The characteristic small-scale eddy turnover time is on the order of microseconds, and so a megahertz repetition-rate laser source and imaging system become critical for this application.

The pulse burst concept is chosen for megahertz rate imaging diagnostics systems because the product of repetition rate and energy per pulse is constrained by the thermal loading that the solid-state lasing elements can tolerate. The current maximum power for a commercially available pulsed Nd:YAG system is approximately 15 W at 1.06 μm (1.5 J/pulse at 10 Hz). This means that, for example, if the megahertz pulse laser were to be run as a continuous duty cycle system, thermal considerations alone would limit the output energy to approximately 150 μJ/pulse. This is approximately 100 times too low to be generally useful for flow imaging experiments. The key to the burst concept is the reduction of the duty cycle in order to achieve high energies in each individual pulse. A typical pulse-burst can be seen in Fig. 1: every 0.1 s a burst of about 30 pulses is generated (in this figure only 5 pulses are shown).

In this paper we present the design of a Nd:YAG-based, high-power, narrow-line width, pulse-burst laser source that can generate a burst of from 1 to 99 laser pulses with an interpulse period as short as 1 μs and a pulsewidth from 10 to 100 ns. The spectral width of these pulses is comparable to the Fourier transform of their temporal profiles, which makes this pulse-burst laser an ideal source for narrow-line width, long coherence length applications such as holographic interferometry and filtered Rayleigh scattering (FRS). In particular, the FRS is useful for the imaging of high-speed flows because it can be used to suppress background scattering from windows and walls as well as to highlight particular velocity components.

This pulse-burst laser system has been paired with a Princeton Scientific Instruments' fast-framing charge-coupled device (CCD) camera that can capture up to 30 images at a rate of up to 1 μs a frame. The laser and the camera were set up to visualize the Mach 2.5 flow over a 14-deg wedge from streamwise view and planform view at a 0.5-MHz rate. The optically thick iodine vapor filter was placed in front of the camera and used to highlight different velocity components of the flow by selectively passing different Doppler-shifted frequencies. The images that were acquired clearly illustrate the unsteadiness of the oblique shock wave and show that the unsteady shock motion is closely coupled to the incoming boundary-layer structure.

II. General Description of the Laser

The challenge is to create a controllable pulse-burst system, which produces a uniform set of high-energy pulses with very low background. The background is primarily caused by amplified spontaneous emission that occurs naturally through the amplifier chain. Incidental feedback must also be carefully controlled so that the system does not develop parasitic lasing. In addition, the gain seen by each pulse in the pulse burst is slightly different because of the gain saturation from the previous pulse. In the design of this system, it was decided not to use a regenerative amplifier configuration because of the limited versatility of such a system and concerns regarding gain depletion and Q-switch leakage. The design of the pulse-burst laser system, therefore, is based on a master oscillator power amplifier (MOPA) configuration, as shown in Fig. 2. The laser system consists of six principle parts: 1) monolithic, single-frequency, diode-pumped, CW Nd:YAG laser; 2) four-pass preamplifier; 3) pulse slicer (a pair of Pockels cells); 4) two-pass preamplifier; 5) three-stage high-energy amplifier chain; and 6) second harmonic crystal.

A continuous wave (CW) Nd:YAG ring laser serves as the master oscillator. The laser can be frequency tuned and has a single mode output. Because this laser is amplified through the amplifier chain,
0.1s Ins ÜL 111L a) CW laser is sliced into pulse-burst, repeated every 0.1 s

0.1s

b) Nd:YAG gain curve
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Fig. 1 Concept of pulse-burst laser system.

120-03A). The frequency of this laser can be voltage-tuned over a range of approximately 1 cm⁻¹ at 1.06 µm. The CW laser beam has a very good spectral and spatial profile. The linewidth is about 5 kHz (in 1 ms), and the frequency drift is about 50 MHz/h.

B. Preamplifier 1

Preamplifier 1 is a four-pass, 10-Hz repetition-rate, flashlamp-pumped, 6.5 mm diam × 110 mm long Nd:YAG rod. A long-focal-length (1-m) lens reduces the beam diameter to approximately 2 mm to accommodate the multiple passes. The overall gain of the four-pass system, taking optical losses into account, is approximately 2500 times. Preamplifier 1 is currently operated at much lower level than its maximum gain in order to prevent spontaneous lasing.

C. Pulse Slicer

The pulse slicer, custom built by Medox, Inc. (Ann Arbor, Michigan), consists of a pair of electro-optic Pockels cells, similar to those used as Q switches for standard solid-state laser systems. By applying a suitable voltage, a λ/4 polarization retardation is imposed upon the laser beam by each Pockels cell for each pass. Consequently, when either one of the cells is on, the resulting polarization is rotated 90 deg (from vertical to horizontal) and is, therefore, transmitted through the thin-film polarizer (TFP). When both (or neither) of the Pockels cells are on, the polarization of the beam is unchanged, and it is reflected by the TFP and blocked by an iris diaphragm.

Figure 3 shows a timing diagram for the pair of Pockels cells. Each individual Pockels cell has a minimum rise time of approximately 4 ns and an on time duration (t2) of approximately 150 ns. The delay between the rising edges t1 is variable from 5 to 100 ns. The slicer is on, during the interval t1 when Pockels cell 1 is high and Pockels cell 2 is low. From the diagram it is apparent that the falling edge is much slower than the rising edge, which is the reason two Pockels cells are used instead of one. For this system the timing of the laser pulses solely depends on the rising edge of the high voltage, which is applied to the Pockels cells. The high-voltage timing is determined by a 500-MHz precision clock that controls the Pockels cells’ power supply unit, resulting in the timing jitter for the laser pulses that is less than 2 ns. The timing of pulses here is much more precise than the repetitively Q-switched laser, in which even the Q-switched pulse buildup time will cause time uncertainty 10 ns.

D. Preamplifier 2

After the pulse slicer the output pulse train is spatially filtered and then double-passed through preamplifier 2. The spatial filter has two functions: 1) decrease the ASE and 2) clean the spatial profile of the laser.

Preamplifier 2 is an 8 mm diam x 110 mm long Nd:YAG rod. The peak double-pass gain of preamplifier 2 is approximately 13 times. The output peak pulse power is about 650 W, corresponding to an average 13 µJ for a single, 20-ns-duration pulse. Again to prevent

its frequency determines the output frequency of the pulse-burst laser system. To minimize amplified spontaneous emission (ASE), the four-pass preamplifier 1 amplifies this CW laser light over the 100-µs-or-so gain window of the flashlamp-pumped Nd:YAG laser rods. The power remains below saturation, and so there is no loss in gain associated with amplifying a CW laser as compared to a pulsed laser in this stage. This CW preamplification suppresses the ASE that would otherwise be present between pulses had the pulse slicing been done before preamplifier 1. ASE occurs continuously during the flashlamp pumping time so that if light were chopped with a 1/10 duty cycle the ASE generated in preamplifier 1 would be stronger than the amplified laser signal. This is avoided by putting the pulse slicer after preamplifier 1. The slicer not only chops the pulse but also blocks the cross-talk between preamplifier 1 and preamplifier 2 and, therefore, serves as an isolation stage in the amplifier chain.

III. System Performance

A. Master Oscillator

The master oscillator is a commercially available monolithic Nd:YAG ring laser with output power about 20 mW (Lightwave
spontaneous lasing, preamplifier 2 is operated at a gain level lower than maximum power.

E. Power Amplifier Chain and Second Harmonic Generation

The power amplifier chain consists of three additional Nd:YAG rods, taken from a commercial (Continuum Model YG-592) laser system. The rods are 6.5, 6.5, and 9.5 mm diam, respectively. Between power amplifiers 2 and 3, there are a telescope beam expansion system (not shown in the figure) and a 10-mm-diam optical isolator (Electro-optics Technology, Inc., Traverse City, Michigan). The peak gain of the individual stage has been measured to be 10, 10, and 8 times, respectively, resulting in an overall peak system gain of approximately $2.5 \times 10^4$ (including preamplifiers). The corresponding energy is approximately 10 mJ for a 20-ns duration pulse at 30 pulses per burst.

An important aspect of the system is the saturation of the final power amplifier. For the amplification of a single pulse, Frantz and Nodvik\textsuperscript{10} and Lowdermilk and Murray\textsuperscript{11} have given the relation

$$E_{\text{out}} = E_{\text{in}} \times A \times \exp \left(1 + \frac{E_{\text{in}}}{I_{\text{sat}} \times A} - 1\right) \times G_0$$  \hspace{1cm} (1)

where $E_{\text{in}}$ and $E_{\text{out}}$ are, respectively, the input and output energy of the pulse through the amplifier. $I_{\text{sat}}$ is called the saturation flux of the amplifier, which is 440 mJ/cm\textsuperscript{2} for a Nd:YAG amplifier. $A$ is the area of the cross section of the amplifier. $G_0$ is the small signal gain of the amplifier, which is defined as

$$G_0 = \exp(g_0 L) = \exp(n \sigma L)$$  \hspace{1cm} (2)

where $n$ is the inverted population density and $\sigma$ is the cross section of the stimulated radiation. $L$ is the length of the rod. We can relate the small signal gain $G_0$ to the stored energy $E_{\text{store}}$:

$$E_{\text{store}} = \frac{h \nu A}{\mu_0} = A \times \frac{(\nu \sigma)}{\mu_0} \times L \times G_0$$  \hspace{1cm} (3)

where $h$ is the Planck constant and $\nu$ is the frequency of the laser. For a specific laser amplifier the cross section $A$ and $\nu \sigma$ are constant. The small signal gain $G_0$ is exponentially related to the stored energy $E_{\text{store}}$. In the pulse-burst laser system, as a pulse is being amplified, it depletes the stored energy from the amplifier, and $G_0$ decreases. From Eq. (1) the pulse amplification ratios decrease from pulse to pulse in the same burst. We have found the overall stored energy in the power amplifiers is about 800 mJ. For a pulse burst with 30 pulses, the first 29 pulses and other losses will take more than 300 mJ from the rods. The gain of the 30th pulse is only about $0.3 G_0$. The variation in pulse energy is accentuated by a factor of 3, which is still tolerable in our system. From this analysis, the dynamic range of the imaging system will be overcome by using a diode laser to replace the CW Nd:YAG laser as the master oscillator. The diode laser power is easily controlled through the driving current. In that case the input energy of each pulse can be tailored to get a uniform output after the final amplifier.

The final part of the laser system is the second harmonic generator. A telescope system (not shown in the picture) reduces the laser beam diameter to 4 mm before it passes through the doubling crystal. The peak intensity of fundamental light into the doubling crystal is about 4.5 MW/cm\textsuperscript{2}. The variation in pulse energy is accentuated by the second harmonic process as shown in Fig. 4c. The shape of a single pulse of second harmonic light closely follows that of the fundamental because both are rectangular in time. In contrast to a Gaussian pulse, the temporal profile of the second harmonic of a perfectly rectangular pulse, assuming a simple intensity squared law for conversion efficiency, is identical to that of the fundamental. The full width at half-maximum (FWHM) of the second harmonic is about 14 ns as compared to 16 ns primarily because of the rise time of fundamental pulse. With this system we only get average 0.4 mJ per pulse of second harmonic 0.532 $\mu$m. The reason for the low conversion ratio is the low 1.06-$\mu$m input intensity. Follow-on work indicates that pulse energy on the order of 25 mJ per pulse at 0.532 $\mu$m are achievable with greater amplitude of 1.06-$\mu$m light.

IV. Laser Spectral Profile

For many diagnostics applications, narrow spectral linewidth and frequency tunability over a limited range are important. Because the narrow-linewidth CW laser serves as a master oscillator and there is no resonator cavity in the amplification stage, the configuration of the pulse-burst laser system gives a very good spectral profile. Each individual second harmonic pulse is predicted to have a time-average linewidth on the order of 63 MHz, based on the Fourier transform of a 14-ns rectangular temporal profile ($3 \times 8t = 0.88$ for a sinc\textsuperscript{2}/rectangular Fourier transform pair).

As shown in Fig. 5, a 2-GHz free spectral range, confocal Fabry–Perot spectrum analyzer (Burleigh Model RC-46) was used to directly measure the spectral profile of the second harmonic output of the pulse-burst laser. For these measurements the laser was operated at full gain, and the output was attenuated by reflection from an uncoated quartz flat (not shown in Fig. 5). The internal photodiode/mount assembly was removed from the etalon and replaced with a fast response photodiode. The pulsed output from the photodetector was integrated by a boxcar averager (Stanford Research Systems Model SRS 250) and sent to a PC computer. For the data presented next, the boxcar averaged the photodiode voltage over 30 laser shots. Simultaneously, the wavelength of the CW master oscillator was slowly scanned (on the order 1 MHz/s) by applying a computer generated voltage "staircase" (2.5 mV a step) to the input of the laser voltage controller, while holding the voltage to the etalon mirrors constant. The laser, rather than the etalon, was tuned.
because the etalon could not be scanned slowly enough to capture the profile of the pulsed laser smoothly. The frequency tuning rate of the laser was calibrated with the Fabry-Perot free spectral range. The observed scanning rate was 3 GHz/V and was assumed to be constant over the duration of the scan. The effective finesse of the etalon is measured by passing the CW laser (very narrow linewidth) through the etalon with exactly the same beam path. The measured finesse is about 70, corresponding to spectral resolution of 28 MHz.

Figure 6 (dotted line) shows the measured time-averaged spectral profile of the second harmonic output of the laser, operating nominally with 14-ns duration pulses. Also shown is the convolution between the instrumental function of the etalon and the Fourier transform of a real 14-ns FWHM pulse. It is clear that the spectral profile is approximately the Fourier transform limit of the laser pulse. The Fourier transform of the pulse burst with 30 pulses would be modulated by a high-frequency comb function, but because of the finesse of the etalon, this high frequency cannot be detected.

V. Attenuation of Transmission Through Molecular Iodine Vapor Cell

FRS\(^3\) has the abilities of extracting a weak signal by suppressing background scattering, as well as obtaining quantitative measurements of velocity, temperature, and density of flow simultaneously. The key component of FRS is an optically thick, well-characterized molecular iodine vapor filter that has a very sharp absorption line. The iodine filter, which has been described in detail previously,\(^4\) is 9.98 cm long with cell temperature of 80°C and side-arm temperature at 40°C. The side-arm temperature is maintained to within ±0.1 K with a circulating hot-water bath. In the Rayleigh-scattering experiment, if the frequency of laser source is tuned to the center of the absorption line, the background scattering will be absorbed by the iodine cell while the flowfield signal will pass through the cell because of the Doppler frequency shift. If we tune the laser frequency through the absorption line when measuring the scattered intensity through iodine cell, we can get the spectral profile of the scattered flow signal and obtain the velocity and temperature of the flow.\(^5\)

Before doing a FRS experiment, it is important to characterize the attenuation of transmission through the iodine cell and the laser spectral purity by scanning the frequency of the laser source through the absorption band. The actual experimental apparatus is similar to Fig. 5, except the Fabry-Perot etalon is replaced by an iodine cell. The second harmonic (0.532-μm) output of the pulse-burst laser hit an aluminum post, and scattered light was collected and passed through the iodine cell. The signal was observed by a photodetector and transferred to the boxcar integrator, as described earlier. At the same time the frequency of the laser was tuned through the absorption lines of iodine. A reference detector was used to monitor the laser output intensity fluctuations as the frequency was tuned. A series of calibrated neutral density filters was used to attenuate the beam prior to tuning into the resonance feature of the iodine vapor. As the laser was tuned into the absorption band, the filters were sequentially removed, boosting the light level reaching the detector. Thus the dynamic range of the attenuation measurement was increased beyond the limitations imposed by the linear operating range of the photodiode.

The dotted line in Fig. 7 shows the experimental result as the frequency was slowly tuned across the absorption line A (around frequency 18788.5 cm\(^{-1}\)\(^6\)) of the iodine cell. The detected signal has been normalized in such a way as to set the apparent transmission equal to approximately 1 at the endpoints of the scan. When the laser scan passed approximately the 2200-MHz point, a 200-times neutral density filter (Schott Glass Technology, Inc., NG10) was removed from the beam path, resulting in a large increase in signal reaching the detector. Then a second 20-times neutral density filter (Schott NG9) was removed. The neutral density filters were put back as the laser frequency was tuned out of the resonance of iodine. The solid line in Fig. 7 is the convolution between the pulse-burst laser linewidth and the theoretically predicted transmission across the absorption line A. Figure 8 is a blowup of the central 500 MHz of the experimental data (dotted line) and the theoretically predicted transmission (solid line). In this case the experimental data have been converted to absolute transmission by accounting for the attenuation of the neutral density filters. The experimental line center transmission is 5 x 10\(^{-5}\), as compared to the modeled value of approximately 1.5 x 10\(^{-5}\). The experimental curve fits well to the theoretical model with a correction for residual transmission. This residual transmission is presumed to arise from the nonideal wings of the laser spectrum and residual ASE. The experiment results not only mean that the pulse-burst laser has very good attenuation when passing through the resonance of the iodine, but the spectral profile of the laser is very good. The laser clearly operates with single mode. These results should be compared to a commercial injection seeded Nd: YAG laser.
for which the attenuation through iodine resonance only reaches a factor of the order of 300 (Ref. 12), and locking is intermittent.

VI. Fast-Framing Megahertz CCD Camera

A new fast-framing CCD camera developed by Princeton Scientific Instruments, Inc., is used to collect images formed by the pulse-burst laser. The CCD camera chip (U.S. Patent 5355165) has a 30-image storage buffer built into each pixel of the image sensor chip itself and can frame at a rate up to 1 MHz. The pixel format is 360 x 360, divided into four quadrants of 180 x 180 each. A simplified diagram of the architecture of 1 pixel is shown in Fig. 9. Each pixel consists of a photoactive region and a 5 x 6 array of memory elements. The charge is sequentially shifted across the top row of five storage elements at an interval as fast as 1/10s. Subsequently, the charge is coupled with the incoming boundary-layer structure shown in the outer part of a supersonic boundary layer and CO2 cluster size is much smaller than the laser wavelength (532 nm). The CO2 was seeded far upstream in the plenum and was chosen for its ease of handling and because it mixed homogeneously with the air. CO2 causes less disturbance to the flow than using water vapor as seeder. In the warmer thermal boundary layer the CO2 is in vapor form, resulting in very high image contrast. The boundary layer is visualized owing to the combined effects of density changes within the boundary layer and CO2 cluster evaporation. These two effects are related because both result from temperature recovery within the boundary layer. Smith and Simis found the condensed cluster scattering intensity profile in the outer part of a supersonic boundary layer showed good agreement with those obtained using a probe survey.

To enhance the scattering signal, gaseous CO2 was seeded into the flow at a level less than 1% (wt). After the nozzle, because of the temperature decrease of the flow, CO2 condensed into a finely dispersed fog. We have measured the scattered signal while changing the polarization of incoming laser light. We found the scattering is in the Rayleigh-scattering region so that the condensed CO2 cluster size is much smaller than the laser wavelength (532 nm). The CO2 was seeded far upstream in the plenum and was chosen for its ease of handling and because it mixed homogeneously with the air. CO2 causes less disturbance to the flow than using water vapor as seeder. In the warmer thermal boundary layer the CO2 is in vapor form, resulting in very high image contrast. The boundary layer is visualized owing to the combined effects of density changes within the boundary layer and CO2 cluster evaporation. These two effects are related because both result from temperature recovery within the boundary layer. Smith and Simis found the condensed cluster scattering intensity profile in the outer part of a supersonic boundary layer showed good agreement with those obtained using a probe survey.

Figure 10 illustrates the experimental setup to obtain the streamwise view images of the shock-wave/boundary-layer interaction. The layout was similar to that illustrated in Fig. 10 except the laser sheet was parallel to the wall of wind tunnel and grazed the surface of wedge. Figure 12 shows six sequential planform view images each separated by 2 μs. The shock wave now turns into a wavy line, and the boundary-layer structure is seen as the dark region in the flow. From these images it is particularly apparent how the shape of the shock wave changes as the boundary-layer structure passes. A discontinuity in the boundary layer can also be seen as it crosses the shock because the oblique shock changes the direction of the flow, forcing it out toward laser sheet plane.

As the flow crosses the shock, its speed decreases, and the scattered light has a smaller Doppler frequency shift. To highlight the different parts of the flow, we put the molecular iodine vapor cell in front of the camera and tuned the frequency of the laser. With the laser frequency tuned near the center of the iodine absorption, scattering from lower-speed flow and nonmoving elements such as...
Fig. 11  Sequence of 25 streamwise view images of Mach 2.5 flow over 14-deg wedge. Flow is from right to left with 2 μs between images.

Fig. 12  Sequence of six planform view images of Mach 2.5 flow over 14-deg wedge. Flow is from right to left with 2 μs between images.
the surface of the wedge is selectively attenuated, as illustrated in the middle column of Fig. 13. Alternatively, as shown in right column of Fig. 13, the scattering from the high-speed flow can also be suppressed by tuning the laser so that the Doppler-shifted-scattering coincides with the absorption line of iodine. The sequence of images in the right column also shows another weak oblique shock at the upper right corner. Without the filter the signal from the mean stream flow is so strong that it completely masks that shock-wave structure.

VIII. Conclusion and Future Work

A megahertz pulse-burst laser system has been developed and has been used for the visualization of shock-wave/boundary-layer interactions in a Mach 2.5 wind tunnel at a 0.5-MHz repetition rate.

The pulse-burst laser is capable of producing a programmable burst of from 1 to 99 pulses, with individual pulse duration from 10 to 100 ns and interpulse separation from 1 to 10 μs. A fundamental output energy (at 1.06 μm) of approximately 10 mJ has been achieved in each of 30 individual, 20-ns duration pulses. The second harmonic output was about 400 μJ per individual pulse.

Experimental results have shown that the laser has a narrow linewidth. The range of frequency tunability is about 1 cm⁻¹ at 1.06 μm. The transmission through a 9.98-cm-long molecular iodine vapor filter (40°C side band, 80°C cell temperature) was measured to be 5 x 10⁻⁵, which conforms well with model prediction. Consequently, the system can be used for FRS and other frequency or long coherence-length-related laser diagnostics, such as holography.

As an application of the megahertz pulse-burst laser system, the visualization of a Mach 2.5 flow over a 14-deg wedge shows the unsteadiness of a shock wave and its coupling to the structure of the incoming boundary layer.

We are now building a second-generation high-power pulse-burst laser system. Average single-pulse fundamental and second harmonic energy on the order of 100 and 25 mJ have been achieved, respectively. The new pulse-burst imaging system will be used for imaging in the plasma propulsion facility in the Electric Propulsion and Plasma Diagnostics Laboratory.
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