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4 Introduction

Breast cancer is a major cause of death among women over the age of forty [1]. Mammography is the most effective diagnostic procedure for the early detection of breast cancer [2, 3]. Mammography is not, however, perfect. Between 10-30% of women who have breast cancer and undergo mammography have negative mammograms [4-7]. Of these, radiologists have determined, retrospectively, that two-thirds of the cancers could have been detected [5, 6, 8, 9]. One possible means by which to decrease this number is to have two radiologists read the mammograms. This method has been shown to increase sensitivity by as much as 15%, [10, 11] but can be costly both financially and with respect to time. A computer-aided diagnostic scheme may act as an inexpensive second reading method. The final decision would be made by the radiologist.

This research sought to answer questions that arise when using pattern classifiers in decision making applications. Problems occur when the number of inputs to the pattern classifier become large. For this reason, genetic algorithms and other feature selection techniques were studied to alleviate this problem. The purpose of this research was to study and develop feature selection and pattern classification methods to improve the performance of CAD schemes. Specific emphasis was placed on using the developed methods in the computerized detection of mass lesions in mammography.
5 Body

5.1 Technical Objectives

The objectives of this project were as follows:

- Development of a genetic algorithm for the optimization of artificial neural network inputs.
- Comparison of a genetic algorithm with other selection and optimization methods including previously used selection methods.
- Analysis of features selected by genetic algorithm and comparison of those features with visual techniques employed by radiologists.
- Development of a parallel genetic algorithm to improve performance of the search and to provide an even greater performance increase to the mass detection CAD program.

5.2 Methods

5.3 Development of Classification Methods

We have performed extensive analysis of two methods of pattern classification. First, we studied the ability of a classifier called a Bayesian ANN to approximate the ideal observer (the theoretically optimal classifier) given datasets of limited size. A full analysis of this is given in reference [12] which is attached as Appendix A.

We also developed a novel classifier training strategy which directly optimizes the ROC curve of a given classifier on a given training dataset. This approach to classifier training was found to be useful for "simple" classifiers such as rule-based classifiers. A full analysis of this method is given in reference [13] which is attached as Appendix B.

We have applied various feature selection methods to select subsets of features for both of these classifiers using data extracted from a database 177 screening mammography cases. Validation results were computed and used to compare the various classifiers and methods of feature selection as is discussed later.

5.3.1 Development of Feature Selection Methods

We have studied various feature selection methods for selecting features to be used within an artificial neural network (ANN) classifier and methods for selecting features for rule-based classifiers. A detailed summary of these methods can be found in references [14] which is also attached as Appendix C.

We also endeavored to use these methods to select features for use in an actual computerized detection system. A summary of these results is shown in Appendix D which is a paper under review at Medical Physics. In this paper, it is shown that the Bayesian ANN outperforms a rule-based classifier trained using the multiobjective approach. Furthermore, both genetic algorithm feature selection and a forward selection method performed best for selecting features for Bayesian ANNs.
5.3.2 Analysis of Feature Selection

During the course of our research on pattern classification and feature selection, we studied in more detail, some of the fundamental problems associated with feature selection [15]. A paper on this subject is attached as Appendix E. It was found that the ability of a feature selection method to select the optimal subset of features decreases as the number of feature from which to select increases and as the database used to select the features decreases in size. For a simple feature selection problem, we derived the probability that the optimal subset of features will be selected.

5.3.3 Analysis of Features

A detailed analysis of the features selected by the various feature selection methods is also contained in Appendix D. The features we have found to be most useful in distinguishing between malignant mass lesions and false candidates in mammography were gradient-based features such as RGI [16] and intensity-based measures such as the contrast. The geometric features were found to be useful but not to the extent shown in previous studies [17]. This is due to a novel lesion segmentation technique that we have developed for the mass detection CAD system which always returns lesion-like results even in non-mass image areas [16].

5.3.4 Development of a Parallel Genetic Algorithm

A group at Argonne National labs has developed a parallel genetic algorithm package called the PGAPack [18]. This package was found to be suitable for the implementation of GA feature selection.
6 Key Research Accomplishments

- Development of an RGI-based lesion segmentation method which outperforms previously studied lesion segmentation methods.
- Development of a model-based probabilistic segmentation method which outperforms previously studied lesion segmentation methods.
- Analyzed the ability of Bayesian ANNs to approximate the ideal observer given simulated datasets. These results aided in the design of Bayesian ANN classifiers for CAD systems.
- Development of a multiobjective classifier training methodology which directly optimized the ROC curve of a classifier. This approach has been found to be very useful for rule-based classifiers.
- Analysis of the fundamentals of the feature selection problem which helps one better understand the difficulties associated with feature selection.
- Analysis and comparisons of the various feature selection methods which will aid in the selection of an appropriate feature selection algorithm.
- A study of Bayesian ANNs, the multiobjective approach, and the various feature selection methods for the computerized detection of mass lesions in mammography.
- A mass CAD systems that has both a simpler and more understandable methodology and a better overall performance.
7 Papers and Presentations

The following papers have been accepted or submitted to peer review journals:


- “Ideal Observer Estimation Using Bayesian Classification Neural Networks.” submitted to *IEEE Transactions on Medical Imaging*.

- “Computerized Detection of Mass Lesions in Mammography Based on Radial Gradient Index.” submitted to *Medical Physics*.

- “Classification of Suspect Regions in the Computerized Detection of Mass Lesions in Mammography.” submitted to *Medical Physics*.

The following conference proceedings papers have been published:


The following presentations have been given:


8 Conclusions

We have studied some of the fundamental properties of feature selection. We have found that the probability of selecting an optimal subset of features rapidly decreases as the sample size decreases and the total number of features from which to select increases. Understanding the limitation of feature selection will help us select (using methods such as 1D analysis and genetic algorithms) a useful and robust subset of features to be used in the computerized detection of mass lesions in mammography.

We have also studied the use of Bayesian artificial neural networks in classification tasks. We have found that Bayesian ANNs produce more accurate and, yet, robust solutions to classification problems. Bayesian ANNs also train more rapidly than do conventional ANNs using round-robin methodology. This information will be used design more accurate and robust pattern classifiers for the computerized detection of mass lesions in mammography.

We have developed a novel classifier training approach known as the multiobjective approach. This method has the advantage that it directly optimizes the ROC curve of a classifier and, thus, returns the optimal ROC curve that can be obtained using the given classifier on the given training dataset.

We have introduced a new initial filtering scheme to detect mass lesions in mammography. The performance of feature selection methods and of pattern classifiers is limited by the performance of the initial detection algorithm. We have shown that RGI filtering substantially outperformed the previous method of detecting mass lesions known as bilateral subtraction.

Finally, we have applied all of the above techniques to the computerized detection of mass lesions in mammography and produced a CAD system that is both simpler and has a better overall performance over previous techniques.
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Abstract

It is well understood that the optimal classification decision variable is the likelihood ratio or any monotonic transformation of the likelihood ratio. An automated classifier which maps from an input space to one of the likelihood ratio family of decision variables is an optimal classifier or “ideal observer.” Artificial neural networks (ANNs) are frequently used as classifiers for many problems. In the limit of large training sample sizes, an ANN approximates a mapping function which is a monotonic transformation of the likelihood ratio, i.e., it estimates an ideal observer decision variable. A principal disadvantage of conventional ANNs is the potential over-parameterization of the mapping function which results in a poor approximation of an optimal mapping function for smaller training samples. Recently, Bayesian methods have been applied to ANNs in order to regularize training to improve the robustness of the classifier. A Bayesian ANN should thus better approximate the optimal decision variable given small sample sizes. We have evaluated the accuracy of Bayesian ANN models of ideal observer decision variables as a function of the number of hidden units used, the signal-to-noise ratio of the data, and the number of features or dimensionality of the data. We show that when enough training data are present, excess hidden units do not substantially degrade the accuracy of Bayesian ANNs. However, the minimum number of hidden units required to best model the optimal mapping function varies with the complexity of the data.

Keywords
Bayesian neural networks, ideal observers, ROC analysis, computer-aided diagnosis

I. INTRODUCTION

In image analysis and computer-aided diagnosis, automated classifiers are often employed to determine whether a region within an image is abnormal (with a specified disease) or normal (without that disease) [1–3]. Typically, features are extracted from a suspicious site to form a vector of input features which is projected or mapped onto a scalar decision variable using the parameters of the classifier. A threshold is then applied to this decision variable to determine whether the input features are representative of an abnormal or normal region. Before any classification can be performed, the parameters of the classifier must be determined. Classifier “training” involves using a dataset of observations or features from both the normal class and the abnormal class to determine the parameters of the classifier so it will perform acceptably on future datasets of unknown pathology.

It is well understood that the optimal classification decision variable is the likelihood ratio or any monotonic transformation of the likelihood ratio [4–6]. The ROC curve [4,7–9]
produced using one of the likelihood ratio family of decision variables is the optimal ROC curve which best describes the limiting tradeoffs between sensitivity and specificity. Any system that uses the likelihood ratio or a monotonic transformation of the likelihood ratio to make decisions is known as an ideal observer [10].

A classification artificial neural network (ANN) can be viewed as a highly parameterized classifier or mapping function [11–14]. The output of an ANN in the limit of large sample sizes approximates a mapping function which is a monotonic transformation of the likelihood ratio [12,15], i.e., it approximates an ideal observer decision variable. A principal disadvantage of conventional ANNs is the possible over-parameterization of the mapping function, which results in a poor approximation of the optimal mapping function given small training sample sizes. Recently, Bayesian methods have been applied to ANNs [16,17] in order to regularize training to improve the robustness of the classifier. A Bayesian ANN should thus better approximate the optimal decision variable given small sample sizes. Many researchers have analyzed the performance of classification ANNs by evaluating classification ability through ROC analysis on training and testing datasets [18,19]. Bayesian ANNs, however, are trained not only to produce an ideal observer ROC curve, but also to produce a particular ideal observer mapping function. Hence, an evaluation of a Bayesian ANN's ability to approximate this particular mapping function is of fundamental importance.

In this paper, we investigate the accuracy of Bayesian ANN models of an ideal observer decision variable given simulated datasets of various sizes and neural networks with a single hidden layer. Section II contains a brief introduction to the optimal classifier decision variable, Bayesian ANNs, and the connection between the two. Section III examines a one-dimensional example in detail to provide insights regarding Bayesian ANNs. Section IV describes the methods used for implementing a Bayesian ANN and evaluating its accuracy. In Section V, we study the effects of sample size, input dimension, number of weights, and signal-to-noise ratio of the data on the accuracy of Bayesian ANNs. Finally, Sections VI and VII provide a discussion of the results and a summary of the advantages and disadvantages of Bayesian ANNs for classification.
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II. BACKGROUND

A. Optimal Decision Variables and ROC Analysis

The task of an automated two-group classifier is to determine whether an observation comes from the abnormal class denoted by $\pi_a$ or the complementary normal class denoted by $\pi_n$. The features corresponding to an observation can be expressed as a $D$-dimensional random vector $\mathbf{x} = [x_1, x_2, \ldots, x_D]$, where boldface type denotes random variables. Projection classifiers, such as ANNs, classify by mapping an observation onto a new random variable $y = g(\mathbf{x})$, where $g(\cdot)$ is the mapping function. An observation $\mathbf{x}$ is classified as abnormal if $g(\mathbf{x}) \geq y_c$ where $y_c$ is the decision variable threshold. One should note that defining the abnormal assignment as greater than or equal to the threshold $y_c$ is an arbitrary convention. We could, equivalently, have defined the abnormal class as corresponding to decision variable outcomes that are strictly less than, strictly greater than, or less than or equal to $y_c$ but we will, without loss of generality, use the definition given above throughout this paper.

The conditional density functions of data from the abnormal and normal classes are given by $p_x(\mathbf{x}|\pi_a)$ and $p_x(\mathbf{x}|\pi_n)$ respectively. Similarly, the conditional density functions of the decision variable are given by $p_y(y|\pi_a)$ for the abnormal class and $p_y(y|\pi_n)$ for the normal class. We use the symbol $p$ to denote both continuous and discrete density functions, with its subscripts denoting the random variables drawn from that density function. The true-positive fraction, or the expected fraction of abnormal cases classified correctly, is given by

$$TPF(y_c) = \int_{y_c}^\infty p_y(y|\pi_a) \, dy = \int \cdots \int p_x(\mathbf{x}|\pi_a) \, d^D \mathbf{x},$$

whereas the false-positive fraction (the expected fraction of normal cases incorrectly classified) is

$$FPF(y_c) = \int_{y_c}^\infty p_y(y|\pi_n) \, dy = \int \cdots \int p_x(\mathbf{x}|\pi_n) \, d^D \mathbf{x}.$$

By varying $y_c$ over its entire range and plotting the $(FPF(y_c), TPF(y_c))$ pairs, one obtains a receiver operating characteristic (ROC) curve [4,7-9], which describes the performance tradeoffs achievable by the classifier.
It has been shown that the optimal ROC curve is obtained when the mapping function employed is the likelihood ratio

$$y = LR(\bar{x}) \equiv \frac{p_{\bar{x}}(\bar{x}|\pi_a)}{p_{\bar{x}}(\bar{x}|\pi_n)}$$

(3)

or any monotonic transformation of the likelihood ratio [20]. Any classifier that does not use the likelihood ratio or a monotonic transformation thereof as its mapping function is suboptimal.

Another commonly employed discriminant function is the posterior probability of an abnormal observation, $p_t(\pi_a|\bar{x})$, called the Bayes optimal discriminant function [5]. Here $t$ is the discrete class membership random variable which takes on the values $\pi_a$ and $\pi_n$. Bayes' rule immediately gives

$$p_t(\pi_a|\bar{x}) = \frac{p_{\bar{x}}(\bar{x}|\pi_a)p_t(\pi_a)}{p_{\bar{x}}(\bar{x}|\pi_a)p_t(\pi_a) + p_{\bar{x}}(\bar{x}|\pi_n)p_t(\pi_n)}.$$  

(4)

This leads to

$$p_t(\pi_a|\bar{x}) = \frac{k LR(\bar{x})}{1 + k LR(\bar{x})}$$

(5)

where $k \equiv \frac{p_t(\pi_a)}{p_t(\pi_n)}$ and $LR(\bar{x})$ is given in Eqn. 3. Because Eqn. 5 is a monotonic transformation of the likelihood ratio for positive $k$, we conclude that $p_t(\pi_a|\bar{x})$ is an optimal discriminant function.

B. Modeling and Approximating Probability Functions with ANNs

In statistical estimation, one often makes an assumption concerning the data distribution. For example, the density function of a particular type of data may be modeled as normal with mean $\mu$ and standard deviation $\sigma$, which we represent as $p_x(x|\mu, \sigma)$. Estimation theory can then be employed along with a sample of data to determine appropriate values of the parameter estimates $\hat{\mu}$ and $\hat{\sigma}$ even when the true density function of the data $p_x(x)$ is not normal. (The circumflex here indicates an estimated quantity.) In this sense the estimation task is analogous to curve fitting or function approximation: the estimated parameters are chosen so that a Gaussian model for the density function "best" approximates the underlying density function from which the sample of data was drawn.

There is potential for confusion in using the vertical bar to denote nonrandom parameters of a function, because this notation is identical to that for a conditional probability;
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many authors therefore adopt a different notation for this case (a semicolon instead of a bar, for example). However, in estimation theory it is often useful to consider similar problems from very different points of view, regarding the "parameters" of a function as nonrandom parameters, or as estimates which are functionally dependent upon a set of random observational data, or even as Bayesian quantities derived from density functions (in a Bayesian sense) that are not necessarily dependent on the observational data. Because we wish to emphasize the similarities between these approaches, rather than the subtle (albeit fundamental) differences between them, we will use the vertical bar notation to denote (a) dependence on nonrandom parameters of a function (such parameters will be clearly stated as being nonrandom); (b) conditional dependence on the particular value indicated of a random variable (such variables will be clearly stated as being random); (c) conditional dependence on the particular value of an estimate derived from random observational data (distinguished from (b) by a circumflex indicating an estimated quantity); and (d) a conditional density considered as a function of the random variable (or estimate) upon which it is conditional (distinguished from (b) and (c), respectively, by boldface type indicating a random variable).

Thus in an expression such as

\[ p_y(y|x, \hat{\mu}_x, \bar{w}) \]

\( x \) represents a particular value of the random variable \( x \) upon which \( y \) depends conditionally (we assume that \( x \) was previously introduced as a random variable); \( \hat{\mu}_x \) is a particular value of the estimate \( \hat{\mu}_x \), upon which \( y \) also depends conditionally; and \( \bar{w} \) is a set of other (nonrandom) parameters of the conditional density function of \( y \).

In the normal example described above, the relevant density function was modeled as a function dependent upon a small number of parameters (namely \( \mu \) and \( \sigma \)). One may also consider more complicated cases in which the underlying model for the density functions from which observational data are drawn does not have such a simple closed-form representation and may depend upon a large number of parameters \( \bar{w} \). The ANN function is one such example. An ANN is a set of connected nodes based loosely on the human neuron system that maps a generally multidimensional input vector \( \vec{x} \) to a generally multidimensional output vector \( \vec{y} \) using the parameters \( \bar{w} \) [11–14,16]. In this paper we will be dealing with ANNs that map \( \vec{x} \) to a scalar value \( y \). The output of this ANN function
is given by
\[ y = s(\tilde{\omega}^{(n-1)} \cdot \tilde{x}^{(n-1)} + u_0^{(n-1)}) \] (6)
where \(s\) is a sigmoidal activation function (e.g. \(\tanh\) or the logistic cumulative distribution function), and where \(\tilde{x}^{(i)}\) represents the output of the \(i\)th hidden layer of the ANN, defined recursively as
\[ x_j^{(i)} = s(w(i-1,j) \cdot x_{i-1}^{(i-1)} + w_{im}^{(i-1)}), \] (7)
where \(\tilde{x}^{(0)} \equiv \tilde{x}\), the input. Readers unfamiliar with ANNs may consult references [11,12].

Since an ANN architecture of sufficient complexity is known to be able to closely approximate any continuous function [21], it is reasonable to assume that nearly any underlying density function for \(\tilde{x}\) can be closely approximated by a function in this family of functions for some value of a sufficiently large set of parameters \(\tilde{\omega}\). As explained above, we write such an approximation as \(p_\tilde{\omega}(\tilde{x}|\tilde{\omega})\) to emphasize that this is an approximation to some underlying function \(p_\tilde{\omega}(\tilde{x})\).

C. Maximum Likelihood Estimation of ANN Weights

Since \(p_t(\pi_a|\tilde{x})\) in Eqn. 5 is an optimal discriminant function, we can treat the task of classification as one of modeling, or approximating, the function \(p_t(\pi_a|\tilde{x})\). As outlined in the previous section, we approximate the optimal discriminant function by an ANN function, writing it as \(p_t(\pi_a|\tilde{x}, \tilde{\omega})\), the range of which is bound between 0 and 1. We then define \(p_t(\pi_a|\tilde{x}, \tilde{\omega}) \equiv 1 - p(\pi_a|\tilde{x}, \tilde{\omega})\). The practical task, given an actual ANN with a finite number of weights and a sample of training data, is to choose weights \(\tilde{\omega}\) such that the difference between the ANN output \(p_t(\pi_a|\tilde{x}, \tilde{\omega})\) and the true Bayes optimal discriminant function \(p_t(\pi_a|\tilde{x})\) is small.

ANN training involves using a training dataset \(\{X, T\}\) to determine a value of \(\tilde{\omega}\), where \(X = \{\tilde{x}_i\}_{i=1}^N\) is the set of training feature vectors, \(T = \{t_i\}_{i=1}^N\) is the set of known truth (\(\pi_a\) or \(\pi_n\)) for each feature vector, and \(N\) is the total number of samples in the training dataset. Assuming the data to be independently sampled, the true likelihood of the data is given by
\[ p_{X,T}(X, T) = \prod_{i=1}^N p_t(t_i|\tilde{x}_i)p_\tilde{x}(\tilde{x}_i). \] (8)
If \( p_t(\pi_a|x) \) is approximated by an ANN function \( p_t(\pi_a|x, \tilde{w}) \), then the likelihood of the data assuming the ANN model and given a particular value of the parameters \( \tilde{w} \) is

\[
p_{X,T}(X, T|\tilde{w}) = \prod_{i=1}^{N} p_t(t_i|x_i, \tilde{w})p_x(x_i).
\]  

(9)

Maximizing the likelihood of the data, \( p_{X,T}(X, T|\tilde{w}) \), with respect to \( \tilde{w} \) is equivalent to maximizing \( p_T(T|X, \tilde{w}) \) with respect to \( \tilde{w} \). The maximum likelihood estimate \( \tilde{w}^{ML} \) is thus obtained by maximizing

\[
p_T(T|X, \tilde{w}) = \prod_{i=1}^{N} p_t(t_i|x_i, \tilde{w})
\]  

(10)

with respect to \( \tilde{w} \). The logarithm of the above expression is known as the cross-entropy error function \([12]\).

Ruck \textit{et al.} \[15\] proved that an ANN trained using the sum of squares error function approaches the Bayes optimal discriminant function in the limit of infinite training data. We wish to show that maximizing the utility function in Eqn. 10 also yields a discriminant function that approaches the Bayes optimal discriminant function given infinite training data. Taking the logarithm of Eqn. 10 yields

\[
\ln(p_T(T|X, \tilde{w})) = \sum_{i=1}^{N} \ln(p_t(t_i|x_i, \tilde{w})).
\]  

(11)

Taking the limit as \( N \) approaches infinity and employing the Strong Law of Large Numbers \[22\], we arrive at

\[
\ln(p_T(T|X, \tilde{w})) = \int \cdots \int \ln(p_t(\pi_a|x, \tilde{w}))p_x(x, \pi_a) + \ln(p_t(\pi_n|x, \tilde{w}))p_x(x, \pi_n) \, d^Dx.
\]  

(12)

Since a sufficiently large ANN is known to be able to closely approximate any continuous function \[21\], it is reasonable to assume that \( p_t(\pi_a|x, \tilde{w}) \) can take on any functional form of interest here. The task of finding the \( \tilde{w} \) that maximizes Eqn. 12 is replaced with the more tractable problem of finding the function \( p_t(\pi_a|x, \tilde{w}) \) that maximizes a particular \textit{functional}, namely the integral on the right side of Eqn. 12.

Using the calculus of variations \[23\], one can show that Eqn. 12 is maximized when \( p_t(\pi_a|x, \tilde{w}) = p_t(\pi_a|x) \). It follows that \( p_{X,T}(X, T|\tilde{w}) = \prod_{i=1}^{N} p_t(t_i|x_i, \tilde{w})p_x(x_i) \) is maximized \textit{in the limit of infinite data} by the \( \tilde{w}^{ML} \) such that \( p_t(\pi_a|x, \tilde{w}^{ML}) = p_t(\pi_a|x) \).
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This result is of limited practical utility because one does not have infinite data from which to estimate \( \tilde{w}^{ML} \). In practice, when given a sample of data \( \{X, T\} \) from the population, the ML ANN model attempts to approximate the sample Bayes optimal discriminant function, which is one everywhere an abnormal observation is located in the training dataset, zero everywhere a normal observation is located in the training dataset, and arbitrary (or undefined) elsewhere. This discontinuous behavior is one of the drawbacks of the maximum likelihood method that the Bayesian methods attempt to address.

D. Bayesian Estimation of ANN Weights

We have argued that the maximum likelihood method approximates the sample Bayes optimal discriminant function when one has finite training data. It is necessary, however, to approximate the population Bayes optimal discriminant function, because the sample Bayes optimal discriminant function is of little practical use. This is conventionally performed by regularization methods such as early stopping [11,24] and weight decay [13,25,26]. Recently, Bayesian methods have been used to regularize the training process to approximate the population Bayes optimal discriminant function rather than the sample discriminant function [16,17]. Training a Bayesian ANN involves choosing the maximum a posteriori (MAP) weight vector \( \tilde{w}^{MAP} \) which maximizes

\[
p_a(w|X, T, \alpha) = \frac{p_{X,T}(X, T|w)p_a(w|\alpha)}{\int p_{X,T}(X, T|w)p_a(w|\alpha)dw},
\]

where \( p_{X,T}(X, T|w) \) is given in Eqn. 9, and the “prior” \( p_a(w|\alpha) \) is the regularization term that employs the parameters \( \alpha \) to incorporate our prior belief of what constitute reasonable values of \( w \). It should be noted that \( p_{X,T}(X, T|w) \) in Eqn. 13 is now a true conditional probability in the Bayesian sense [27], whereas \( \bar{w} \) was a nonrandom parameter of the underlying model in Eqn. 9. The term \( p_{X,T}(X, T|\bar{w}) \) also does not depend on \( \alpha \), because we specifically model this function as depending only on the weight vector \( w \). The prior is often modeled as

\[
p_a(w|\alpha) = C \exp \left( -\frac{1}{2} \sum_{i=1}^{W} \alpha_i w_i^2 \right)
\]

where \( \alpha_i \) is the regularization constant for the \( i \)th weight \( w_i \), \( C \) is a constant ensuring that \( p_a(w|\alpha) \) is a properly normalized density function, and \( W \) is the number of elements in the weight vector \( w \) [12,16,17]. Equation 14 attempts to limit the magnitude of the weight
vector $\bar{w}$, because it has been shown that large weight values correspond to complicated mapping functions \[16,28\].

The denominator in Eqn. 13, referred to hereafter as the evidence, is often written as

$$p_{X,T}(X,T|\bar{\alpha}) \equiv \int p_{X,T}(X,T|\bar{w})p_{\bar{w}}(\bar{w}|\bar{\alpha})d\bar{w}. \quad (15)$$

We are faced with the same problem that motivated Eqn. 13, that is, choosing appropriate values of $\alpha$. We again adopt a Bayesian view of the relevant parameters and use Bayes’ rule to arrive at

$$p_{\bar{\alpha}}(\bar{\alpha}|X,T) = \frac{p_{X,T}(X,T|\bar{\alpha})p_{\bar{w}}(\bar{\alpha})}{p_{X,T}(X,T)}. \quad (16)$$

If we assume that $p_{\bar{w}}(\bar{\alpha})$ is a flat prior, then maximizing $p_{\bar{\alpha}}(\bar{\alpha}|X,T)$ with respect to $\bar{\alpha}$ is equivalent to maximizing $p_{X,T}(X,T|\bar{\alpha})$, or the evidence, with respect to $\bar{\alpha}$. In principle, one could use the data to first determine the parameters $\bar{\alpha}$ using Eqn. 15, and then determine the parameters of the neural network $\bar{w}$ using Eqn. 13. In practice, however, it is prohibitively time-consuming to evaluate the integral in Eqn. 15, so approximations of the integral are often employed \[16\]. For a more detailed discussion of Bayesian ANNs and the methods used to determine the regularization constants $\bar{\alpha}$, see references \[16\] and \[17\].

As previously stated, Bayesian methods are useful primarily when one has finite training data. It is still important, however, for the Bayesian method to arrive at the Bayes optimal discriminant function in the limit of infinite training data in order for the estimator to be consistent. We wish to show that maximizing the right side of Eqn. 13 given infinite data again leads to the Bayes optimal discriminant function. Note that the denominator of Eqn. 13 does not depend on $\bar{w}$, whereas the numerator is the same as Eqn. 9 but with an extra factor $p_{\bar{w}}(\bar{w})$. Taking the logarithm of Eqn. 13, we arrive at

$$\ln(p_{\bar{w}}(\bar{w}|X,T,\bar{\alpha})) = \sum_{i=1}^{N} \ln(p_{t_i}(t_i|x_i,\bar{w})p_{\bar{w}}(\bar{w}|\bar{\alpha})^{1/N}) +$$

$$\sum_{i=1}^{N} \ln(p_{\bar{w}}(\bar{w}_i)) - \ln \left( \int p_{X,T}(X,T|\bar{w})p_{\bar{w}}(\bar{w}|\bar{\alpha})d\bar{w} \right). \quad (17)$$

Note that the maximization of Eqn. 17 with respect to $\bar{w}$ affects only the first term on the right side and that, with respect to $\bar{x}_i$ and $t_i$, this first term is similar in form to the right side of Eqn. 11. The remaining arguments from the previous section are unchanged, and
it can readily be shown that the same results are obtained, namely that \( p_{\tilde{w}}(\tilde{w}|X, T, \tilde{\alpha}) \) is maximized in the limit of infinite data by the \( \tilde{w}_{MAP} \) such that \( p_t(\pi_a|x, \tilde{w}_{MAP}) = p_t(\pi_a|x) \).

As in the maximum likelihood situation, this result is of little practical importance because one never has infinite data. We also know that the maximum likelihood method performs poorly with "small" training datasets because the maximum likelihood method attempts to approximate the sample Bayes optimal discriminant function instead of the population Bayes optimal discriminant function. It is not known, however, how well the Bayesian method performs with limited training data. In this work we determine empirically the ability of Bayesian ANNs to approximate the Bayes optimal discriminant function when trained using finite datasets.

III. ONE-DIMENSIONAL STUDY

Before proceeding to the methods and results of the experiments, we will present a one-dimensional example of the behavior of a Bayesian ANN. This will allow us to visually present and explain the Bayesian ANN at a greater level of detail than possible in the higher dimensional experiments. Our goal in this section is to provide a framework for the interpretation of the methodology and results which will be presented in the next two sections.

Given the 1D density functions defined by

\[
p_x(x|\pi_n) = \left(\frac{1}{2\pi}\right)^{1/2} \exp\left(-\frac{x^2}{2}\right)
\]

and

\[
p_x(x|\pi_a) = \left(\frac{b^2}{2\pi}\right)^{1/2} \exp\left(-\frac{(bx-a)^2}{2}\right)
\]

with \( a \) and \( b > 0 \), we can compute the theoretical optimal mapping function \( p_t(\pi_a|x) \) using Eqn. 5, which results in

\[
y = p_t(\pi_a|x) = \frac{kb \exp\left(-\frac{1}{2}((bx-a)^2 - x^2)\right)}{1 + kb \exp\left(-\frac{1}{2}((bx-a)^2 - x^2)\right)}.
\]

Using the theory of random variables [29], we can determine the conditional density functions of the new random variable \( y = p_t(\pi_a|x) \) using

\[
p_y(y|t) = \frac{p_x(x(t)|t)}{|p_t(\pi_a|x(t))|} + \cdots + \frac{p_x(x(t)|t)}{|p_t(\pi_a|x(t))|} + \cdots,
\]
where $t$ is either $\pi_a$ or $\pi_n$, $x(t)$ denotes the $l$th root of Eqn. 20 for a specific $y$, and $p'(\pi_a|x(0))$ is the derivative of $p(\pi_a|x)$ with respect to $x$ evaluated at $x(0)$ [29]. For the special case $b = 1$ and $a > 0$, Eqn. 20 has only one root given by

$$x(1) = \frac{1}{a} \log \left( \frac{y}{k(1 - y)} \right) + \frac{a}{2}. \quad (22)$$

Combining Eqns. 20, 21, and 22, we obtain the $b = 1$ conditional density functions of $y$,

$$p_b(y|\pi_n) = \frac{1}{ay(1 - y)\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{1}{a} \log \left( \frac{y}{k(1 - y)} \right) + \frac{a}{2} \right)^2 \right) \quad (23)$$

and

$$p_b(y|\pi_a) = \frac{1}{ay(1 - y)\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{1}{a} \log \left( \frac{y}{k(1 - y)} \right) - \frac{a}{2} \right)^2 \right), \quad (24)$$

for $0 < y < 1$.

The $b \neq 1$ case is more complicated because Eqn. 20 now has two roots

$$x(1) = \frac{ba}{b^2 - 1} - \sqrt{\frac{a^2}{(b^2 - 1)^2} - \frac{2}{b^2 - 1} \log \left( \frac{y}{kb(1 - y)} \right)} \quad (25)$$

and

$$x(2) = \frac{ba}{b^2 - 1} + \sqrt{\frac{a^2}{(b^2 - 1)^2} - \frac{2}{b^2 - 1} \log \left( \frac{y}{kb(1 - y)} \right)}. \quad (26)$$

Using Eqns. 25, 26 and 20 with 21 we obtain the $b \neq 1$ conditional density functions of $y$

$$p_b(y|\pi_n) = \frac{p_x(x(1)|\pi_n) + p_x(x(2)|\pi_n)}{y(1 - y)\sqrt{a^2 - 2(b^2 - 1)\log(kb(1 - y))}} \quad (27)$$

and

$$p_b(y|\pi_a) = \frac{p_x(x(1)|\pi_a) + p_x(x(2)|\pi_a)}{y(1 - y)\sqrt{a^2 - 2(b^2 - 1)\log(kb(1 - y))}}. \quad (28)$$

The values of $y$ are bound between 0 and 1 due to the form of Eqn. 3. Because the square root terms in Eqns. 25 and 26 must be non-negative, the value of $b$ further restricts the range of possible $y$ (or $p(\pi_a|x)$) values when $b \neq 1$, i.e.,

$$b > 1 \implies 0 < y < \left( 1 - \frac{1}{kb \exp \left( \frac{a^2}{2(b^2 - 1)} \right) + 1} \right), \quad (29)$$

$^1$The symbol $\implies$ is known as the "leads to" symbol.
Given a sample of 1D data taken from the densities shown in Eqns. 37 and 38, the Bayesian ANN should model the mapping function given in Eqn. 20. To show this, we sampled 500 normal observations and 500 abnormal observations \((N = 1000)\) from the density functions shown in Fig. 1 \((a = 1\) and \(b = 0.5)\). We trained a Bayesian ANN with 10 hidden units on this data to produce \(p_t(\pi_a|x, \hat{w}^{MAP})\), which is shown in Fig. 2 along with the theoretical true mapping function \(p_t(\pi_a|x)\) (Eqn. 20). (The training method will be described in the next section.) Because the Bayesian ANN mapping function approximates the true mapping function \(p_t(\pi_a|x)\), we conclude that the output \(y_i = p_t(\pi_a|x_i, \hat{w}^{MAP}); i = 1, \ldots, N\) of the Bayesian ANN using the training data \(x_i\) as input should behave as if sampled from the density functions given in Eqns. 25-28. Figure 3 shows both the theoretical density functions \(p_y(y|\pi_n)\) and \(p_y(y|\pi_a)\) for the \(a = 1, b = 0.5\) case, together with the histograms of the abnormal and normal training data output from the Bayesian ANN. The histograms of the Bayesian ANN decision variable closely match the densities of the ideal observer decision variable. Finally, one can generate the theoretical ROC curve using Eqns. 1 and 2 and the theoretical densities of the ideal decision variable \(p_y(y|\pi_n)\) and \(p_y(y|\pi_a)\). This can then be compared (see Fig. 4) with the ROC curve generated using the Bayesian ANN output of an independently sampled testing dataset using the “proper” curve fitting method \([6,30]\). Again, the true optimal ROC curve and the ROC curve produced using the output of the Bayesian ANN are similar.

IV. METHODS

A. Bayesian ANN Implementation

In this work, we have employed a neural network with an input layer, a single hidden layer, and a single output node. Our implementation of the Bayesian ANN is based on the work of MacKay [16]. An approximation is made in MacKay’s methods that should be noted. In order to determine the regularization parameters \(\alpha\), one must evaluate the
integral in Eqn. 15. In MacKay’s method, the integrand $p_{X,T}(X,T|\tilde{w})p_{\tilde{w}}(\tilde{w}|\bar{\alpha})$ is locally approximated using a Taylor expansion around the most probable weight values $\tilde{w}^{MP}$ as being Gaussian. The integral in Eqn. 15 can then be evaluated explicitly. This changes the method of optimization, however, because the evidence now depends on this $\tilde{w}^{MP}$, which in turn depends upon the choice of $\bar{\alpha}$. Hence, a dual optimization is performed in which one fixes the parameters $\bar{\alpha}$ to find $\tilde{w}^{MP}$, then uses $\tilde{w}^{MP}$ to find a new set of parameters $\bar{\alpha}$, and then repeats this process a fixed number of times. At this point, the parameters $\bar{\alpha}$ are assumed to be properly determined and the $\tilde{w}^{MP}$ can be labeled the maximum a posteriori value of the weights $\tilde{w}^{MAP}$. It has been determined empirically that eight such iterations work well for most applications. In other methods, such as those discussed by Neal [17], the integral in Eqn. 15 is evaluated using Monte Carlo methods. This paper will not evaluate the validity of the assumption made in using MacKay’s methods, instead focusing on the accuracy of Bayesian ANNs under these assumptions.

The optimizations were performed using variable metric (or quasi-Newton) techniques [31] with a tolerance of $1.0 \times 10^{-7}$ and a maximum of 1000 iterations. Numerical methods were employed to determine the covariance matrix of the Gaussian approximation used to evaluate the evidence [12]. In practice, the constants $\bar{\alpha}$ are constrained so that only three distinct values are used: one for the hidden layer weights, one for hidden layer biases, and one for output layer weights and biases. Reference [16] provides details concerning Bayesian ANNs and the implementation we used.

B. ROC Analysis with Bayesian ANNs

Given a Bayesian ANN mapping function

$$y = p_{t}(\pi_{a}|\bar{\alpha}, \tilde{w}^{MAP})$$

(32)

and the density functions $p_{y}(y|\pi_{n})$ and $p_{y}(y|\pi_{a})$, one could produce the ROC curve for this classifier using Eqs. 1 and 2. It is interesting to note that a Bayesian ANN approximates an optimal mapping function without explicitly modeling any of the density functions $p_{x}(\bar{\alpha}|\pi_{n})$, $p_{x}(\bar{\alpha}|\pi_{a})$, $p_{y}(y|\pi_{n})$ or $p_{y}(y|\pi_{a})$. We can therefore use a Bayesian ANN to model the optimal mapping function from feature space $\bar{x}$ to decision space $y$, but we cannot employ a Bayesian ANN to produce a continuous estimate of the optimal ROC curve.
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Metz and Pan [6,30] developed a parametric ROC curve fitting model that assumes an underlying binormal model and uses likelihood ratio. The ROC curves produced here were generated using the maximum likelihood estimates of the distribution parameters under this "proper" binormal model given testing dataset outputs of the Bayesian ANN.

C. Methods of Evaluation

ROC analysis cannot directly assess the performance of Bayesian ANNs in the task of approximating $p_t(\pi_a | x)$, because monotonic transformations of $p_t(\pi_a | x)$ will produce identical ROC curves. Figure 5 shows two different mapping functions $p_t(\pi_a | x)$ and $p_t(\pi_a | x, \hat{w}^{MAP})$ and their corresponding ROC curves. Because these two mapping functions are monotonic transformations of one another, the ROC curves produced by these mapping functions are identical. In this work, however, we take the stance that the task of a Bayesian ANN is not only to generate the ideal observer ROC curve, but also to approximate accurately the particular ideal observer decision variable $p_t(\pi_a | x)$. Although the ideal observer ROC will be obtained if a Bayesian ANN produces $p_t(\pi_a | x)$ exactly, the primary task in training Bayesian ANNs is not to optimize with respect to the ROC curve but with respect to the underlying decision variable. We therefore believe that an analysis of the Bayesian ANN's ability to approximate the specific decision variable $p_t(\pi_a | x)$ is of fundamental importance. Other methods of training that directly acknowledge the multiobjective nature of classifier training can be employed to directly optimize with respect to the ROC curve and not with respect to an underlying decision variable [20,32].

As we have discussed, a Bayesian ANN produces an approximation $p_t(\pi_a | x, \hat{w}^{MAP})$ of $p_t(\pi_a | x)$. If the densities $p_\pi(x | \pi_a)$ and $p_\pi(x | \pi_n)$ are known, we can compute the theoretical $p_t(\pi_a | x)$ using Eqn. 5. The mean-squared-error (MSE) between the true optimal mapping function $p_t(\pi_a | x)$ and the Bayesian ANN model of this function using one particular sample of training data $S = \{X, T\}$ is defined as

$$
\epsilon(S) = E_x\{ (p_t(\pi_a | x, \hat{w}^{MAP}) - p_t(\pi_a | x))^2 \} = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p_\pi(\vec{x}) \left[ p_t(\pi_a | \vec{x}, \hat{w}^{MAP}) - p_t(\pi_a | \vec{x}) \right]^2 d^D \vec{x}. \tag{33}
$$

Here $\hat{w}^{MAP}$ is not random because it is the specific set of weights determined from the
data $S$. This expectation value becomes difficult to compute as the dimensionality of the input data increases, so we estimate $\hat{\epsilon}(S)$ from a testing dataset $S' = \{X', T'\}$ with $N'$ observations:

$$\hat{\epsilon}(S, S') = \frac{1}{N'} \sum_{i=1}^{N'} \left[ p_i(\pi_o | \bar{x}_i; \hat{\omega}^{MAP}) - p_i(\pi_o | \bar{x}_i) \right]$$  \hspace{1cm} (34)

where $\bar{x}_i$ is the $i$th observation in the testing dataset $S'$. Equations 33 and 34 measure the difference between the true optimal mapping function $p_i(\pi_o | \bar{x})$ and one particular Bayesian ANN model of this function weighted by the density of the data $p_x(\bar{x})$. We wish to measure not only the difference between a single Bayesian ANN model and the true optimal mapping function, but also the robustness of the methodology. Therefore we average multiple observations of $\hat{\epsilon}(S, S')$ where $S$ is now random, i.e.,

$$\hat{\mu} = \frac{1}{M} \sum_{i=1}^{M} \hat{\epsilon}(S_i, S'_i).$$  \hspace{1cm} (35)

Here $S_i$ and $S'_i$ are distinct and independently sampled pairs of training and testing datasets. It is important to note that Eqn. 35 measures the average MSE over $M$ different Bayesian ANN models with $M$ different estimates of $\hat{\omega}^{MAP}$. Similarly, an estimate of the variance of $\hat{\mu}$, the standard error squared, is given by

$$\hat{s}^2 = \frac{1}{M(M-1)} \sum_{i=1}^{M} (\hat{\epsilon}(S_i, S'_i) - \hat{\mu})^2.$$  \hspace{1cm} (36)

For all the studies we performed, the number ($M$) of different datasets used to estimate the sample mean and standard error was fixed at 100.

D. Simulations

In all simulation studies reported in this paper, we sampled data using an isotropic Gaussian

$$p_x(\bar{x} | \pi_o) = \left( \frac{1}{2\pi} \right)^{D/2} \exp \left( -\frac{1}{2} \sum_{i=1}^{D} \frac{x_i^2}{\beta^2} \right)$$  \hspace{1cm} (37)

with zero mean and unit marginal standard deviations for the normal class and an isotropic Gaussian

$$p_x(\bar{x} | \pi_a) = \left( \frac{1}{2\pi} \right)^{D/2} \exp \left( -\frac{1}{2} \sum_{i=1}^{D} \frac{(bx_i - a)^2}{\beta^2} \right)$$  \hspace{1cm} (38)

with marginal means $a/b$ and marginal standard deviations of $1/b$ for each feature for the abnormal class. Here $D$ is the dimension of $\bar{x}$ or, equivalently, the number of features used.
As proposed and derived in reference [18], the signal-to-noise ratio (SNR) for this data is defined such that the "signal" is the difference between the means of the distributions and the "noise" is the root-mean-square standard deviation of the two distributions. This results in

$$\text{SNR}^{(D)} = \sqrt{\frac{2D}{b^2 + 1}} a = \sqrt{D} \text{SNR}^{(1)}$$

where SNR$^{(1)}$ is the signal-to-noise ratio of one-dimensional data with parameters $a$ and $b$.

We studied the accuracy of Bayesian ANN models as a function of the number of training samples $N$, the number of hidden units employed $H$, the SNR of the data, and the dimension of the data $D$. The relationship between the number of hidden units $H$ and the total number of weights $W$ for a single-output classification neural network is given by $W = (D + 2)H + 1$.

V. Results

Figure 6 shows the performance of the Bayesian ANN with varying numbers of hidden units $H$ and input dimensions $D$ for a fixed signal-to-noise ratio $SNR = 1.26$ and sample size $N = 200$. For the lower dimensional curves ($D = 1$, $D = 2$, and $D = 3$), the average MSE between the optimal decision variable and the Bayesian ANN approximation of that decision variable decreases as the number of hidden units increases and then becomes relatively constant after a certain threshold. For $D = 2$, the difference becomes relatively constant after 3 hidden units, whereas the $D = 3$ curve flattens out after 4 hidden units. More parameters are required to better approximate the optimal mapping function as the number of dimensions increases. The $D = 4$ and $D = 5$ curves show a definite minimum in their MSE. The "curse of dimensionality" is a common problem caused by the relative density of data decreasing substantially as the dimensionality of the data increases. This effect is seen in the $D = 4$ and $D = 5$ curves. The Bayesian ANN does not have enough data to properly approximate the optimal mapping function, so a tradeoff exists between simpler solutions with few parameters that cannot match the ideal mapping function (due to under-parameterization), and more complicated solutions with many hidden units that cannot be properly determined due to the lack of data. This effect causes the minimum
in the $D = 4$ and $D = 5$ curves.

Figure 7 shows a similar plot with varying numbers of hidden units $H$ and input dimension $D$ with a fixed $SNR = 1.26$ but with more training samples, $N = 1000$. The Bayesian ANN no longer has any difficulty with the $D = 4$ and $D = 5$ cases; they both flatten out after a certain number of hidden units. In this plot, we can also more clearly see the effect of the dimensionality of the data on the number of hidden units required. The higher the input dimension, the more weights are required to best approximate the optimal decision variable.

The complexity of the optimal mapping function is, for our simulation studies, a function of the $SNR$ of the data. In general, $SNR$ by itself is not sufficient to characterize the relationship between data density and the complexity of the optimal mapping function. This relationship for one-dimensional data was explored by Metz and Pan [6] but is beyond the scope of this work. For our purposes it is sufficient to note that, for a fixed $b \neq 1$, the optimal mapping function (Eqn. 20) becomes more complicated where $p_x(\bar{x})$ is nonnegligible as $SNR$ decreases, and becomes more sigmoidal where $p_x(\bar{x})$ is nonnegligible as $SNR$ increases (see Fig. 8). We therefore conclude that the number of weights needed to best model the optimal mapping function should change with $SNR$ for a fixed $b$. This is shown in Fig. 9 where the $SNR$ is fixed at the larger value of 3.80. Fewer weights (free parameters) are needed to model the optimal mapping function. In fact, increasing the number of hidden units $H$ results in a gradual increase in the average MSE for the $D = 5$ curve. This increase is, however, inconsequential when compared to the average MSE values caused by having too few hidden units in Fig. 7.

In order to further understand the effect of $SNR$ on the accuracy of Bayesian ANNs, we performed simulation studies in which the $SNR$ was varied between 0 and 5. Figure 10 shows the average MSE of Bayesian ANNs as a function of $SNR$ for a fixed $H = 4$ and $N = 200$. The average MSE remains relatively constant and then decreases as $SNR$ increases for the $D = 1$, $D = 2$ and $D = 3$ curves. The remainder of the curves in Fig. 10 show a decrease in the average MSE as the $SNR$ increases. Figure 11 shows the effect of $SNR$ on the accuracy of Bayesian ANNs with $H = 10$ and $N = 1000$. All of the curves in Fig. 11 remain relatively constant until the average MSE begins to decrease as the $SNR$
increases. These two figures show that the Bayesian ANN can easily model an optimal mapping function that is sigmoidal for values of \( x \) where \( p_x(\bar{x}) \) is nonnegligible (high SNR and \( b = 0.5 \)), but has more difficulty modeling a mapping function that is more complicated where \( p_x(\bar{x}) \) is nonnegligible (low SNR and \( b = 0.5 \)). Another method of describing this result is to note that for a high SNR and \( b = 0.5 \), the quadratic separation function through the data can be approximated by a line where the data are dense, whereas for low SNR and \( b = 0.5 \), the separation function has much more local curvature where the data are dense.

We have shown the effect of the number of hidden units \( H \), the SNR of the data, and the dimension of the data \( D \) on the accuracy of Bayesian ANNs. We have also indirectly shown the effect of sample size on the accuracy ability of Bayesian ANNs because Figs. 6 and 7 have different sample sizes \( N \). Figure 12 more clearly shows the effect of sample size on the average MSE between the true optimal mapping function and the Bayesian ANN model of that function with various numbers of hidden units. As the number of training samples increases, the average MSE decreases. When there are too few hidden units, the average MSE asymptotically approaches a high value but flattens out after just 100 samples. When enough enough hidden units are used to properly estimate the optimal mapping function (see Fig. 7), the average MSE asymptotically approaches a much lower value, but requires more samples to do so. The effect of adding additional hidden units beyond the minimum required to properly model the optimal mapping function has negligible effect.

VI. DISCUSSION

While the average MSE between the optimal mapping function and the Bayesian approximations of that function is fundamentally important, it does not address all the issues relevant to training. If the average MSE is high, one does not know whether the Bayesian ANN mapping function is too complicated, too simple, or, possibly, a monotonic transformation of the ideal observer mapping function. Typically, when too few hidden units are employed in the Bayesian ANN, the resulting mapping function is overly simple, resulting in a large average MSE. When too many hidden units are used without enough training data (as for the \( D = 5 \) curve in Fig. 6), we have found that the Bayesian ANN
mapping function can become too complicated, i.e., the Bayesian ANN overtrains. Figure 13 shows the training and testing dataset ROC curves for two different Bayesian ANNs. Figure 13(a) was generated with $D = 5$, $N = 160$, $H = 10$, and $SNR = 1.26$. The training dataset ROC curve is clearly well above the ideal observer ROC curve, while the ROC curve generated using an independent testing dataset is well below the ideal observer ROC curve. The Bayesian ANN overtrained in this example. When more samples were used ($N = 1000$), the training and testing dataset ROC curves were similar to the ideal observer ROC curve (Fig. 13(b)).

As we have previously argued, it is important that a Bayesian ANN not only approximate an ideal observer decision variable, but that it approximate the particular ideal observer decision variable $p_t(\pi_a|\bar{a})$. Because the Bayesian ANN models a probability function, it has the added benefit of allowing a specific interpretation of the ANN output. From decision theory [11], we know that one should call an observation $\bar{x}$ abnormal if

$$ [U(\pi_a|\pi_a) - U(\pi_n|\pi_a)]p_t(\pi_a|\bar{a}) > [U(\pi_n|\pi_n) - U(\pi_a|\pi_n)](1 - p_t(\pi_a|\bar{a})) $$

where $U(i|j)$ is the utility of classifying an observation as $i$ when it is actually from class $j$. Therefore, if one can quantify the utilities associated with classifying observations, then the Bayesian ANN output should be employed to optimally determine a threshold at which to call an observation abnormal. If the output of an ANN does not have this interpretation then one could use the slope of the estimated ROC curve (which is the likelihood ratio over the decision variable) to get an estimate of $p_t(\pi_a|y)$ which could, in turn, be used instead of $p_t(\pi_a|\bar{a})$ in Eqn. 40. This requires an extra estimation step, namely the estimation of the ROC curve, and is, therefore, less direct.

The Bayesian ANN output can also be used to provide probabilities of malignancy to radiologists in observer studies or computerized-diagnosis schemes. However, this is difficult with diagnostic classifiers because the prior probabilities are typically very different. The traditional method of sampling is to blindly employ observations, along with their corresponding classes, in training a Bayesian ANN. If the prior probabilities of the two classes are very different, then one class will not be as well represented as the other class. For example, if one randomly chooses 1000 mammograms to be used in ANN training, then there will be, on average, only about 5 cases with malignant lesions. Typically, for
diagnostic classifiers, one samples each class separately so as to get equal numbers of observations in each class. This would cause a Bayesian ANN trained on such data to improperly approximate $p_t(\pi_a | \vec{x})$, because the training data are not properly sampled from the screening population. The Bayesian ANN would, in fact, approximate the function

$$\frac{k' LR(\vec{x})}{1 + k' LR(\vec{x})},$$

(41)

where $k'$ is the ratio of malignant to non-malignant training data. We can, however, transform the Bayesian ANN output to have a more appropriate $k$ value. For example, if one samples 500 malignant observations from a population and then samples 500 non-malignant observations from another population, the $k'$ value in Eqn. 41 is 1. If the ratio of the prior probabilities is known to be $k = 0.01$, then one can transform the Bayesian ANN output to approximate $p_t(\pi_a | \vec{x})$ by solving Eqn. 41 for $LR(\vec{x})$ and substituting this function into Eqn. 5 using the appropriate value of $k$.

We have chosen to analyze Bayesian ANNs that employ a Gaussian prior on the weight values with parameters $\sigma$ because such priors have been used extensively in the neural network community. However, other, possibly more appropriate, priors have been developed and studied. For example, Williams [33] has studied the use of a Laplace prior for ANNs, whereas entropy-based and other types of priors are discussed by Buntine and Weigend [34].

VII. CONCLUSIONS

We have shown that the goal of training a Bayesian ANN is to approximate a particular ideal observer decision variable. The ROC curves produced using two different decision variables will be the same if the two decision variables are monotonically related. A poor estimate of $p_t(\pi_a | \vec{x})$ can yield an ROC curve equal to that obtained from a good estimate of $p_t(\pi_a | \vec{x})$ if the two solutions are monotonically related. Thus, a measure of a Bayesian ANN's accuracy in approximating the particular ideal observer decision variable $p_t(\pi_a | \vec{x})$ is vital. Because the output of a Bayesian ANN is an estimate of a probability, it has other benefits such as aiding in the determination of decision thresholds and presenting likelihoods of malignancy to radiologists.

As was expected, we have shown that Bayesian ANNs better approximate the optimal
decision variable $p_t(\pi_a|x)$ when the training dataset has more observations and/or fewer dimensions. We have also shown that, given enough training data, the performance of a Bayesian ANN is not impaired by excess hidden units, as seen in Fig. 7. Above a certain number of hidden units, the average MSE remains relatively constant despite many more parameters being added to the model. With less training data, however (see the $D = 5$ curve in Fig. 6), there is a tradeoff between simplifying the mapping function with fewer hidden units and adding more parameters to allow the mapping function more freedom.

Figure 7 also shows that a minimum number of hidden units is required to "best" approximate the optimal mapping function, because having too few hidden units does not allow the mapping function enough freedom to adequately approximate the optimal mapping function. This is due to the tradeoff between the ANN not having sufficient parameters to effectively approximate the Bayes optimal discriminant function and the ANN having too many parameters with too little training data to effectively estimate a "good" $\hat{w}$. Fewer than 6 hidden units for the $D = 5$ curve will result in a poorer approximation of $p_t(\pi_a|x)$. However, this minimum number of hidden units is dependent on the density functions of the underlying data. When we increased the $SNR$ of the data and, hence, simplified the optimal mapping function, the minimum number of necessary hidden units decreased to 1 (Fig. 9). Given an abundance of training data, it is thus safer to err on the side of more hidden units than fewer, because excess weights are clearly less detrimental than too few. This is not true when one has limited training data.

There is clearly a complicated relationship between the performance of a Bayesian ANN and the number of weights $H$, the sample size $N$, the number of input features $D$, and the signal-to-noise ratio of the data $SNR$. Care must be taken with each new neural network model to ensure that the optimal decision variable $p_t(\pi_a|x)$ is being appropriately approximated. In practice, one does not know the true optimal mapping function, so independent test datasets or cross-validation techniques must be used to ensure the robustness of Bayesian ANN classifiers.
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Fig. 1. Example density functions with $a = 1$ and $b = 0.5$. A Bayesian ANN was trained using 500 samples from $p_x(x|\pi_a)$ and 500 samples from $p_x(x|\pi_n)$ to illustrate the estimation task of the Bayesian ANN.
Fig. 2. Using the data sampled from the density functions shown in Fig. 1, the Bayesian ANN produced the mapping function $p_t(\pi_0|x, \hat{w}^{MAP})$ (dashed curve) shown with the theoretical mapping function (solid curve) produced using the actual density functions and not the data sampled from the density functions. It should be noted that the largest discrepancies are in the $x < -2$ region of the plot which is an area where there is little data (see densities in Fig. 1). The error calculations employed in this work are weighted by the density of the data $p_x(x)$, so discrepancies in sparse regions of the mapping function are not as important as discrepancies in dense regions.
Fig. 3. Given the theoretical mapping function (Eqn. 20) and the original density functions (Eqns. 37 and 38) one can produce the density functions of the decision variable $y$ which is shown (curves) for (a) the abnormal class and (b) the normal class. Plotted with each density function is a histogram of the (a) abnormal training data and (b) the normal training data after it has been mapped using the transfer function $p_t(\pi_0 | x, \tilde{\omega}^{MAP})$ in Fig. 2. The histograms were scaled to have an area of 1. A $k$ of 1 was used to produce these plots.
Fig. 4. The ideal observer ROC curve was produced using Eqns. 1 and 2 and the theoretical density functions over the decision variable. The Bayesian ANN ROC curve was produced using the "proper" binormal ROC curve fitting method on the independent testing dataset output $y_i$ of the Bayesian ANN with 1000 samples in each class, i.e., $N = 2000$. 

November 18, 1999
Fig. 5. Two different mapping functions (a) will produce the same ROC curves (b) if the two mapping functions are monotonic transformations of one another. The Bayesian ANN that generated $p_t(\pi_0|x, w^{MAP})$ is said to be a poorly trained ANN because it does not approximate $p_t(\pi_0|x)$ well despite the fact that it yields the same ROC curve.
Fig. 6. The effect of the number of hidden units $H$ on the accuracy of Bayesian ANNs with a fixed $\text{SNR} = 1.26$ and sample size $N = 200$. Because there is a limited training dataset, the Bayesian ANN cannot properly approximate the optimal mapping function at higher dimensions ($D = 4$ and $D = 5$). The error bars represent ±2 standard errors of each mean ($\delta$). The density functions used in this simulation study had parameters $a = 1/\sqrt{D}$ and $b = 0.5$. 
Fig. 7. The effect of the number of hidden units $H$ on the accuracy of Bayesian ANNs with a fixed $SNR = 1.26$ and sample size $N = 1000$. With enough training data, the Bayesian ANN can properly approximate the optimal mapping function at the higher dimensions ($D = 4$ and $D = 5$). The effect of increasing the number of hidden units after a certain point is no longer beneficial but also not very detrimental. The error bars represent ±2 standard errors of each mean ($\bar{s}$). The density functions used in this simulation study had parameters $a = 1/\sqrt{D}$ and $b = 0.5$. 
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Fig. 8. For (a) low SNR and $b = 0.5$, the (b) optimal mapping function is complicated for values of $x$ such that $p_x(x)$ is nonnegligible. When (c) the SNR is higher for the same $b = 0.5$, the (d) optimal mapping function is sigmoidal where $p_x(x)$ is nonnegligible. Equation 20 always has two roots when $b \neq 1$ so, in actuality, the mapping function shown in (d) does have two values of $x$ for a given $y$ (except for the minimum) but the second $x$ (for most $y$) occurs in an uninteresting region, i.e., an observation that is unlikely to occur. Analogous conclusions can be made for $D$ larger than 1.
Fig. 9. The effect of the number of hidden units $H$ on the accuracy of Bayesian ANNs with a fixed $SNR = 3.80$ and sample size $N = 1000$. The $SNR$ is high, so the optimal mapping function is sigmoidal in shape where $p_F(\tilde{x})$ is nonnegligible; few hidden nodes are needed to model this optimal mapping function. Note that despite the increase in the average MSE as the hidden units increases, the magnitude of this difference is still small when compared to Fig. 7. The error bars represent ±2 standard errors of each mean ($\bar{s}$). The density functions used in this simulation study had parameters $a = 4/\sqrt{D}$ and $b = 0.5$. 
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Fig. 10. The effect of the signal-to-noise ratio $SNR$ on the accuracy of Bayesian ANNs with fixed $H = 4$ and $N = 200$. Increasing $SNR$ causes a decrease in the average MSE between the optimal mapping function and the Bayesian ANN model of that function. The error bars represent ±2 standard errors of each mean ($\bar{s}$). The density functions used in this simulation study had a fixed $b = 0.5$. November 18, 1999
Fig. 11. The effect of the signal-to-noise ratio $SNR$ on the accuracy of Bayesian ANNs with fixed $H = 10$ and $N = 1000$. The average MSE remains relatively constant as $SNR$ increases but falls after a certain point. The error bars represent $±2$ standard errors of each mean $(\bar{\delta})$. The density functions used in this simulation study had a fixed $b = 0.5$. 
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Fig. 12. The effect of sample size $N$ on the accuracy of Bayesian ANNs with $D = 3$, $SNR = 1.26$ and varying $H$. Increasing the training dataset size results in a better approximation of $p_t(\pi_0|\tilde{x})$. With fewer hidden units ($H = 2$), the average MSE flattens out quickly as $N$ increases. When more hidden units are used, the curves ($H = 4$ and $H = 6$) asymptotically approach a much smaller average MSE. The error bars represent ±2 standard errors of each mean ($\bar{s}$). The density functions used in this simulation study had a fixed $a = 1/\sqrt{D}$ and $b = 0.5$. 
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Fig. 13. The training and testing dataset ROC curves generated using $D = 5$, $H = 10$, $SNR = 1.26$ and (a) $N = 160$ or (b) $N = 1000$. When little training data is used with many hidden units, the Bayesian ANN tends to overtrain, resulting in a large training dataset ROC curve and a much lower testing dataset ROC curve. When more samples are used, the training and testing dataset ROC curves are similar to the ideal observer ROC curve. The density functions used in this simulation study had a fixed $a = 1/\sqrt{D}$ and $b = 0.5$. The average MSE between the optimal mapping function and the Bayesian ANN estimates of that function were 0.103 for (a) and 0.005 for (b).
Multiobjective Genetic Optimization of Diagnostic Classifiers with Implications for Generating Receiver Operating Characteristic Curves
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Abstract—It is well understood that binary classifiers have two implicit objective functions (sensitivity and specificity) describing their performance. Traditional methods of classifier training attempt to combine these two objective functions (or two analogous class performance measures) into one, so that conventional scalar optimization techniques can be utilized. This involves incorporating a priori information into the aggregation method so that the resulting performance of the classifier is satisfactory for the task at hand. We have investigated the use of a niched Pareto multiobjective genetic algorithm for classifier optimization. With niched Pareto genetic algorithms, an objective vector is optimized instead of a scalar function, eliminating the need to aggregate classification objective functions. The niched Pareto genetic algorithm returns a set of optimal solutions that are equivalent in the absence of any information regarding the preferences of the objectives. The a priori knowledge that was used for aggregating the objective functions in conventional classifier training can instead be applied post-optimization to select from one of the series of solutions returned from the multiobjective genetic optimization. We have applied this technique to train a linear classifier and an artificial neural network using simulated datasets. The performances of the solutions returned from the multiobjective genetic optimization represent a series of optimal (sensitivity, specificity) pairs, which can be thought of as operating points on an ROC curve. All possible ROC curves for a given dataset and classifier are less than or equal to the ROC curve generated by the niched Pareto genetic optimization.
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I. INTRODUCTION

The task in medical diagnostic decision making is typically one of employing multiple features to classify an observation as normal or abnormal. A radiologist may, for example, note the size, shape and margin sharpness of a potential breast lesion in a mammogram and somehow use this information to determine whether a cancer is present. In computer-aided diagnosis (CAD) [1-3], computers take features extracted from medical images and determine whether pathology is present by using automated classifiers [4,5]. It is well known that the optimal method for classifying would be to use the likelihood ratio or any monotonic transformation of the likelihood ratio as the discriminant function [4]. The goal in training a diagnostic classifier is to employ a limited dataset to determine the parameters of the classifier such that it approximates the likelihood ratio decision rule. For the most part, these classifiers work in a similar fashion. A dataset of features extracted from both normal (without disease) and abnormal (with disease) images is used for determining the classifier parameter values, or for "training" the classifier, so that it correctly classifies future datasets of unknown pathology.

Classifier training can be viewed as an optimization problem where the quantity to be maximized is the performance of the classifier on an independent dataset. There are, however, numerous problems with representing classifier performance by a single (scalar) objective function, which is needed so that one can use a scalar optimizer [6,7]. Binary classifiers [4] have, in essence, two implicit objective functions: one describing how well they classify the abnormal cases (sensitivity) and one describing how well they classify the normal cases (specificity). These two objective functions are non-commensurable, implying that it may not be possible to simultaneously improve both the sensitivity and specificity. Traditional methods of classifier training attempt to combine these two objective functions (or two analogous class performance measures) into a single scalar objective function that permits the use of conventional (scalar) optimization techniques [8]. A drawback of this approach is that the proper way of aggregating the objective functions is usually unknown. There are, in fact, an infinite number of ways of mapping two objective functions to a single scalar function. Even when a priori information about the relative importance of the two objective functions is available, it is not always clear how to incorporate it in the aggregating approach to objective function design. Sometimes numerous ad hoc combination functions are tried until a suitable objective function is found [8]. Most classifiers do not aggregate sensitivity and specificity directly. Artificial neural networks, for example, typically employ a sum-of-squares error function [5] which can still be thought of as a sum of two non-commensurable objectives, i.e., one objective is to map abnormal observations to a value close to 1 and the other objective is to map normal observations to a value close to 0.

Genetic algorithms (GAs) [9] have been applied to many diagnostic and classification problems [8,10-15]. A conventional GA, however, is a scalar optimization technique. It thus has the undesirable features of an aggregating-based approach. One method of avoiding this is to adopt a multiobjective approach [16,17] to the optimization problem. In a multiobjective optimization approach, the objective function is vector-valued and the independent objectives (sensitivity and specificity) are optimized simultaneously. Thus,
the need to aggregate the independent objective functions is removed. Unlike a scalar optimization that returns a single solution, the solution to the multiobjective optimization problem is a set of solutions called the Pareto-optimal set. The Pareto-optimal set is defined as the set of solutions for which no other solution exists that is better in both objectives. In the absence of any preference information about the objectives, the members of the Pareto-optimal set are equally valid solutions to the optimization problem; no other solutions exist that are better in all of the objectives. In the context of diagnostic classifier optimization, the members of the Pareto-optimal set correspond to operating points on an optimal ROC curve, whose performances describe the limiting sensitivity-specificity tradeoffs that the classifier can provide for the given training dataset. Conventional non-evolutionary optimization techniques have not been successfully extended to the multiobjective case because they are not designed to operate on multiple solutions. Because GAs are population-based, they have formed the basis of several multiobjective optimization techniques, collectively referred to as multiobjective GAs (MOGAs) [16–19]. In this paper, we investigate the application of a MOGA called a niched Pareto GA (NP-GA) for optimizing the performance of two popular diagnostic classifiers. The paper is organized as follows. Section II contains a general introduction to automated classifiers and a brief description of the NP-GA. Section III describes the two classifiers that were studied, and it describes how the NP-GA was employed to train them. The results of the two optimizations are presented in Section IV. Sections V and VI contain a discussion of the results and a summary of the advantages and drawbacks of the proposed approach to diagnostic classifier training and ROC curve generation.

II. BACKGROUND

A. Automated Classifiers

An automated binary classifier separates two classes of observations (e.g., images) and assigns new observations to one of the two classes. In this paper, we will label the two classes as normal (no disease evident) and abnormal (indicative of disease), denoted by \( \pi_n \) and \( \pi_n \), respectively. Certain characteristics of the observations, called features, are used in making the classification decision. The set of features corresponding to an observation can be expressed by a vector \( \vec{x} = [x_1, x_2, \ldots, x_p] \). In order for the classifier to be "trained," we start with a dataset of known pathology called the training dataset. A graphical depiction of an automated classifier for a two feature example (\( p = 2 \)) is shown in Fig. 1. The \( (x_1, x_2) \) space spanned by the feature vectors is denoted by \( S \). An automated classifier uses a parameter vector \( \vec{w} \) to partition this space into the sets \( C_n(\vec{w}) \), the set of observations that belong to class \( \pi_n \), and \( C_a(\vec{w}) \), the set of observations belonging to class \( \pi_a \). The parameters \( \vec{w} \) of a classifier can represent, for example, the weights of an artificial neural network or the threshold values in a rule-based classifier. For a fixed \( \vec{w} \), \( C_n(\vec{w}) \cup C_a(\vec{w}) = S \), and \( C_n(\vec{w}) \cap C_a(\vec{w}) = \emptyset \).

Given a measurement \( \vec{x} \), the classifier assigns \( \vec{x} \) to class \( \pi_n \) if \( \vec{x} \in C_n(\vec{w}) \) or to class \( \pi_a \) if \( \vec{x} \in C_a(\vec{w}) \). The probability that an observation belonging to class \( \pi_n \) is correctly classified is referred to as the sensitivity of the classifier, denoted by \( Sens(\vec{w}) \). Similarly, the probability that an observation is correctly classified as belonging to class \( \pi_a \) is referred to as the specificity of the classifier, denoted by \( Spec(\vec{w}) \). Note that both the sensitivity and specificity of the classifier depend explicitly on the choice of \( \vec{w} \) and implicitly on the underlying distribution of the normal and abnormal observations. The sensitivity is a measure of how well the classifier performs on normal cases, whereas the specificity is a measure of how well a classifier performs on abnormal cases. In practice, the fraction of class \( \pi_n \) observations that are correctly classified is used as an estimate of \( Sens(\vec{w}) \). Likewise, the fraction of class \( \pi_a \) observations that are correctly classified is used as an estimate of \( Spec(\vec{w}) \).

A popular construct used for describing the performance of a diagnostic classifier is the receiver operating characteristic (ROC) curve [6, 7, 20, 21]. An ROC curve is generated by varying the value of one (or more) of the components of the parameter vector \( \vec{w} \), and plotting the corresponding \( Sens(\vec{w}) \) and \( Spec(\vec{w}) \) values. For example, the output threshold is usually varied to generate an ROC curve for artificial neural networks [22]. Traditionally, the classifier is trained prior to the generation of the ROC curve [22, 23]. In this situation, all but one point on the ROC curve represent operating points other than the one to which the classifier was naturally trained. An ROC curve that was generated with the same dataset that was used to train the classifier is referred to as a "consistency" ROC curve. A "validation" ROC curve is obtained when the curve is
Fig. 2. The two ROC curves have equal $A_2$ values, but, depending upon the relative preferences concerning the sensitivity or specificity of the detection task, one curve is typically preferred over the other.

generated from an independent data set, and represents an unbiased estimate of classifier performance [24]. Two typical ROC curves are shown in Fig. 2. The area under an ROC curve, or $A_2$, is an accepted way of comparing overall classifier performance [6, 7, 20, 21]. Two curves may have equal $A_2$ values, as shown in Fig. 2; however, one of the curves will typically be preferred over the other, depending upon the relative preference of the sensitivity and the specificity needed for the task at hand.

For certain types of classifiers, such as rule-based systems [3, 25], it may not be clear how $w$ should be varied to sweep out the ROC curve that best represents the sensitivity-specificity tradeoffs that are achievable by the classifier on the specified dataset. The ROC curves generated by varying different sets of components of $w$ will generally be different, representing different sensitivity-specificity tradeoffs that are possible. In this work, we demonstrate that this ambiguity can be removed if one uses the performances of the solutions returned by a multiobjective optimization of the classifier to define the ROC curve.

B. The Niched Pareto GA

We have implemented a multiobjective optimization technique called a Niched Pareto GA (NP-GA), which is described in detail by Horn et al. [26]. Other types of MOGAs have been proposed and are described in reference [18]. The NP-GA can be viewed as a conventional (scalar) GA that uses a modified tournament selection mechanism and ranking scheme. Readers not familiar with genetic algorithms may consult reference [9]. In the remainder of this section we review the NP-GA proposed by Horn et al. [26].

In order to directly address the multiobjective nature of the optimization problem, NP-GAs employ the concept of dominance. A solution to the optimization problem is called non-dominated if there is no solution superior to it in all objectives. It is the goal of the NP-GA to discover the set of all non-dominated solutions, referred to as the Pareto-optimal set, all of which are considered to be equally valid solutions to the problem in the absence of any a priori information about the relative merits of the different objectives. If a solution is not non-dominated, it is referred to as being dominated. A non-dominated solution is said to dominate a dominated solution. Equivalence classes of dominated solutions are formed by grouping them according to the number of solutions that dominate them.

This grouping of solutions into distinct classes establishes a partial order on the set of all solutions that is used to determine rank. We assume that the Pareto-optimal set corresponds to equivalence class 0, and that all other solutions have an equivalence class greater than zero. The rank of a particular solution is then equal to its equivalence class number. This ensures that solutions within the same equivalence class have the same rank, which reflects the fact that solutions within the same class are equally "good" in the absence of any other information.

To perform selection, the NP-GA uses a modified tournament selection method. In a scalar GA, tournament selection is one of the methods commonly used for choosing a subset of solutions in the current generation to be placed in the following generation. Implicit in its formulation is the assumption that there exists a single solution to the optimization problem; diversity among solutions in the population will be lost after a certain number of generations. This is undesirable in a multiobjective optimization where we wish to discover all of the members of the Pareto-optimal set, not simply a single solution. To circumvent this difficulty, Horn et al. proposed the use of a Pareto domination tournament in conjunction with a form of fitness sharing called equivalence class sharing. A Pareto domination tournament is a modified conventional tournament selection method that uses the concept of dominance to determine the winner of the tournament. First, $t_{dom}$ randomly selected solutions are compared, and the solution with the highest rank wins (is carried over to next generation). The rank, being based on the concept of dominance, incorporates the multiobjective nature of the problem into the selection mechanism. For situations when a certain tournament size provides insufficient domination pressure, the size of the tournament ($t_{dom}$) can be increased.

When two or more solutions in a tournament belong to the same equivalence class (i.e., have the same rank), there will not be a clear winner. A winner cannot simply be chosen at random, because genetic drift will cause the population to converge to a localized region of the Pareto-optimal set, thus obscuring other potential solutions to the optimization problem. Instead, a form of fitness sharing called equivalence class sharing is employed to determine the winner of a tied tournament. In equivalence class sharing, the winner of a tied tournament is the solution that has the smallest niche count. The niche count estimates the density of solutions in a localized region (niche) around a given solution. As described in reference, the niche count $m_i$ for
the ith solution is given by

\[ m_i = \sum_{j \in \text{Pop}} s(d_{ij}), \quad (1) \]

where \( d_{ij} \) is the distance (in objective space) between solutions \( i \) and \( j \), and \( s() \) is the so called sharing function given by \( s(d) = 1 - d / \sigma_{\text{share}} \) for \( d \leq \sigma_{\text{share}} \) and \( s(d) = 0 \) otherwise. Here, \( \sigma_{\text{share}} \) is called the niche radius, which represents the maximum distance between solutions that will result in an increase in their niche counts. By employing fitness sharing in this way, the Pareto-optimal set is more likely to be uniformly sampled, thus providing a more diverse set of potential solutions to the optimization problem from which the user can choose.

III. METHODS

We trained a linear classifier and an artificial neural network by using both conventional optimization techniques and the NP-GA. Two-dimensional exclusive-OR data [27], sampled from the density functions shown in Fig. 3, were used for this study because classifiers typically have difficulty in adequately classifying both classes of data for this problem. Two-dimensional isotropic standard normal distributions with mean \( (\mu_x, \mu_y) \) and variance 1 were sampled in the four regions of the exclusive-OR problem. The normal class (dashed lines in Fig. 3) occupied the regions centered at \((1.3,1.3)\) and \((-1.3,-1.3)\). The abnormal class occupied the regions centered at \((1.3,-1.3)\) and \((-1.3,1.3)\). A total of 100 normal and 100 abnormal samples were generated for training data. An additional 10,000 normal and 10,000 abnormal samples were generated for testing the classifiers after they had been trained. The performances of the conventionally optimized and NP-GA optimized classifiers were evaluated on both the training and the testing datasets.

A. NP-GA Implementation

The NP-GA was employed to simultaneously maximize the sensitivity and specificity of a linear classifier and an ANN with a single hidden layer. The value of each component of \( \vec{w} \) was restricted to remain within a maximum and minimum value, determined prior to the optimization. A binary representation of the chromosomes [9] was utilized so that each real-valued parameter in \( \vec{w} \) was encoded by a binary number of fixed length. The range of each component of \( \vec{w} \) and the length of its binary representation determined that parameter's floating-point precision. The encoding was accomplished by linearly scaling the floating point number using its specified range to an integer between 0 and \( 2^n - 1 \) where \( n \) is the number of bits. Standard single-point crossover and standard mutation were employed as the genetic operations [9]. The rates of the genetic operations were determined empirically by performing multiple optimizations. A crossover rate of 30% and a mutation rate of 5% were found suitable for the problems studied. A \( \sigma_{\text{dom}} \) value of 4 and a \( \sigma_{\text{share}} \) value of 0.1 (or 10% of the range of each objective) were also found to work well for the optimization problems discussed in this paper. A discussion of these parameter settings is presented later.

B. Classifiers

A linear classifier attempts to separate the two classes of observations by using a linear decision boundary. We employed logistic discriminants [5] in order to implement this classification. A logistic discriminant projects the data onto a decision variable, and then a threshold is applied for determining whether a given observation belongs to \( \pi_a \) or \( \pi_n \). The abnormal set for a logistic discriminant with parameter vector \( \vec{w} \) is defined as

\[ C_a(\vec{w}) = \{ x : g(\vec{x} \cdot \vec{w}) \geq 0.5 \}, \quad (2) \]

where \( \vec{x} = [x_1, x_2, \ldots, x_n, -1] = [\vec{x}, -1] \) and \( g() \) is a sigmoidal function with output bound between 0 and 1 [5]. The normal set is defined as \( C_n(\vec{w}) = \bar{S} - C_a(\vec{w}) \). The conventional method for generating an ROC curve for a logistic discriminant is to vary the final parameter in the vector \( \vec{w} \), which results in a translation of the decision boundary.

The NP-GA was used to optimize the parameters of a logistic discriminant so as to work with the exclusive-OR data described previously. All 3 components (for 2D problems, \( \vec{w} \) has 3 components) of the parameter vector \( \vec{w} \) were allowed to range between \(-3 \) and \( 3 \). With a population size of 500 solutions, we ran the NP-GA for a total of 100 generations. Conventional logistic discriminant training, as described in reference [5], was employed to compare with the NP-GA results.

An artificial neural network (ANN) is a set of connected nodes that is loosely based on the human neuron system [5, 27-30]. For classification purposes, an ANN can be thought of as a mapping function that uses the weights \( \vec{w} \) to map...
an input vector $\vec{x}$ to a scalar quantity to which a threshold is applied to determine whether $\vec{x}$ belongs to class $\pi_a$ or $\pi_b$. Unlike logistic discriminants, an ANN can separate the two classes of observations using a non-linear decision boundary. The abnormal set of observations for an ANN using the weights $\vec{w}$ is given by

$$C_a(\vec{w}) = \{ \vec{x} : h(\vec{x}; \vec{w}) \geq 0.5 \},$$

(3)

where $h(\vec{x}; \vec{w})$ represents the non-linear mapping of the input features to the single output value bound between 0 and 1.

We applied the NP-GA to optimize an ANN on the exclusive-OR data. A two-layered ANN with 2 inputs, 2 hidden units, and one output unit was employed. This corresponded to a total of 9 parameters to be optimized. The magnitudes of the weights were forced to lie between -5 and 5 in order to simplify the optimization task and to regularize the problem somewhat, because large weight values represent complex decision boundaries [28]. A population size of 3000 solutions was run for a total of 100 generations for this study. Conventional error-backpropagation ANN training [5, 27, 29, 30] was also employed numerous times using different initial conditions. A comparison of the performances of the NP-GA results with the best conventional results will be shown along with a comparison of the NP-GA performances with a conventional optimization that was trapped in a local minimum. The conventional ROC curves were generated by varying the output bias weight value, which corresponds to one component of $\vec{w}$. This is equivalent to varying the neural network output threshold. It should be noted that Woods and Bowyer [23] studied the effect of varying weight values other than the output bias weight in generating ROC curves. Their study concluded that varying a subset of the weights can produce better ROC curves than the ROC curves produced by varying the output threshold as is conventionally done. By applying the NP-GA to ANNs, however, we are effectively allowing all the weights to vary when generating the ROC curve, including both the output threshold and the hidden layer bias weights studied in the Woods and Bowyer work.

IV. RESULTS

A. Linear Classifier

Figure 4 shows the performances of the non-dominated solutions returned by the NP-GA and the ROC curve that resulted from the conventional training, generated by thresholding the output value. The operating points obtained by the NP-GA are seen to be better than the corresponding operating points on the conventional ROC curve in the high sensitivity region. Figure 5 demonstrates the same behavior when the NP-GA solutions and the conventional solution are evaluated on the independent data set. This is evidence that the performance improvement achieved by the NP-GA training was not simply a result of over-training. However, because the training data were sparse between the four regions of the exclusive-OR data, a few of the solutions returned by the NP-GA show slight signs of overfitting when tested on the 20,000 testing samples, as is demonstrated by the fact that a few solutions are dominated when evaluated on the test set. The majority of the solutions, however, do not show signs of overtraining.

The ROC curve for the conventionally trained logistic discriminant was generated by varying the output threshold (final parameter in $\vec{w}$) and plotting the corresponding sensitivity and specificity values. Figure 6 shows the decision boundaries at various output thresholds for the conventionally trained logistic discriminant. Decision boundaries corresponding to different threshold values are seen to be parallel. Because of this, the classifier only performs well in the low-sensitivity region. If, however, the decision boundaries were rotated by 90 degrees to those shown in Fig. 6, the classifier would, instead, perform well in the high sensitivity region. The advantage of the NP-GA is that, at different ROC operating points, the orientation of the decision boundary can be different. Thus, the NP-GA trained logistic discriminant can perform optimally in both the high and low sensitivity regions. This is because with the NP-GA, all components of $\vec{w}$ are effectively allowed to vary when generating the ROC curve rather than just varying the value of one of the parameters and keeping the other two fixed.

B. Artificial Neural Network

The performances of the NP-GA results on the 200 training samples is shown in Fig. 7. The best conventional ANN optimization ROC curve, created by varying the output threshold, is also shown in Fig. 7. The NP-GA result is either equal to or better than the best conventional result.
Fig. 5. Validation results of the logistic discriminant training for 20,000 samples from the exclusive-OR data distribution to evaluate the performances. The circles represent the performances of the non-dominated solutions returned by the NP-GA based training. The solid line is the conventional ROC curve produced by varying the output threshold value of the logistic discriminant after it was trained using a scalar optimization technique.

Fig. 7. Consistency results of the ANN training using exclusive-OR training data. The circles represent the performances of the non-dominated solutions returned by the NP-GA based training. The solid line is the conventional ROC curve produced by varying the output threshold value of the ANN after it was trained using a scalar optimization technique. The dashed line represents the result of a conventionally trained ANN trapped in a local minimum. The conventional training became trapped in local minima in approximately 30% of the conventional optimizations performed.

Fig. 6. An explanation of why the conventionally-trained logistic discriminant only performs well in the low sensitivity region. The decision boundaries corresponding to different output threshold values of the discriminant are shown superimposed on the data distribution. The o's represent normal signals and the x's represent the abnormal signals. The abnormal region is to the left of each decision boundary and the normal region is to the right of each decision boundary. When the threshold value is varied, the decision boundary is simply translated with its orientation remaining fixed. By analyzing the sensitivities and specificities for each decision boundary, one can generate the conventional ROC curve shown in Fig. 4. In order for the classifier to perform well in the high sensitivity region, the decision boundaries would have to be rotated by 90 degrees which would result in the classifier performing poorly in the low sensitivity region.

at all points. The differences are small in most regions, but substantial in the very high sensitivity region of the ROC curve. No regularization techniques were applied to the conventional optimization; therefore, one would typically be concerned about over-training. Figure 8 shows the validation ROC curves generated by applying the optimized results to the 20,000 testing samples. Again, the NP-GA result is closely matched with the conventional result at most places in ROC space except in the high sensitivity region where the NP-GA result is noticeably better than the conventional result. Overtraining was not a noticeable problem in both of these optimizations because the structure of the ANN was limited (2 hidden nodes) in both runs and the parameter range of the NP-GA was limited as well.

Local minima often plague conventional ANN optimizations. We found that, depending upon the initial starting point, our ANN converged to local minima about 30% of the time as was evident by comparing the ROC curves of the different ANN optimizations. The NP-GA never had a problem with local minima. Figure 7 also shows the performance of the conventional result that resided in a local minimum in the parameter space (dashed line). The NP-GA result is substantially better at almost all points in ROC space.

C. NP-GA Performance

We conducted experiments to analyze the behavior of the NP-GA and verify that our choice of NP-GA operating parameter settings was reasonable. Figure 9 demonstrates the convergence of the non-dominated set when the ANN
was trained using the previously described training data and operating parameter settings. Figures 9(a), 9(b), 9(c), and 9(d) show the performances of the non-dominated solutions evaluated on the training data at generations 2, 5, 13, and 100, respectively. It can be seen that the loci of operating points migrate upward and to the left as the generation number increases. Beyond 100 generations, the loci of operating points remain approximately constant, demonstrating that the non-dominated set of solutions (i.e., the Pareto-optimal set) was adequately sampled.

Although the data described above demonstrate that the NP-GA converged when training the ANN, we do not know whether the final set of solutions represents the best possible set of solutions (i.e., the Pareto-optimal set). To verify this, one would have to evaluate the performances of all the possible combinations of parameter values of the ANN, which is not a computationally tractable problem with current computer technology. We can, however, compute this for the linear classifier because it possesses only 3 free parameters. The shaded region in Fig. 4 shows the operating points achievable by all possible parameter settings for the linear classifier. Because most of the operating points returned by the NP-GA lie on the upper-left boundary of the shaded region, we can conclude that, for this example, the NP-GA was successful at converging to the Pareto-optimal set.

As was noticed in reference [19], we observed that the size of the Pareto dominant tournament \( t_{\text{dom}} \) significantly affected the convergence behavior of the NP-GA. Figure 10 shows the operating points returned by two separate applications of the NP-GA to the ANN training. The upper set of solutions, discussed previously, was obtained with \( t_{\text{dom}} = 4 \). The lower set of solutions was obtained using the same NP-GA operating settings except with \( t_{\text{dom}} = 2 \). With \( t_{\text{dom}} = 2 \), the NP-GA returned a set of solutions that were clearly suboptimal. One explanation of this result is the following: When a tournament selection scheme is used, there is a non-zero probability that a solution in a given population will not be selected to compete in any of the tournaments. This can result in a potentially “good” solution being lost by the NP-GA. The probability of losing a solution in this way is equal to \( (\frac{k-1}{N})^{t_{\text{dom}}N} \), where \( N \) is the population size. When \( N \) is large, this probability converges to \( e^{-t_{\text{dom}}} \). For \( t_{\text{dom}} = 2 \), this corresponds to a probability of 0.135 of losing a solution in any given population. When \( t_{\text{dom}} = 4 \), this probability is reduced to 0.018. By increasing the size of the tournament, we reduce the probability of losing a potentially good solution which could contribute to inadequate convergence of the NP-GA. There are problems, however, with using too large a tournament size. When we used large values of \( t_{\text{dom}} \) (for example, \( t_{\text{dom}} > 20 \)), the NP-GA converged to a solution similar to that achieved for \( t_{\text{dom}} = 4 \), but subsequently fluctuated about that solution as a function of generation number. This instability is a result of having domination tournaments in which multiple non-dominated solutions are forced to compete. When non-dominated solutions are forced to compete in multiple tournaments, one or more of the members of the non-dominated set will inevitably be lost. (The niche count determines the winner of a tied tournament.) The observed instability of the non-dominated set is a result of losing and re-gaining non-dominated solutions. When large values of \( t_{\text{dom}} \) are used, the value of the niche size \( (\sigma_{\text{share}}) \) becomes increasingly important, because multiple tied tournaments may arise. For \( t_{\text{dom}} = 4 \), we found that the NP-GA performance was relatively insensitive to the value of \( \sigma_{\text{share}} \).

V. DISCUSSION

Genetic algorithm parameters are difficult to determine, and few methods exist to systematically set the GA parameters. The total number of generations, the number of solutions in each generation, the crossover rate and the mutation rate were determined experimentally. Various GA parameter combinations were tested and the results were compared. We found a set of parameters for which the results were consistent in the sense that multiple optimizations gave solutions with similar performances. If the sets returned by different NP-GA runs were not optimal, one would expect that multiple NP-GA runs would return sets with either better or poorer performances. We also attempted to use various \( \sigma_{\text{share}} \) values and found that the NP-GA results were robust with respect to \( \sigma_{\text{share}} \).

The NP-GA exhibits several advantages over conventional classifier training techniques. One advantage is that the objective function describing the optimization task is a vector-valued function. This eliminates completely the
Fig. 9. Convergence of the NP-GA for the ANN training example as described in the text. Subfigures (a), (b), (c), and (d) show the performances of the non-dominated solutions at generation numbers 2, 5, 13, and 100, respectively. As the generation number increases, the loci of operating points migrate upward and to the left.

need to aggregate the different objectives (sensitivity, specificity) into a single scalar function. Rather, a priori information about the relative preferences of the objectives can be used post-optimization to choose a member of the Pareto-optimal set as the ultimate solution to the problem.

Another advantage is that a set of non-dominated solutions is returned, rather than a single solution. This allows one to select the solution (ROC operating point) whose performance is most clinically appropriate for the diagnostic task at hand. Conventional classifier optimizations can return a series of solutions in the form of an ROC curve obtained by varying certain components of \( \mathbf{w} \) after the classifier has been trained. If the scalar cost function employed is an aggregation of sensitivity and specificity directly then only one point in ROC space is guaranteed to be optimal. If the scalar cost function is an aggregation of two different performance measures (such as the sum-of-squares error function for ANNs) then no point is guaranteed to be optimal in ROC space. The NP-GA circumvents this problem by allowing all parameters in \( \mathbf{w} \) to effectively vary in an optimal manner when sweeping out the ROC curve. In this sense, the consistency ROC curve returned by the NP-GA, assuming that the optimization is complete, is optimal at every point. All other possible performances for the same classifier and dataset are either equal to or less than the ROC curve returned by the NP-GA optimization. Training the classifier to operate at a particular operating point and then varying a subset of the parameters in a predetermined way to generate the ROC curve does not ensure this.

As we have alluded to earlier, conventional methods of classifier optimization can, in fact, produce the Pareto-optimal operating points through multiple runs of the scalar optimization procedure with different weighting factors on sensitivity and specificity (see the Appendix for a more detailed discussion of this). Sensitivity and specificity are, however, discrete counting statistics and hence are not differentiable functions of \( \mathbf{w} \). Conventional gradient-based optimization methods such as backpropagation cannot be employed in this situation. One is therefore left with running multiple scalar stochastic optimizations (such as
GAs or simulated annealing) to produce the same operating points that were produced with one single run of the NP-GA. It is also not always clear how to set the relative weightings to evenly sample the Pareto-optimal set using a conventional GA approach. It is also not always clear how to set the relative weightings on the two objectives. No point, however, is guaranteed to be a member of the Pareto-optimal set if this type of error function is employed. By using an NP-GA to train pattern classifiers, we are directly addressing the multiobjective nature of classification problems.

If the density functions of the normal and abnormal classes \( f_n(x) \) and \( f_a(x) \), respectively, are known, then the ROC curve that is produced using the likelihood ratio \( LR(x) = f_n(x)/f_a(x) \) or any monotonic transformation of the likelihood ratio as the decision variable will be the "optimal" ROC curve [20,31]. It will exhibit the best classification performances that can be achieved with the given density functions. It is often very difficult with limited datasets to estimate the density functions of the two classes of data; thus many classifiers, including those used in this paper, make no attempt to accurately estimate these distributions. The "optimal" ROC curves that have been discussed in this work are quite different. Within the limitations of the classifier employed and the dataset used for training, the ROC curves produced using the NP-GA are optimal, i.e., there is no better ROC curve that can be produced with the same training data and classifier.

There are sacrifices that are made when the NP-GA is used for classifier optimization. GAs are population-based stochastic optimization algorithms; thus, they are typically more time consuming than are deterministic algorithms. The time to optimize the linear classifier on a 400MHz Pentium II system was on the order of 3 minutes. The time to optimize the ANN on this system was about twenty minutes. In fact, for very complex systems, an NP-GA optimization may be impractical with current computer technology. For ANNs with a large number of inputs and hidden nodes, the NP-GA may not be suitable for training with current computer technology because of the large number of parameters. In these situations, techniques for sweeping out ANN ROC curves proposed by Woods and Bowyer [23] may be better suited. The NP-GA, however, can readily be made to run in parallel which would substantially decrease the execution time.

This paper has dealt with binary classifiers. It is often important, however, to classify observations into more than two classes (benign, malignant, and normal, for example). For a three-class system, aggregating the multiple objective functions into a single scalar function suffers from the same problems as the two-class problem, but to a greater degree. Here, it is even more difficult to adequately incorporate the class preferences in the aggregated objective function. The ability of the NP-GA to circumvent this difficulty is very attractive. Because the non-dominated set of solutions will be larger, care must be taken in determining the NP-GA parameter settings to ensure that the Pareto-optimal set is adequately sampled.

Complexity and over-training are issues of great importance in diagnostic classifier research, and in particular in ANN training [28,32]. In practice, there is typically a limited amount of training data available, and some sort of regularization is imposed during the classifier training to ensure that it performs well on other (unknown) data sets. It is well known that large ANN weights correspond to complex separation functions [28,32] that may be indicative of over-training. To avoid this, we have imposed limitations on the magnitudes of the ANN weights when using the NP-GA to determine the weight values. More systematic methods of regularizing the NP-GA based training may be possible, however. One such method is to add a third component to the vector objective function that measures complexity. In this way, one can maximize the sensitivity and specificity while minimizing the complexity of the classifier. Depending on the amount and quality of the available training data, a non-dominated solution returned by the NP-GA can be chosen such that the classifier performance and generalizability of the result are appropriate for the classification task. We are currently investigating this approach to classifier training.

VI. CONCLUSIONS

We have studied the use of a niched Pareto genetic algorithm in training two popular diagnostic classifiers. Unlike conventional classifier training techniques that formulate the problem as the solution to a scalar optimization, the NP-GA explicitly addresses the multiobjective nature of the training task. It has been demonstrated that the multi-objective approach removes the ambiguity associated with defining a scalar measure of classifier performance, and that it returns a set of optimal solutions that are equivalent in the absence of any information regarding the preference of
the objectives (sensitivity, specificity). The performances of these solutions can be interpreted as operating points on an optimal ROC curve, describing the limiting trade-offs between sensitivity and specificity that are achievable by that classifier, given the available training data. The task of classifier optimization and ROC curve generation are combined into a single task. It was demonstrated that constructing the ROC curve in this way may result in a better ROC curve than is produced by conventional methods of ROC curve generation. The NP-GA optimization typically requires more computation time than do conventional non-stochastic optimization methods, which may limit its application to certain problems. The advantages of the NP-GA approach to classifier training become more pronounced when the number of classes to be classified increases beyond two.

APPENDIX

In this work, we have investigated the use of a multiobjective optimization algorithm to train diagnostic classifiers and generate ROC curves. In fact, scalar optimization methods can theoretically arrive at the same ROC curves as a multiobjective optimization. Consider the following scalar optimization problem:

\[
\text{Maximize} \quad \sum_{i=1}^{p} \lambda_i f_i(\bar{w}), \quad (A1)
\]

where \( \bar{w} \) is an element of the space of possible parameter vectors \( W \), \( \lambda_i > 0 \) are fixed, and \( \sum_{i=1}^{p} \lambda_i = 1 \). Geoffrion [33] proved the following lemma:

**Lemma 1:** (a) If \( \bar{w}_0 \) maximizes Eqn. A1, then \( \bar{w}_0 \) is also Pareto-optimal in the vector objective space \( \{f_1(\bar{w}), f_2(\bar{w}), \ldots, f_p(\bar{w})\} \).

(b) Let \( W \) be a convex set, and let the \( f_i \) be convex on \( W \). Then \( \bar{w}_0 \) is Pareto-optimal if and only if \( \bar{w}_0 \) maximizes Eqn. A1 for some \( \lambda_i > 0 \) and \( \sum_{i=1}^{p} \lambda_i = 1 \).

Because the multiobjective training problem as we have formulated it satisfies the convexity conditions used in the Lemma, it must be true that the optimal ROC operating points can be obtained by performing multiple scalar optimizations with varying \( \lambda_i \)'s.

It is clear from Fig. 4 that the solutions returned by the NP-GA are Pareto-optimal because for this problem, we can plot the performances of all possible solutions (the shaded region in Fig. 4). However, in Fig. 7, we cannot plot the performances of all possible solutions due to the large dimensionality of the parameter space. We can, however, make a comparison between the solutions returned by the NP-GA and the solutions returned by multiple scalar optimizations which maximize

\[
\lambda \text{Sens}(\bar{w}) + (1 - \lambda) \text{Spec}(\bar{w}) \quad (A2)
\]

with \( \lambda \) varying between 0 and 1. We implemented a scalar GA using the same GA parameters and parameter restrictions as imposed on the NP-GA to optimize Eqn. A2. As described above, the solutions to both of these problems should be Pareto-optimal in ROC space assuming the optimizations are complete. Figure A1 compares the NP-GA solutions and the solution achieved through multiple runs of a scalar optimization with varying \( \lambda \). The points returned by the multiple scalar optimizations are similar to certain points returned by the NP-GA. Note that the multiple scalar optimized solutions are clumped together in certain areas of the ROC space. It is unknown, a-priori, how to vary \( \lambda \) to evenly sample the Pareto-front, whereas the NP-GA employs niching to ensure an even sampling of the Pareto-front or optimal ROC curve. One also cannot employ gradient-based techniques to optimize discrete performance measures such as sensitivity and specificity. Because of this, it was necessary to perform 20 separate stochastic scalar optimizations to get the 20 ROC operating points. On the other hand, a more complete sampling of the ROC curve was obtained by a single run of the NP-GA, which required approximately the same CPU time as one run of the scalar optimizer. So despite the theoretical equivalence of the two methods, there are practical advantages to performing a single multiobjective optimization over multiple scalar optimizations.
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Abstract

We have investigated various methods of feature selection for two different data classifiers used in the computerized detection of mass lesions in digital mammograms. Numerous features were extracted from abnormal and normal breast regions from a database consisting of 210 individual mammograms. A stepwise method, a genetic algorithm and individual feature analysis were employed to select a subset of features to be used with linear discriminants. Similar techniques were also employed for an artificial neural network classifier. In both tests the genetic algorithm was able to either outperform or equal the performance of other methods.

1. Introduction

Computer-aided diagnosis in digital mammography is a topic that has received much attention recently[4, 10, 13, 16] due to the potential benefits of double reading in mammography.[9, 12] Many computerized mass detection schemes employ a classifier, such as a neural network, to distinguish between lesions and false-positives.[5, 6, 14] At the University of Chicago, a computerized scheme is being developed in which features are extracted from potential lesion sites and merged into a single decision variable using a classifier. Numerous features can be extracted from potential lesions making it difficult to optimally choose representative features to be used as inputs to a classifier. In this paper we will undertake the problem of feature selection for two different classifiers using a data set consisting of features extracted from lesions and false-positive detections.

2. Materials and Methods

The database employed in this study consists of 210 (53 cases) individual mammograms with 111 visible lesions. All but one of the 53 cases contains the four standard mammographic views. Images were scanned on a Konica film digitizer to a matrix size of 512 by 512 pixels with 10-bit quantization. All lesions in this database were biopsy confirmed. 302 false-positive regions were selected from the database to be used in this study along with the true-positive regions. A total of 71 features are extracted from each lesion and false-positive. A full discussion of the methods we utilized to locate and extract the features from the regions of interest (ROIs) can be found in our previously published papers.[1, 5, 15]

Linear discriminants, namely Fisher discriminants, were employed as the initial classifier. Three methods of feature selection were tested for linear discriminants. The first was to select those features that exhibited the greatest individual separation. This method of feature selection is a rough first-approximation of an optimal subset of features to be input to a linear classifier. Inter-feature correlations are not taken into account. Also, it does not provide any means of selecting the

*To appear in the 1997 proceedings of the IEEE International Congress on Neural Networks.
number of features to be used as inputs to the linear discriminant.

A second method employed to select a subset of features for a linear classifier was the stepwise selection method.[3] The performance of a set of features is characterized by a parameter known as the Wilks' lambda which is the proportion of the total variance attributed to within-group variations in the final decision variable.[3] If the Wilks' lambda is 0 then all of the variance is due to between-groups variations so the means of the two classes are well separated. Conversely, if the Wilks' lambda is 1 then all of the variance is due to within-group variations and one can conclude that the means of the two classes in the final decision variable are equal. In the stepwise method, the first feature is selected based on the Wilks' lambda of each individual feature. Successive features are selected based on the improvement of the Wilks' lambda. After a feature is added, all features are tested for removal. This continues until the statistical significance of adding or removing a feature is small. The advantages of this method is that it implicitly takes the correlation of features into account and also selects the number of features to be used as inputs.

The third method employed to select an optimal subset of features for a linear classifier was a genetic algorithm.[2, 11] A genetic algorithm (GA) is a stochastic-based search method based on the principles of evolution in nature. The fitness function we employed was the Wilks' lambda. Runs of 700 generations were made with a 0.5% probability of mutation and a 70% probability of crossover. Figure 1 shows the typical performance of the genetic algorithm. The set of features with the best performance at the end of the GA run was used as the selected input feature set. All feature sets resulting from the different selection methods were evaluated using ROC analysis and the performance was characterized by the area, $A_z$, under the ROC curve.[7, 8]

A three-layered back-propagation neural network was also studied as a classifier. ROC analysis was performed on both the consistency and cross validation results. Features were selected as inputs to the artificial neural network using three methods similar to those used for selecting features for the linear classifier. The features that exhibited the greatest individual separation were used in a neural network. In the second method, a forward selection method was used. The utility function was the $A_z$ from a consistency test of a simplified ANN structure. Forward selection begins with the one feature which has the best individual performance and tests all possible combinations of that feature with another. This process continues until the number of features desired has been selected. There is no feature elimination stage in the forward selection method as there is in the stepwise method. The final results from the forward selection method are input to an ANN with 2 hidden units and both consistency and cross validation results are evaluated. A genetic algorithm was also studied with the $A_z$ from the consistency test of a simplified ANN structure used as the fitness value. A simplified structure should reduce the effects of over-fitting which often plague artificial neural networks. This final set of features resulting from the genetic algorithm were then input to a more complex ANN structure (2 hidden units) where both consistency and cross validation tests were employed.

3. Results

Table 1 shows the $A_z$ values for the feature selection methods used for determining the inputs for a linear discriminant. Wilks' lambdas are also shown. It is clear from the table that selecting features based on their individual performance is inadequate. In Figure 2 the three different feature selection methods are compared using the ROC curves when 9 features are selected by each method. The $A_z$ values for the feature sets selected by the genetic algorithm and the stepwise method are statistically significantly ($p < 0.05$) better than that of the single feature analysis method. The genetic algorithm shows a slight advantage over the stepwise selection method but it is not statistically
### Table 1. Summary of results from the feature selection methods for linear discriminants.

<table>
<thead>
<tr>
<th>Method</th>
<th>$A_z$</th>
<th>Wilks' Lambda</th>
<th>Number of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Feature</td>
<td>0.93</td>
<td>0.53</td>
<td>9</td>
</tr>
<tr>
<td>Analysis</td>
<td>0.92</td>
<td>0.53</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>0.51</td>
<td>11</td>
</tr>
<tr>
<td>Stepwise</td>
<td>0.94</td>
<td>0.50</td>
<td>12</td>
</tr>
</tbody>
</table>

### Table 2. Summary of results from the feature selection methods for artificial neural networks.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cross Validation $A_z$</th>
<th>Number of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Feature</td>
<td>0.96</td>
<td>11</td>
</tr>
<tr>
<td>Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forward Selection</td>
<td>0.97</td>
<td>11</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td>0.98</td>
<td>10</td>
</tr>
</tbody>
</table>

Significant ($p = 0.23$).

Table 2 shows preliminary results from the ANN feature selection methods. It should be noted that multiple genetic algorithm runs were required meaning that the genetic algorithm did have trouble with local maxima. This might suggest that the probability of mutation be increased, as well as the population size, to allow for more diversity throughout the runs. As the table shows the set of features selected by the genetic algorithm was able to outperform the other two methods but the results were not statistically significant ($p = 0.06$ for the individual analysis selector and $p = 0.15$ for the forward selector). The corresponding ROC curves are shown in Figure 3.

### 4. Discussion

The purpose of this paper has been to introduce feature selection methods and compare their utility with two different classifiers. The results from the linear discriminant analysis show that the genetic algorithm feature selection method is as good if not better than the stepwise method. Similar results were obtained for the artificial neural network classifiers but the results...
were not as strong. As with all studies employing neural networks, it is possible that there is over-fitting of the data. We attempted to minimize this effect by simplifying the structure of our networks and by employing cross validation or leave-one-out tests. Future work will include investigations performed on larger data sets.
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Abstract

In this work, we study and evaluate the ability of two classification methods (Bayesian artificial neural networks (Bayesian ANNs) and rule-based classifiers trained using a multiobjective approach) to distinguish between malignant masses and false candidates in the computerized detection of mass lesions in mammography. A Bayesian ANN is known to accurately approximate the ideal observer but may require few input features due to training dataset limitations. The multiobjective approach to classifier training returns the best possible ROC curve that a given classifier can achieve on a given training dataset. Because of overtraining issues, the multiobjective approach is typically used to optimize simple classifiers (i.e., classifiers with relatively few parameters) and, thus, one can employ more input features with these classifiers. Both Bayesian ANNs and a simple rule-based classifier trained using the multiobjective approach performed well in the task of distinguishing between mass lesions and false candidates in mammography. A Bayesian ANN with 5 features outperformed the rule-based classifier which used a total of eight features. However, the rule-based classifier employed only 8 classifier parameters instead of the Bayesian ANN’s 71 parameters (or ANN weights).
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Mass detection, Bayesian neural networks, multiobjective training approach, computer-aided diagnosis
I. INTRODUCTION

Breast cancer is the most common malignancy in women and the second most common cause of death from malignancy in this patient population. In the United States, more than 180,000 women develop the disease each year [1] and women who live to an advanced age have a greater than one in nine chance of developing breast cancer during their lifetimes [2]. The disease, therefore, represents a major public health problem.

Mammography, x-ray imaging of the breast, is currently the best method for the early detection of breast cancer. Between 10 and 30% of women who have breast cancer and undergo mammography have negative mammograms, however [3–8]. In approximately two-thirds of these false-negative mammograms, the radiologist failed to detect a cancer that was evident retrospectively [6,7,9,10]. The missed detections may be due to the subtle nature of the radiographic findings (i.e., low conspicuity of the lesion), poor image quality, eye fatigue, or oversight by the radiologists. It has been suggested that double reading (by two radiologists) may increase sensitivity [11–15]. Thus, one aim of CAD is to increase the efficiency and effectiveness of screening procedures by using a computer system, as a “second reader” (like a “spell checker”), to indicate locations of suspicious abnormalities in mammograms as an aid to the radiologist leaving the final decision regarding the likelihood of the presence of a cancer and patient management to the radiologist [16]. The interpretation of screening mammograms lends itself to CAD since it is a repetitive task involving mostly normal images.

Pattern classification has an important role in computerized detection/diagnosis schemes in medical imaging. Thus, the ability to accurately and robustly classify suspicious image regions is vital. We previously presented a method of classification that can accurately approximate the ideal observer given a large enough training dataset [17], investigated the effect of limited datasets on feature selection [18], and also introduced a method of optimally designing and evaluating simple classifiers to be used when the training dataset is not large [19]. In this paper, we will use the knowledge gained from the research performed on feature selection, Bayesian ANNs, and the multiobjective approach to classifier training to design classifiers for a computerized mass detection method. Two types of classifiers were designed (a rule-based classifier and an ANN classifier) and evaluated using
various subsets of features. Figure 1 shows the various feature selection methods, classifiers, training methods, and methods of evaluation used here. This paper begins with an introduction to the mass detection method currently being developed at The University of Chicago. Section II discusses the databases used to determine the classifier parameters and to validate the classifiers. Section IV describes the features selected for the Bayesian ANN and the application of the Bayesian ANN to the mass detection method (the left side of Fig. 1). Section V describes the classifier implemented and the features selected for use in the multiobjective approach to classifier training for distinguishing between malignant lesions and false-positive candidates (the right side of Fig. 1). Finally, Sections VI and VII summarize the results and gives the overall performance of the mass detection method.

II. DATABASE

A database of 177 screening mammography cases containing at least one malignant mass lesion and 75 cases not containing a mass were employed in this study for a total of 252 cases. There were a total of 181 malignant mass lesions which corresponded to 333 radiographically visible mass lesions on the 864 digitized films (most, but not all, of the 252 cases had 4 films available per case). The images were digitized on either a Lumisys 100 or a Lumisys 85 digitizer to 100 \( \mu \)m pixel size and 12-bit gray-level quantization. Different screen-film systems as well as different exposure conditions were used for the images in this database. The only image correction made was to ensure that the relationship between pixel values and optical density was approximately the same for each image. Figure 2 shows the characteristic curves of the two digitizers both before and after the correction.
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Fig. 2. The original characteristic curves of the two digitizers (Lumisys 100 and Lumisys 85) are shown in (a). Images digitized on the two Lumisys digitizers were scaled so that the effective characteristic curves are similar as is shown in (b). Note that the scale on the two graphs are different; the scaled images have effectively 10 bits per pixel.

As we will discuss in the next section, however, many of the features employed were either geometric based and, hence, did not depend on the pixel values, or were gradient based features which only depend on the ratio of pixel values and not the raw values themselves.

Figure 3 shows the distribution of sizes and contrast values of the visible mass lesions as measured by a radiologist’s outlined truth. The contrast was measured by taking the average within-lesion pixel value and subtracting it from the average pixel value in a region outside the lesion [20]. For these contrast calculations, the region outside the lesion was defined by pixels not inside the lesion but within a bounding box around the lesion that was extended 3 mm (or 10 pixels) in all four directions making this analogous to the “small window” case in reference [20]. Many of the lesions in the database are less than 1.5 cm in effective diameter and have a contrast less than 0.25. Thus, a substantial fraction of the lesions in this database are either small, low contrast, or both.

A total of 235 true-positive candidates were both detected by the RGI filtering method (to be discussed later) and segmented with an overlap fraction greater than 0.2 when compared to the radiologist’s outlined truth. This corresponds to 150 mass cases being detected out of the 177 total mass cases. There also were over 11,000 false candidates.
Fig. 3. The distribution of visible mass lesion (a) sizes and (b) contrast values as calculated using the radiologist's outlines of each visible lesion.

return by the initial detection algorithm. To ensure an independent evaluation of the mass detection method, the database was randomly split by-case into a training dataset and a validation dataset. The training dataset consisted of 126 cases with 121 visible mass lesions (or 76 mass cases) that were both detected by the initial detection algorithm and segmented with an overlap greater than 0.2. The RGI filtering algorithm also returned 5472 false candidates for the images in the training dataset from which a subset of 242 false candidates was randomly selected for classifier training. The validation dataset consisted of the remaining 126 cases with 114 visible mass lesions (or 74 mass cases) that were both detected by the initial detection algorithm and segmented with an overlap greater than 0.2 as well as 5685 false candidates.

III. Lesion Detection and Feature Extraction

Numerous research groups have developed computerized mass detection methods which use various classification techniques such as neural networks [21–24], linear discriminant analysis [23,25], and classification trees [26] as well as various features such as spiculation [27–29], shape [30,31], and texture [32,33]. Rationale and details of these techniques and others can be found in various papers and chapters [16,34–38] and in proceedings of the International Workshops on Digital Mammography [39–41] or the International Workshop.
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Fig. 4. Overview of a computerized mass detection scheme.

on Computer-Aided Diagnosis [42]. Many computerized mass detection methods use a similar two-phase detection approach. First, candidate lesions are located and then each candidate is further analyzed in a feature analysis and classification phase to determine the final classification of each candidate. The mass detection method being developed at The University of Chicago follows this pattern as is shown in Fig. 4. Each stage in Fig. 4 will now be briefly discussed.

A. Breast Segmentation

In order to limit the region of search for lesion detection, the breast region is initially segmented from the image. Computer-defined unexposed and direct-exposure image regions are used to generate a border around the breast region [31]. Once the breast region is known, preprocessing and search are limited by the breast border.

B. Initial Detection

The computerized mass detection method being developed at The University of Chicago is a two-phase detection method; the first detection phase locates suspicious areas called lesion candidates. The methods used in this phase are typically highly sensitive but return an unacceptable number false-positive candidates to be used alone. We have developed a non-linear filtering technique called radial-gradient index (RGI) filtering [43] to be used as the initial detection algorithm. RGI filtering takes as input the original mammogram and
the breast segmentation results returned by the breast segmentation stage and outputs a filtered image representing the confidence that a lesion is present at each location within the image.

The overall performance of the RGI filtering technique is shown in Fig. 5 with the implicit FROC decision variable being the RGI threshold of the filtered image threshold. Because images are being thresholded to generate these FROC curves, they exhibit the unusual behavior of starting and ending near the (0,0) point in FROC space. This is because at a very high RGI threshold, no pixels pass the threshold, and one achieves 0 true candidates and 0 false candidates. Also, at a very low threshold, all pixel pass and one is left with a single very large detection. Thus, at very low thresholds, one achieves a sensitivity near 0 and nearly 1 false candidate per image. As is shown in Fig. 5, this technique alone can achieve a sensitivity of 93% with 16 false candidates per image at an RGI threshold of 0.74. A lesion was considered “detected” for this study if the center of mass of a connected region in the thresholded image was within a radiologist’s outline of the lesion. The regions returned by this method represent the candidate lesions to be further analyzed by the subsequent feature extraction and pattern classification stages of the computerized mass detection method.

C. Lesion Segmentation

In order to automatically extract features from each candidate lesion, the potential abnormality needs to be segmented from the breast parenchyma background using as input a given seed location as returned by the previous initial detection stage. We have developed and investigated methods of lesion segmentation that involve multiplication of the suspect location (given the seed point) with a constraint function such as a Gaussian and generating a series of lesion-like contours by performing local thresholding on this “constrained” image [44]. The final contour is identified by means of either an RGI-based or a probabilistic method as described elsewhere in the literature [44]. The RGI-based and probabilistic methods outperformed a conventional region growing method when compared with the radiologist’s outlined truth. The probabilistic segmentation method tends to be time consuming, so we implemented the RGI-based segmentation in the mass detection method.
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Fig. 5. RGI filtering FROC curves for various minimum size cutoffs using the RGI threshold as the decision variable. Note that there is a large decrease in the false-detection rate when the minimum size cutoff is increased from 0 to 1 without a large decrease in the sensitivity.

Fig. 6. The sets used to define the geometric-based features.

D. Feature Extraction

The image data and the contour returned by the lesion segmentation stage are employed to extract features for each candidate lesion within the image. These features are subsequently used in the pattern classifier to determine the final classification of each candidate lesion. Radiographically, mass lesions can be characterized by their degree of spiculation, margin definition, shape, density, homogeneity (texture), asymmetry, and so forth. Descriptors of these characteristics may be also grouped as gradient-based features, intensity-based features, and geometric features.
D.1 Geometric Features

Geometric features use the results of the lesion segmentation algorithm to arrive at measures of the size, circularity, irregularity, and compactness [45] of each candidate lesion. The geometric features are defined as:

\[
\text{Irregularity} = 1 - \frac{\text{Perim}(C)}{\text{Perim}(\mathcal{L})}
\]

\[
\text{Circularity} = \frac{\text{Area}(\mathcal{L} \cap C)}{\text{Area}(\mathcal{L})}
\]

\[
\text{Compactness} = \frac{4\pi \text{Area}(\mathcal{L})}{\text{Perim}(\mathcal{L})^2},
\]

where Perim(·) is the perimeter operator, Area(·) is the area operator, \( \mathcal{L} \) is the set of lesion pixels, and \( C \) is the effective circle set which is centered at the candidate lesion’s center of mass and has an area equal to that of the candidate lesion as illustrated in Fig. 6.

D.2 Gray-level Features

The gray-level features use both the pixel-value information (i.e., the image function \( f(x, y) \)) as well as the lesion segmentation results (i.e., \( \mathcal{L} \)) to compute the average gray level within the lesion, the standard deviation of the gray levels within the lesion, the internal contrast

\[
IC = \frac{\max_{(x,y) \in \mathcal{L}} f(x,y)}{\min_{(x,y) \in \mathcal{L}} f(x,y)},
\]

and the external contrast

\[
EC = \frac{2(\text{AvgI} - \text{AvgE})}{\text{AvgI} + \text{AvgE}},
\]

where \( \text{AvgI} \) is the average pixel value within the lesion \( \mathcal{L} \), and \( \text{AvgE} \) is the average pixel value within a periphery region outside of the lesion. To determine the periphery neighborhood, a bounding box for each candidate lesion was extended by 3mm on all sides and a smoothed version [46] of the candidate lesion contour was employed to determine which image pixels to exclude (see Fig. 7 for an example periphery region).

D.3 Gradient Features

Gradient-based features are measures such as the average and standard deviation of the gradient strengths within the four neighborhoods [46] (margin, grown region, region-of-
Fig. 7. The four neighborhoods used to calculate gradient-based features.

interest ROI, and periphery) as shown in Fig. 7, the RGI value, and numerous gradient-weighted histogram (GWH) features [46]. To compute the GWH features, one first computes the gradient vectors for each pixel within the neighborhood of interest. Then a histogram is generated of the either the Cartesian angles of the gradients (Cartesian gradient-weighted histograms or CGWHs) or the angles of the gradients relative to the radial direction (radial gradient-weighted histograms or RGWHs). Each entry that is accumulated into these histograms is weighted by the magnitude of the gradients at each angle [46]. Kernel density estimation using a Gaussian kernel with the width determined optimally via cross-validation is used to achieve a continuous estimate of the histogram function. Finally, measures such as the full width at half maximum, the minimum histogram value, and the height are computed as illustrated in Fig. 8. GWH analysis is performed on the four neighborhoods (Fig. 7) for each candidate lesion and in both the Cartesian (CGWH) and radial directions (RGWH). GWH features can characterize margin sharpness, spiculation, linearity, as well as other properties of candidate lesions.

In total, 40 features (31 gradient-based, 4 intensity-based, and 5 geometric) are extracted from each candidate lesion site. A subset of these features must be used in the final candidate lesion classification stage. In general, use of all 40 features would require a much larger training database and would severely limit the robustness of the detection
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method (i.e., the potential for overtraining would be large). It should be noted that although the pixel size of the digitized mammograms was 100 μm, subsampled images with effective pixel sizes of 500 μm were employed in the initial lesion detection and in the calculation of the feature values.

E. Classification

The task in this stage is to use some of the features described in Section III-D to classify the candidate lesion sites as either malignant lesions or false candidates. We have implemented a Bayesian ANN and a rule-based classifier that we train using a multiobjective approach to classify candidate lesions. These methods will be discussed in detail in the next sections.

IV. APPLICATION OF THE BAYESIAN ANN

A. Feature Selection

We previously demonstrated [18] the bias that is introduced if one uses the same dataset for both selecting features and determining the parameters of a classifier. If the validation dataset is not employed in the feature selection process, then the performance of the classifier on the independent validation dataset will be depressed. Thus, if the performance on the validation dataset of the classifier using features selected (using the training dataset) by an automated feature selection algorithm is better (and the results are statistically...
significant) than that of hand-selected features, then the features selected using the automated technique are "better" than those selected by-hand. It is important to keep small the number of performance comparisons measured on the validation dataset in order to reduce random effects.

We know from our prior simulation studies [17] that in order to avoid overtraining, we can use a maximum of five features in the Bayesian ANN based on our training dataset size. Interestingly, we analyzed the performance of the Bayesian ANN on the training data using various subsets of six features and found that it was susceptible to overtraining as indicated by the fact that the performance of the Bayesian ANN was not stable with increasing hidden units. Thus, we define the feature selection task as one of selecting the five "best" features to be used as inputs for the Bayesian ANN. Features that based upon similar lesion characteristics were employed because they measure the characteristics in different fashions. For example, two spiculation features are, generally, somewhat correlated but each also contains information that the other feature does not extract and, thus, both features may be useful.

Malignant mass lesions tend to exhibit spiculation, they are more circularly shaped than a typical false candidate, they have a higher density, the pixel values tend to be less variable (i.e., smoother texture), and the margins of lesions are more well-defined than false candidates [47]. Based on this information and the individual performances of the various features in the database as measured on the training dataset, the features characterized in Table I were hand-selected to be used in the Bayesian ANN. The texture feature was not included in the hand-selected feature set because it performed poorly by itself in the task of distinguishing between mass lesions and false candidates.

We also implemented two automated feature selection methods to select features to be used in the Bayesian ANN (Fig. 1). The first was a forward selection method [48] in which the features that improved the performance the most were added in succession. For example, if a contrast measure alone has the best individual Bayesian ANN performance, then contrast is added to the list of selected features. Then, every other feature is looked at in combination with contrast to see which other feature is the most beneficial when used in the Bayesian ANN with contrast. This continues until a specified number of features is
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TABLE I
CHARACTERIZATION OF THE FIVE HAND-SELECTED FEATURES IN TERMS OF THE PROPERTIES (i.e., SHAPE, DENSITY, TEXTURE, SPICULATION, AND/OR THE MARGINS) EACH FEATURE IS MEASURING.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Shape</th>
<th>Density</th>
<th>Texture</th>
<th>Spiculation</th>
<th>Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGI Contrast</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Margin Strength</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Margin RGWH FWHM</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Margin RGWH Height</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

TABLE II
CHARACTERIZATION OF THE FEATURES SELECTED USING A FORWARD SELECTION METHOD.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Shape</th>
<th>Density</th>
<th>Texture</th>
<th>Spiculation</th>
<th>Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circularity</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Margin Strength</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Margin RGWH Height</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Margin CGWH Height</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

selected. Table II shows the features that were automatically selected using this technique and the training dataset. Thirdly, a genetic algorithm (GA) feature selection method [49,50] was implemented in order to select, again, five features to be used in the Bayesian ANN. The five GA-selected features are shown in Table III.

B. Performance

Figure 9 shows the training and validation dataset ROC curves for the three different subsets of five features (Tables I, II, and III) when trained using a Bayesian ANN with 10 hidden units for each. The validation dataset $A_z$ values (Fig. 9(b)) for the hand-selected, forward-selected, and GA-selected features were 0.83, 0.88, and 0.89, respectively, in the task of distinguishing between actual lesions and false candidates. The difference in $A_z$
between the hand-selected and the forward-selected feature sets on the validation dataset was statistically significant ($p < 0.01$) as it was for the difference in $A_z$ between the hand-selected and GA-selected feature sets on the validation dataset. There was not enough evidence to support a measurable difference in $A_z$ between the forward-selected subset of features and the GA-selected subset of features. It should be noted, however, that the forward selection method is substantially quicker than the GA feature selection method.

The differences between the training dataset ROC curves and the validation dataset ROC curves are consistent with the known natural bias that classification systems have [51,52].

C. Resampling Performance

We previously showed [18] that it is unlikely that one will select the optimal subset of features when one has finite data. The various subsets of features described above for use in the Bayesian ANN are likely to be near-optimal but still sub-optimal. Thus, if the database used in this study was repartitioned into different training and validation datasets, different features and different classifier performances would be observed. To study this effect, we repartitioned the original database by-case into ten pairs of randomly selected (by-case) training and validation datasets. The forward selection method was then applied to each of the ten training datasets. Table IV shows the number of times out of the ten runs of the forward feature selection method that each feature from Table II was selected. We also computed the average training dataset $A_z$ and validation dataset $A_z$ values which were $0.91 \pm 0.01$ and $0.87 \pm 0.02$, respectively. The average ROC
Fig. 9. (a) Training and (b) validation performances of the Bayesian ANN with three different subsets of 5 features. The classification task was to distinguish between actual lesions and false candidates.

curves (obtained by averaging the \( a \) and \( b \) ROC curve parameters [53]) are shown in Fig. 10. It is clear from Table IV that a couple of the features are frequently selected by the forward selection method and are, thus, important for the classification of the lesions. Because other features are less often selected and because the performance of the Bayesian ANN is consistent, these features are "replaceable" by other features that measure similar characteristics.

V. APPLICATION OF THE MULTIOBJECTIVE APPROACH

The Bayesian ANN approximates the ideal observer but typically requires numerous parameters to do so [17]. It is often desirable to use a classifier with simple and understandable rules. Because simple rules (i.e., few classifier parameters) are employed, it is possible to incorporate more features into the classification system than would be possible with an ANN. We implemented a simple thresholding rule-based classifier in which features are sequentially thresholded to determine the class of the candidate lesions. An example of a thresholding rule-based classifier would be to call a candidate lesion a malignant lesion if and only if the circularity is greater than 0.5, the contrast is greater than
TABLE IV

The number of times out of the ten different forward selection runs that various features were selected. The features shown in this table are the one selected by the forward feature selection method on the original partition of the dataset (i.e., Table II).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Number of times selected out of 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circularity</td>
<td>4</td>
</tr>
<tr>
<td>Margin Strength</td>
<td>2</td>
</tr>
<tr>
<td>Contrast</td>
<td>7</td>
</tr>
<tr>
<td>Margin RGWH Height</td>
<td>9</td>
</tr>
<tr>
<td>Margin CGWH Height</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 10. The average Bayesian ANN ROC curves for the 10 repartitions of the entire dataset. The classification task was to distinguish between actual lesions and false candidates in mammography.
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0.2, and the margin sharpness is above 1.2. If any of these conditions are not met then the candidate lesion is considered a false detection. We used the Niched Pareto genetic algorithm (NP-GA) described in [19] to design a thresholding rule-based classifier for the computerized detection of malignant, mass lesions in mammography. Results on both the training and validation datasets are presented.

A. Feature Selection

Because the classifier we are implementing requires only thresholding rules, feature selection is a simpler task. One must choose features that individually perform well (i.e., have a high $A_z$) and are not highly correlated with one another (i.e., do not provide redundant information). Because fewer parameters are used with this classifier we can likely use more input features than was possible with the Bayesian ANN. We selected eight features to be used in the classifier. These eight features selected were done so based on expert knowledge (i.e., based on what radiologists' use to make decisions), individual performance (i.e., $A_z$), and correlations with other features. The characteristics of these eight features are listed in Table V. The maximum correlation among these features was 0.74. Note that this set of features is a superset of the features selected by the forward-selection method shown in Table II. Other similar subsets of 8 features were also evaluated but the results did not seem to vary greatly. Subsets of fewer than eight features were also evaluated and found to perform, on average, worse than did the eight features. Subsets of more than eight features were evaluated and found to have similar performances as well, thus there did not seem to be any benefit in adding additional features beyond eight.

B. NP-GA Performance

Figure 11 shows the performance of the NP-GA trained rule-based classifier on the training and validation datasets. The $A_z$ of the rule-based classifier was 0.85 on the training dataset and 0.80 on the validation dataset. The substantial difference in performance between the training and validation datasets may indicate that the NP-GA is fine-tuning the thresholds to such an extent that they are not generalizable when applied to an independent dataset. However, the number of parameters used in the rule-based classifier was 8 as compared with the 71 used in the Bayesian ANN (i.e., a Bayesian ANN with 5
input features, 10 hidden nodes and 1 output node has a total of 71 parameters) which was able to achieve an $A_z$ of 0.89 on the validation dataset. Thus, it is interesting to note the high performance of the rule-based classifier trained using the NP-GA and using very few parameters.

In order to fit the ROC curves shown in Fig. 11, one must generate decision variable data to be input into the ROC curve fitting software. To accomplish this, the NP-GA returned ROC operating points, and the a priori knowledge of the numbers of true and false observations in the dataset are used to generate mock decision variable data which is input into the ROC software [53]. If the ROC curve returned by the NP-GA has $N$ operating points (including the (0, 0) and (1, 1) points in ROC space), then one has $N-1$ bins of decision variable data to generate where values of the decision variable data are 1, 2, ..., $N-1$. One fills in these bins of data such that if $N$ thresholds are applied between the bins, then the sensitivity and specificity values of the ROC curve are achieved. For example, if one has 100 true and 100 false detections in the dataset and the 4th and 5th adjacent operating points in the ROC curve have sensitivities of 90% and 85%, respectively, then one generates 5 (90% - 85% = 5% of 100) mock true-positive decision variable data with values of 4 (the 4th operating point). If the 6th operating point has a sensitivity of 70%, then one generates 15 (85% - 70% = 15% of 100) mock true-positive decision

---

**TABLE V**

A characterization of the features selected for use in the NP-GA.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Shape</th>
<th>Density</th>
<th>Texture</th>
<th>Spiculation</th>
<th>Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circularity</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGI</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrast</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pixel Variation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Margin Strength</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Margin RGWH FWHM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Margin RGWH Height</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Margin CGWH Height</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
C. Resampling Performance

An evaluation of the performance of the rule-based classifier trained using the NP-GA using different dataset partitions was performed. In this study, the features used in the classifier were fixed (i.e., the features shown in Table V) and the NP-GA was rerun 10 times on each training dataset and then tested on each validation dataset. The average training dataset $A_z$ was $0.87 \pm 0.02$, and the average validation dataset $A_z$ was $0.81 \pm 0.02$. The average ROC curves (obtained by averaging the 10 $a$ and $b$ ROC curve parameters [53]) are shown in Fig. 12.

VI. DISCUSSION

The Bayesian ANN can achieve an $A_z$ of 0.89 in the task of distinguishing between malignant mass lesions and false candidates as was shown in Fig. 9(b). Using more features with the rule-based classifier trained using the NP-GA, we achieved an $A_z$ of 0.80 in the task of distinguishing between malignant mass lesions and false candidates. While it is generally not true that a Bayesian ANN with fewer features will always outperform an
Fig. 12. The average training dataset and validation dataset ROC curves for 10 random partitions of the entire dataset into training and validation datasets. The classification task was to distinguish between actual lesions and false candidates in mammography.

NP-GA trained rule-based classifier, it is true for the classification task discussed in this paper.

It is apparent from Fig. 9 that the Bayesian ANN is not becoming too specific to the training dataset and the results are generalizable to the validation dataset and other independent datasets. However, from Fig. 11, one can see that the NP-GA rule-based classifier is becoming too specific to the training dataset. The NP-GA is designed to produce the best possible ROC curve that the given classifier (a rule-based classifier in this case) can achieve on the given training dataset. Thus the threshold values can become too specific to the training dataset. This causes the NP-GA trained rule-based classifier to perform poorly on the validation dataset. Although not shown in this work, different numbers of features and different subsets of features were applied to the NP-GA training with similar results.

Thus far, we have shown the performance of only the classifier in the task of distinguishing between malignant mass lesions and false candidates. In order to evaluate the overall mass detection method, FROC analysis [54–56] is employed. The Bayesian ANN was chosen as the final classifier with the input features being those selected using the
Fig. 13. The performance of the overall mass detection method in the task of distinguishing between actual lesions and false candidates using the Bayesian ANN with 5 input features as the classifier. forward selection method (Table II). If a candidate lesion was classified by the Bayesian ANN as being a malignant lesion and that candidate lesion overlapped at all with a radiologist's outline of the true lesions, then that lesion was considered to be detected by the mass detection method. We plot our FROC curve using the by-case sensitivity, i.e., a lesion needed only be located by the computer in one image to be considered "detected". Also, if there are more than 5 detections in a single image, then only the 5 detections with the highest ANN output values are used so as to limit the total number of detections in a single image. Figure 13 shows the by-case FROC curve for the mass detection method using the Bayesian ANN as the classifier. Using the Bayesian ANN, we were able to achieve a sensitivity of 75% at 2 false positives per image on the validation dataset.

The performance of the mass detection method characterized in Fig. 13 is affected not only by the pattern classification stage but also by the performance of the initial detection method, the ability of the segmentation algorithm to accurately segment potential abnormalities from surrounding parenchyma given the initial detection information, and the ability of the feature extraction stage to extract useful information for the classifier. Thus, to improve the performance of this mass detection method one can focus their attention on several aspects of the method. First, one could improve upon the initial detection algorithm and design a method that returns fewer false candidates than RGI filtering. One could also extract more useful features from candidate lesion sites or provide extra
features using previous mammograms or different views of the same breast to provide "better" information to the classifier. Finally, one can use larger database sizes and have the Bayesian ANN approximate the ideal observer with more features (i.e., information) used as inputs.

VII. CONCLUSIONS

We designed pattern classifiers to distinguish between malignant mass lesions and false candidates in the computerized detection of mass lesions in mammography using both Bayesian ANNs and the multiobjective training approach. Both methods were found to be practically useful in distinguishing between malignant mass lesions and false detections. However, there is a need for further improvements in the performance of the overall technique if it is to be used in a clinical setting. It has become readily apparent that one must have large databases to properly train the classifiers using as much useful information as possible. With more useful information extracted and larger training databases, the performance of the overall mass detection algorithm is expected to improve.

Pattern classifiers are widely used in many computerized analysis methods for a wide variety of imaging modalities. Therefore, the methods of pattern classification presented here can be applied to different computerized analysis methods. For example, the multiobjective approach has been successfully applied to the computerized detection of microcalcifications in mammograms by Anastasio et al. [57]. Bayesian ANNs have recently been applied to the analysis of trabecular bone patterns for determining the risk of fracture using texture features extracted from conventional radiographs [58], and to the characterization of mass lesions as benign or malignant in small-field digital mammography systems [59].
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Computer-aided diagnosis has the potential of increasing diagnostic accuracy by providing a second reading to radiologists. In many computerized schemes, numerous features can be extracted to describe suspect image regions. A subset of these features is then employed in a data classifier to determine whether the suspect region is abnormal or normal. Different subsets of features will, in general, result in different classification performances. A feature selection method is often used to determine an "optimal" subset of features to use with a particular classifier. A classifier performance measure (such as the area under the receiver operating characteristic curve) must be incorporated into this feature selection process. With limited datasets, however, there is a distribution in the classifier performance measure for a given classifier and subset of features. In this paper, we investigate the variation in the selected subset of "optimal" features as compared with the true optimal subset of features caused by this distribution of classifier performance. We consider examples in which the probability that the optimal subset of features is selected can be analytically computed. We show the dependence of this probability on the dataset sample size, the total number of features from which to select, the number of features selected, and the performance of the true optimal subset. Once a subset of features has been selected, the parameters of the data classifier must be determined. We show that, with limited datasets and/or a large number of features from which to choose, bias is introduced if the classifier parameters are determined using the same data that were employed to select the "optimal" subset of features. © 1999 American Association of Physicists in Medicine. [S0094-2405(99)01010-X]

Key words: feature selection, classification, computer-aided diagnosis

I. INTRODUCTION

Computerized diagnosis schemes have the potential of increasing diagnostic accuracy in radiological imaging.1-4 In computerized schemes, features characterizing suspicious image regions are extracted and input to a data classifier to predict pathology.5-7 Different combinations of features will, in general, yield different classification performances. In addition, relatively few features should be used in order for the classifier to remain robust. Thus, one is faced with the task of selecting a useful and limited subset of features from many available features.

In automated feature selection, a computer algorithm determines the subset of features that will result in the best classification performance. Jain et al.8 review the different types of feature selection methods, which they broadly categorized into deterministic methods such as stepwise feature selection,9 stochastic methods such as genetic algorithm feature selection,7,10,11 and optimal methods that are usually prohibitively time consuming such as an exhaustive search of all possible feature subset combinations. Feature selection is becoming a vital step in many computerized schemes due to the large number of features that can be extracted from suspicious image regions.7,10 Sample sizes, however, are often limited for these studies due to the nature of the problems; for example, abnormal cases are difficult to obtain in many diagnostic procedures.

In this paper, we study the effect of limited sample sizes and large total numbers of features on the ability of a feature selector to select the optimal subset of features. We also study the bias introduced if one uses the same data in selecting features and in determining the parameters of the classifier. Section II contains an introduction to classifier feature selection and introduces the performance measures employed in this work. In Sec. III the difficulty of feature selection with limited datasets is demonstrated using analytical calculations of a simple feature selection problem. Section IV discusses the bias introduced when the same dataset is employed to determine the subset of features and the parameters of the classifier. Finally, Sec. V includes a discussion of the implications of this work to other feature selection methods.

II. BACKGROUND

A. Feature selection and classifiers

A binary classifier takes an observation of feature values and determines whether the observation belongs to either the abnormal class $\pi_a$ or the normal class $\pi_n$. In order to achieve optimal performance, both a set of optimal features and the optimal parameters (structure) of the classifier need to be determined. The $N$ features values corresponding to a particular observation that is to be classified can be expressed by a $N$-dimensional random vector $\mathbf{x}=[x_1, x_2, \ldots, x_N]$ where bold symbols denote random variables. We label the $N$ features making up this random vector...
Distribution of Abnormal and Normal Feature Values

Distribution of Measured Az Values

Fig. 1. When limited data are present, there is randomness associated with the measurement of the performance of a classifier. This randomness can be modeled. From knowledge of the underlying density functions of the data (left graph) and the number of samples in each class, we can estimate the distribution of measured Az values (right graph). The density functions of the data are represented by \( f_a(x|\pi_a) \) for the abnormal class and \( f_o(x|\pi_o) \) for the normal class.

by the set \( \mathcal{F} \). A sample of data called the training dataset, along with its corresponding truth information \((\pi_a, \pi_o)\), is used to determine the parameters of the classifier or to select a set of features. Throughout this paper, we use the notation that there are \( S_a \) abnormal cases and \( S_o \) normal cases in the training dataset where \( S_a + S_o = S \). Often an independent dataset with a total of \( S' = S'_a + S'_o \) samples is employed for testing.

It is well known that determining the parameters of a classifier with many features can be detrimental due to the "curse of dimensionality." It is therefore often necessary to select a subset of features to use for classification. For any given subset of features \( \mathcal{Y} \subseteq \mathcal{F} \), we can define a classifier performance measure \( g(\mathcal{Y}) \) which measures the performance of the subset of features \( \mathcal{Y} \) in the task of distinguishing between the class \( \pi_a \) and the class \( \pi_o \). The task of feature selection, as proposed by Jain et al., is to select a subset of \( n \) features denoted by the set \( \mathcal{Z} \) from the entire set of features \( \mathcal{F} \) such that

\[
g(\mathcal{Z}) = \max_{\mathcal{Y} \subseteq \mathcal{F} \cap \mathcal{Y} = \mathcal{Z}} g(\mathcal{Y})
\]

where \( |\mathcal{Y}| \) is the number of elements in the set \( \mathcal{Y} \). We assume, without loss of generality, that we are trying to maximize the function \( g(\cdot) \). In this work we concern ourselves with the task of selecting the optimal subset of \( n \) features and not with the task of selecting both the optimal subset and the number of features within that subset.

B. Performance measures

Receiver operating characteristic (ROC) analysis\(^\text{12,13}\) is an accepted method for evaluating the performance of classifiers. The area under the maximum likelihood estimate of the ROC curve, \( A_z \), \(^\text{14}\) is commonly used as a single performance measure to characterize the performance of a classifier despite the fact that there are some drawbacks to this or any scalar classifier performance measure.\(^\text{13}\) In this work we investigate the effect of the distribution of \( A_z \) measurements due to finite sample size on the ability to select an optimal subset of features. In theory, however, there will always be a distribution associated with any measure that employs limited data. The results presented in this paper can thus be generalized to different performance measures such as the partial area index\(^\text{15}\) or other traditional performance measures.\(^\text{16}\) Attention is focused on \( A_z \), however, because it is commonly used within the diagnostic community to select features and to characterize the performance of classifiers.

From knowledge of the theoretical \( A_z \) and the numbers of observations in each class \((S_a, S_o)\), we can estimate the distribution of the random variable \( A_z \) of measured \( A_z \) values using a Gaussian centered at the theoretical \( A_z \) with an estimate of the standard deviation given as

\[
\sigma = \sqrt{\frac{1}{S_a S_o} \left( A_z(1-A_z) + (S_a-1) \left( \frac{A_z^2}{2-A_z} - A_z^2 \right) + (S_o-1) \left( \frac{2A_z^2}{2+3A_z} - A_z^2 \right) \right)}.
\]
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Equation (2) was derived by Hanley et al.\textsuperscript{17} using the statistical properties of the Wilcoxon statistic to predict the statistical properties of the area under an ROC curve. Figure 1 illustrates the distribution of \( A \), values for all the simulation studies performed in this paper are below 0.95. We will throughout this paper use the notation that an estimate of the area under the ROC curve is given by an \( A \), and the theoretical true area is given by \( A \).

III. SELECTING A SUBSET OF FEATURES

Let us consider the following ideal situation: We have a total of \( N \) independent features with the first \( r \) features having a theoretical individual \( A \), value of \( A_r^{(1)} \) and the remaining \( N-r \) features having a theoretical individual \( A \), of \( A_r^{(2)} \) where \( A_r^{(1)}>A_r^{(2)} \). Because the features in this situation are independent, we conclude that the random variables denoting the \( N \) measured \( A \), values are also independent with density functions given by \( f_1(A_1) \) for the \( r \) features with a theoretical \( A \), value of \( A_r^{(1)} \) and \( f_2(A_2) \) for the \( N-r \) features with a theoretical \( A \), value of \( A_r^{(2)} \). Similarly, the distribution functions are given by \( F_1(A_1) \) for the \( r \) features with a theoretical \( A \), value of \( A_r^{(1)} \) and \( F_2(A_2) \) for the \( N-r \) features with a theoretical \( A \), value of \( A_r^{(2)} \). Figure 2 illustrates such an example where the error bars represent the standard deviations of the measured \( A \), values of each feature [Eq. (2)].

The task in this situation is to select the \( n \) features (where \( n \leq r \) that have the largest measured \( A \), values. Because, however, the measured \( A \), values have a distribution associated with them, there is a measurable probability that one or more of the "worse" features (those features with a theoretical \( A \), value of \( A_r^{(2)}<A_r^{(1)} \)) will be selected. Using order statistics,\textsuperscript{18,19} we can compute the probability that an optimal subset of features will be selected:

\[
P = \frac{r!}{(n-1)! (r-n)!} \int_0^1 dA \, f_1(A) \left(1 - F_1(A)\right)^{n-1} F_2(A)^{r-n} F_2(A)^{N-r},
\]

where the integration is from 0 to 1 because \( A \), values are bound between 0 and 1. A derivation of Eq. (3) is given in the Appendix. In theory, the probability in the situation where each independent feature has a different theoretical \( A \), value could be computed, but it is computationally impractical.

Figure 3(a) plots the probability of an optimal subset of 4 features being selected as a function of the total number of features to select from \( N \) [see Eqn. (3)]. In this plot the total number of features with theoretical \( A_r^{(1)}=4 \), \( A_r^{(1)} \) was set at 0.70, and \( A_r^{(2)} \) was fixed at 0.60. The sample size \( S \) was also varied from 100 to 1000 where there were equal numbers of abnormal and normal observations, i.e., \( S_a = S_n = S/2 \). As Fig. 3(a) shows, with small sample sizes the probability of selecting an optimal subset of features drops quickly as the total number of features \( N \) increases. Figure 3(b) shows similar plots (\( n=4, r=4 \)) but with higher theoretical \( A \), values, i.e., \( A_r^{(1)}=0.8 \) and \( A_r^{(2)}=0.7 \). The difference in theoretical \( A \), values \( (A_r^{(1)}-A_r^{(2)}) \) is the same in Figs. 3(a) and 3(b), but as these two figures show, the probability of selecting an optimal subset of features depends on the theoretical \( A \), values and not just the difference between the theoretical \( A \),'s of the "good" and "bad" features. In this case, the probability of selecting an optimal subset of features decreases as the theoretical \( A \),'s decrease.

Figure 4 shows a plot analogous to Fig. 3(a), except that there are now a total of 10 features with a theoretical \( A \), value of \( A_r^{(1)} \), i.e., \( r=10 \) instead of 4. The number of features to select, however, is still 4 so we are analyzing the probability that the 4 selected features will be a subset of the 10 actually better features. As Figs. 3 and 4 illustrate, when there are more "good" features in the population of features (\( r=10 \) instead of \( r=4 \)), the probability of selecting an optimal subset tends to increase.

Figures 3 and 4 show the effect of different theoretical \( A \), values on the probability of selecting an optimal subset of features. Figure 5 demonstrates this effect in more detail by fixing the sample size at \( S=100 \) and plotting the probability of selecting an optimal subset for various combinations of \( A_r^{(1)} \) and \( A_r^{(2)} \). As one would expect, when the difference between the "good" and "bad" features is large, it is easier to select an optimal subset than when the difference between the two classes of features is small.
FIG. 3. A plot of the probability of selecting an optimal subset of \( n = 4 \) features from a total of \( N \) features. For (a), there are a total of \( r = 4 \) features with a theoretical \( A_z \) value of \( A_z^{(1)} = 0.7 \) and \( N - r \) features with a theoretical \( A_z \) value of \( A_z^{(2)} = 0.6 \). For (b), there are a total of \( r = 4 \) features with a theoretical \( A_z \) value of \( A_z^{(1)} = 0.8 \) and \( N - r \) features with a theoretical \( A_z \) value of \( A_z^{(2)} = 0.7 \). The probability of selecting an optimal subset of features is also plotted for various sample sizes \( S \). The difference in \( A_z \) values is 0.1 for both (a) and (b) and yet the probability of selecting the optimal subset is higher for (b) than it is for (a). The probability of selecting the optimal subset of features depends on the theoretical \( A_z \) values and not just the difference in \( A_z \) value between the better and worse features.

IV. CLASSIFICATION WITH SELECTED FEATURES

The feature selection method analyzed in the preceding section selects the \( n \) features with the largest measured \( A_z \) values. As illustrated, under certain realistic conditions (small sample sizes and large total numbers of features), it becomes unlikely that this method will select an optimal subset of features. The problems under these conditions, however, are two-fold because it is not only difficult to select an optimal subset (as shown earlier), but data used to classify the features once a subset has been selected will often not be representative of the underlying density functions because feature selection methods, in general, aim to select features with high measured \( A_z \) values. In essence if a poor feature (theoretically poor \( A_z \)) randomly results in a high \( A_z \) value, then that feature is selected for use in the classifier despite the fact that the sample of data for this feature poorly represents its underlying distribution. Thus it is expected that if the same data employed to select the features in this manner is also employed to determine the parameters of the classifier, then bias will be introduced into the classification process because the training data poorly represents the true density of the data.

In order to analyze this bias, we simulated \( N \) features using Gaussian distributions, \( n \) of which had theoretical \( A_z \) values of \( A_z^{(1)} = 0.68 \), and \( N - n \) of which had a theoretical \( A_z^{(2)} = 0.5 \). The probability of selecting an optimal subset of features is plotted at various combinations of \( A_z^{(1)} \) and \( A_z^{(2)} \).
A total of \( r = 4 \) Gaussian features were simulated with a theoretical \( A_r \) value of \( A_r^{(1)} = 0.68 \) and \( N - r \) Gaussian features were simulated with a theoretical \( A_r \) value of \( A_r^{(2)} = 0.6 \). Features were sampled 100 different times and the top \( n = 4 \) features were selected based on the measured \( A_r \) values of the individual features. The selected features were then merged using linear discriminants and the training dataset and testing dataset \( A_r \) values were computed. The thin solid line at an \( A_r \) of 0.818 is the theoretical true \( A_r \) if the 4 independent Gaussian (\( A_r = 0.68 \)) features are merged using linear discriminants. The curves above the theoretical line are the average training dataset \( A_r \) values and the curves below the theoretical line are the average testing dataset \( A_r \) values. The same data used to select the features was employed in determining the parameters of the linear discriminants. A substantial amount of bias is introduced if one has small sample sizes and a large total number of features from which to select.

A feature was selected using a method that employs the performance of the individual features. The top \( n = 4 \) features were selected based on the measured \( A_r \) values of the individual features. The selected features were then merged using linear discriminants and the training dataset and testing dataset \( A_r \) values were computed. The thin solid line at an \( A_r \) of 0.818 is the theoretical true \( A_r \) if the 4 independent Gaussian (\( A_r = 0.68 \)) features are merged using linear discriminants. The curves above the theoretical line are the average training dataset \( A_r \) values and the curves below the theoretical line are the average testing dataset \( A_r \) values. The same data used to select the features was employed in determining the parameters of the linear discriminants. A substantial amount of bias is introduced if one has small sample sizes and a large total number of features from which to select.

V. DISCUSSION

In this paper we have only dealt with a feature selection methodology that employs the performances of the individual features. The classifier is used to determine the parameters of the linear discriminant that merges the \( n \) features. We also tested the classifier on an independent dataset of 1000 samples. This process was repeated 100 times for each combination of parameters to obtain an average training dataset \( A_r \) and testing dataset \( A_r \) value for the classifier. Figure 6 shows a plot, for various total numbers of features \( N \), of the average training and testing dataset \( A_r \) values as a function of the sample size \( S \). The thin solid line in Fig. 6 is the theoretical true \( A_r \) value of 4 independent Gaussian features with equal variances and individual \( A_r \) values of 0.68, merged using linear discriminants. The curves above the theoretical line are the average training dataset \( A_r \) values, and the curves below the theoretical line are the average testing dataset \( A_r \) values. As this figure shows, bias is introduced when the same data are used to select and merge features. The bias is enhanced in situations where there is little data and a large total number of features \( N \); this is the same condition in which it is the most difficult to select an optimal subset of features (see Figs. 3–5). Hence, a suboptimal subset of features is most likely selected and bias is introduced because we are employing the same dataset to select features and determine the parameters of the classifier.

To further demonstrate this, Fig. 7 plots a normalized histogram of the features that were actually selected over many trials when there were a total of 30 features \( (N = 30) \) from which to select using sample sizes of 80 [Fig. 7(a)] and 200 [Fig. 7(b)]. The first four actually best features are more likely to be selected than any one of the remaining features, but the probability of selecting all four best features is nevertheless small. With a larger sample size the difference in the probability of selecting one of the best features versus one of the worse features is enhanced.

![Normalized histograms of the features actually selected](image)
vidual features to select the subset to be merged using a classifier. In this situation there are a total of $N$ measured $A_z$ values to analyze. Many other feature selection algorithms such as stepwise feature selection and genetic algorithm feature selection\textsuperscript{10,11} measure the performance of combinations of features instead of individual features. In these types of algorithms instead of having a total of $N$ measurements, there is a total of $N!/(n!(N-n)!)$ possible measurements. This situation is possibly even more problematic and more possible measurements.

There are a total of $N$ possible measurements, and it is unlikely that one will select an optimal subset of features. Because we have restricted our attention to the simpler case of independent features here it provides a basis for analyzing the difficulty in selecting features and merging the selected features.

We have used and merged only independent features. More information is gained when two independent features are merged instead of two correlated features. It should be noted that the optimal classifier for $n$ independent Gaussian distributed features with equal variances is a linear discriminant, which provides justification for the method we have chosen to merge our simulated features. In general, feature selection methods that measure the performances of combinations of features must take into account correlations among the features. If the features in a similar study were correlated, then a feature selection methodology which employs the performances of the individual features would clearly be suboptimal. We have restricted our attention to the simpler case of independent features here because it provides a basis for analyzing the difficulty in selecting features and merging the selected features.

We have chosen the area under the maximum likelihood estimate of the ROC curve, $A_z$,\textsuperscript{14} as our performance measure in selecting the subset of features. Because we have limited data, there is a distribution associated with the measured $A_z$ values, and we have studied the difficulty in selecting and merging features using $A_z$ as the selection criterion; in practice, there are always problems in representing the performance of classifiers by a single scalar measure.\textsuperscript{20} In these simulation studies our features had equal variances. Under this condition there is theoretically no ambiguity in comparing $A_z$ values only, because the population ROC curves will never cross if they have unequal $A_z$ values.\textsuperscript{12,13}

In practice, however, one could run into difficulty when using $A_z$ as a performance measure because two very different ROC curves could have equal $A_z$ values. Any scalar performance measure, however, is going to have a distribution associated with it due to limited data and is going to have difficulty with respect to the ambiguity associated with representing the performance of a classifier by a scalar quantity and, hence, the results presented in this paper can be extended, in general, to different classifier performance measures. Equation (3) is a general equation, and similar equations could be derived for different performance measures but with different limits of integration and density functions. The datasets employed in this study had equal numbers of abnormal and normal cases, i.e., $S_a = S_n$. One can study the effect of unequal abnormal and normal cases by noting that only the variance in the measured $A_z$ value changes [see Eq. (2)].

### VI. CONCLUSIONS

We have shown that when one has small sample sizes and a large total number of features from which to select, the probability of selecting an optimal or even near-optimal subset of features is small. As the sample size increases and the total number of features decreases, the probability of selecting an optimal subset approaches 1. The difficulties of feature selection, however, are twofold because bias is also introduced if one selects features and determines the parameters of a classifier using the same dataset. This bias is caused by the fact that one is preferentially selecting features that misrepresent their underlying density functions. The bias is greater when one has small sample sizes and a large total number of features, the same situation in which it is unlikely that one will select an optimal subset of features.

The results in this work have dealt with a fairly simple and ideal situation of independent features that, in the limit as the number of samples goes to infinity, are optimally merged using linear discriminants. In practice, the difficulties of features selection are, in fact, more troublesome than presented here. The results presented can be extended to performance measures other than $A_z$ and inferences can be made about other feature selection methods that combine features instead of measuring their individual performances.

### APPENDIX

Assume $N$ independent observations $x_i$ with a joint density function $f_1(x_1)f_2(x_2)\cdots f_N(x_N)$ and joint distribution function $F_1(x_1)F_2(x_2)\cdots F_N(x_N)$. Define the set of all observations as $S = \{1, 2, \ldots, N\}$ and let $S$ be partitioned into two subsets $B$ and $W$. We will now focus attention on one element of the partition $B$, which will be labeled $x_b$. The probability (i) that $x_b$ falls between $x$ and $x + dx$ is $f_b(x)dx$, (ii) that all remaining observations in $B$ are larger than $x$ is $\prod_{i \in B \setminus \{b\}} (1 - F_b(x_i))$, and (iii) all observations in $W$ are less than $x$ is $\prod_{i \in W} F_b(x_i)$. The probability that (i), (ii), and (iii) all occur simultaneously is

$$f_b(x)dx \prod_{i \in W} F_b(x_i) \prod_{i \in B \setminus \{b\}} (1 - F_b(x_i)). \quad (A1)$$

Integrating the above expression over all $x$ arrives at the total probability that the observations in $W$ are less than observation $x_b$ which is less than all other observations in $B$. By summing over all of the elements in $B$, one arrives at the probability that all of the observations in $B$ are larger than all of the observations in $W$, i.e.,

$$P(x_{(B)} > x_{(W)}) = \sum_{b \in B} \left[ \int f_b(x) \right. \times \left. \prod_{i \in W} F_b(x_i) \prod_{i \in B \setminus \{b\}} (1 - F_b(x_i)) \right]. \quad (A2)$$

If the $n$ observations of $B$ are sampled from the same density function $f_1(x)$, $r - n$ of the observations in $W$ are also sampled from $f_1(x)$, and the remaining $N - r$ observations have common density $f_2(x)$, then Eq. (A2) simplifies to
There are, however, a total of \( \frac{n!}{r!(n-r)!} \) possible subsets that contain \( n \) observations with density \( f_1(x) \). Multiplying Eq. (A3) by this fraction, we arrive at the probability that the \( n \) largest observations all come from the density function \( f_1(x) \),

\[
P(X_B > X_W) = \frac{1}{n} \int dx f_1(x) \times F_1(x)^{r-1} F_2(x)^{n-r} (1 - F_1(x))^{n-r-1}. \tag{A4}
\]

If our observations \( x \) are measured as \( x \) values, then the above expression becomes Eq. (3).
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