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Introduction

Mammography is the most sensitive procedure for detecting breast cancer. Unfortunately, as currently practiced, the positive predictive value (PPV) is low. While between 0.5 - 2.0% of all mammographic exams result in biopsy, only between 70% and 90% of women who undergo biopsy for mammographically suspicious non-palpable lesions have no malignancy[1] Each year this amounts to several hundreds of thousands of biopsies performed on benign lesions. Women who undergoing biopsy for a benign finding are unnecessarily subjected to the discomfort, expense, potential complications, change in cosmetic appearance, and anxiety that can accompany breast biopsy[1-4]. The cost of these procedures is between $3000 and $5000 per biopsy and is significant in the present political and economic effort to reduce expenditures. In clinical practice, mammography reporting systems are typically implemented as a data entry form into a relational data base. The system that we describe in this report can be easily integrated into the mammographers’ work-flow since it is also based on a relational database structure. The clinician interprets the mammogram, records the findings using a standard reporting lexicon (BI-RADS™), and enters these findings into the database. All of this is currently the standard procedure. The database is searched for similar cases and the fraction of those similar cases that were malignant is returned. In practice, a threshold is applied to the fraction and if the fraction is above the threshold, the computer aid would recommend biopsy. The woman’s health care team can then include this recommendation in the medical decision for
biopsy. The long term hope is that this computer aided approach may significantly improve the delivery of health care to these women.

The focus of this project has been to gather data from multiple sites in order to verify and whether the artificial neural network computer aid to the diagnosis of breast cancer can be translated between locations. While the system has proven to be robust and could in principle be trained for every application location, much facility could be gained if we could demonstrate that a single System could be developed and deployed nationally. This deployment would facilitate transferring the expertise currently present in only a few tertiary care centers to the public at large and to smaller and more rural settings and thus improve access for under-served populations.

Progress

Progress is demonstrated through the 35 publications supported in part by this grant.

The publications included 10 peer-reviewed journals, 15 manuscripts in conference proceedings, and 10 conference.
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Methods

To assess how the proposed systems might perform in different health care delivery settings, we have acquired a mammographic feature set along with biopsy outcomes from five different institutions: 1500 cases from Duke University, 342 cases from University of North Carolina, 73 cases from University of Maryland, 1000 cases from University of Pennsylvania, and 492 cases from Sloan-Kettering Cancer Center. These amount to 3407 cases for testing and training and evaluating the artificial intelligence computer aids. During the research performed under this application we have discovered several important things about database research. First and foremost, quality data for these cases are difficult to obtain. While there are a number of investigators who would be able to provide the mammographic data alone, the need for patient demographic data dramatically increases the amount of research effort required to obtain the data that we need. Several of our original collaborators found that they were unable to support the research effort required with the funds that were provided to us for this task. Our initial estimates of the financial cost of providing and acquiring these cases was an underestimate. This is due in part to the rapid evolution of economic restructuring in major research medical centers over the last five years. While the overall result of this restructuring on the medical health care economic situation has been positive, the impact on research has been very negative. The very simple explanation is that hospitals are no longer able to provide a level of infrastructure supporting previously afforded to research activities. The impact of this on this research project is that the acquisition of cases, so critical to this project, has more expensive than anticipated.
At our own institution, Duke University, we have established an accurate and efficient procedure for obtaining the mammographic data, the pathological data, and the demographic data. It is unfortunate that the integrated medical radiological information system that was scheduled to go on line within the first year has yet to be realized. Nonetheless, and through diligent application of old-fashioned data acquisition using paper forms and hand verification, we have acquired over 1500 cases that have been verified extensively. A preliminary evaluation of the similarities and differences between the data sets acquired at the three medical institutions is presented here.

Over the last year we have performed several comparisons of a neural network and other classification systems on these data sets. Software has been developed to facilitate the rapid organization and comparison of multiple data sets and to facilitate the arrangement of these data sets into training, testing, and evaluation sets. In an earlier progress report, we demonstrated that the distributions of mammographic findings do not adhere to a normal distribution pattern. Particularly, this is true given the relatively small number of cases in any one finding such as masses with a micro-lobulated margin. Accepting this reality, there are few statistical tests that are appropriate to apply when trying to describe the similarities and differences between the distributions of findings. One technique that is rigorous and at the same time intuitively appealing, is that of case matching. With this technique we set definitions of similarity and then search for cases that are similar between the two data sets given these definitions. The definitions may be strict or maybe lax and the failure or success of the similarity matching under these different criteria can form the basis for describing the similarity of the two data sets. This is in fact an implementation of the artificial intelligence classification technique known as cases based reasoning and serves as the backbone of one of our most successful CAD systems.
We implemented a case based reasoning formalism using the Microsoft ACCESS database language. In fact, after implementing the system as a technique for comparing the databases, we found that it did in itself make a very good classifier. It is in this form that we have implemented the case based reasoning and applied it to the task of determining similarity or difference between the study databases. Below we present results of this evaluation of these data sets using the case based reasoning system under a reasonably lax matching criteria. The overall strategy was to consider cases from Duke University as one set and cases from the University of Pennsylvania as an distinct set.

The case based reasoning algorithm is very simple and intuitive. Case based reasoning is a computer implementation of the question "of all the cases in one data set, how many match a particular selected case from another data set." To investigate this question, the two data sets are structured as tables in a database and sequel query language is employed to perform the matching and scoring. Matching rules are implemented as numerical and logical conditions for the query calls. The results set from this query is a list of all cases in the reference database that matched the single case selected from the test data set. A malignancy ratio is formed as the ratio of all cases in the match list which were malignant at biopsy/the total number of cases that matched. This process is repeated for each case in the test data set. The malignancy ratio is taken as a decision variable and the ROC performance is evaluated. An evaluation of the similarity of the two data sets may be obtained by switching the roles of the data sets in this process. The data set that was initially used as the reference data set is now used as the test data set while the data set which was originally used as the test set is now used as the reference.
Comparison of the two ROC results forms a functionally useful test for similarity. The goal of this evaluation was into determined if, as used in the computer aided prediction models, the two data sets were equivalent.

Results

The ROC plot shown in Fig. 1, demonstrates the performance for predicting the outcome of biopsy when the Duke data set is used as the testing set. Results for two different reference databases are plotted. The solid line shows the results when the Duke data set is used as the reference database while the dashed line shows the performance when the Penn data set is used as the reference database. While there is almost no difference in the area under the two curves, the model that used the Duke data set as the reference database has higher performance in the region of high sensitivity which is where the system would operate in a clinical application.

The ROC plot shown in Fig. 2, demonstrates the performance for predicting the outcome of biopsy when the Penn data set is used as the testing set. Results for the two different reference databases again are plotted. The solid line shows the results when the Duke data set is used as the reference database while the dashed line shows the performance when the Penn data set is used as the reference database. The model using the Duke reference database shows higher performance for sensitivities between 80 and 90%, but each reference database provides equally good performance for sensitivities from 90% to 100%.

Both the Duke and Penn data have been explored using an ANN model. For comparison, the performances of the ANN and both CBR models are shown in Fig. 3 when predicting the outcomes for the Duke data set. The solid line shows the results for CBR when the Duke data set is used as the reference database while the dashed line shows the performance when the Penn
data set is used as the reference database. The dotted line shows the performance of the ANN for comparison. Of the three predictive models, CBR using the Duke reference database shows the highest performance for sensitivities between 98 and 100%, although the difference is very small and is not statistically significant. For sensitivities between 98% and 75%, the ANN provides higher performance than either of the CBR models.

The matrix in Table 1 shows the predictive performance as an ROC area for all combinations of the Duke, Penn, and the combined (noted as “Both”) data sets. Each testing data set is specified by a column with the name listed in the first row. Each reference database is specified by a row with the name listed in the first column. The corresponding ROC area is located at the intersection. There is essentially no difference in the performance for predicting the outcomes in any of the three data sets regardless of which is used as the reference.

Table 2 presents a comparison of several measures of the predictive performance for both the Duke and Penn testing data sets using both the CBR and the ANN models. Here, the ROC area is compared with the specificity at 98% sensitivity. In addition, the performance is presented for this threshold setting that produces 98% sensitivity as the number of benign biopsies that could have been spared along with the number of malignancies that would have been missed.

Conclusion

From the study just described we can conclude that the data sets from the University of Pennsylvania and from Duke University are equivalent in terms of similarity in the distributions of BIRADS findings and their relationship to the likelihood of malignancy. While not quantitatively analyzed, it seems intuitively obvious that there could have been differences between the patient populations from these data sets. With the set from U of Penn (Philadelphia) representing an urban population and that from Duke (Durham) representing a more rural
population. That these differences were not seen in the experiments suggests that this aspect of patient population may not be a factor. Particularly, the similarity between U of Penn and Duke would suggest that the predictive model described here is relatively insensitive to the differences in these patient populations. These results are supportive of the conclusion that a separate predictive model for each intended local may not be required.

In conclusion, 3407 cases were acquired from 5 institutions geographically distributed along the east coast. A preliminary evaluation was performed to examine the similarity of two of the data sets and the impact of any differences on the performance of a case-based reasoning system for the prediction of biopsy outcomes from mammographic findings reported using the BIRADStm lexicon. The result indicate that while there are differences in the distribution of findings and their relationship to the likelihood of malignancy as predicted using the CBR model, the CBR is robust enough to that its predictive power is minimally affected by these variations. Analysis of these data will continue and will be submitted for publication in 2001.
Figure 1. The ROC plot of the predictive model performance for predicting the outcome of biopsy when the Duke data set is used as the testing set. The solid line shows the results when the Duke data set is used as the reference database while the dashed line shows the performance when the Penn data set is used as the reference database. The Duke reference database shows higher performance in the region of high sensitivity.
Figure 2. The ROC plot of the performance for predicting the outcome of biopsy when the Penn data set is used as the testing set. The solid line shows the results when the Duke data set is used as the reference database while the dashed line shows the performance when the Penn data set is used as the reference database. The Duke reference database shows higher performance for sensitivities between 80 and 90%, but each reference database provides equally good performance for sensitivities from 90% to 100%.
Figure 3. The ROC plot of the performance for predicting the outcome of biopsy when the Duke data set is used as the testing set. The solid line shows the results for case-based reasoning when the Duke data set is used as the reference database while the dashed line shows the performance when the Penn data set is used as the reference database. The dotted line shows the performance of an artificial neural network for comparison. Of the three predictive models, case-based reasoning model using the Duke reference database shows the highest performance for sensitivities between 98 and 100%, although the difference is very small and is not statistically significant. For sensitivities between 98% and 75%, the artificial neural network provides higher performance than either of the case-based reasoning models.
Table 1. The matrix in Table 1 shows the predictive performance as an ROC area for all combinations of the Duke, Penn, and the combined (noted as “Both”) data sets. Each testing data set is specified by a column with the name listed in the first row. Each reference database is specified by a row with the name listed in the first column. The corresponding ROC area is located at the intersection. There is essentially no difference in the performance for predicting the outcomes in any of the three data sets regardless of which is used as the reference.
### Table 2. A comparison of several measures of the predictive performance for both the Duke and Penn testing data sets using both the CBR and the ANN models. (CBR=case-based reasoning, ANN=artificial neural network)

<table>
<thead>
<tr>
<th>Testing Data - Model</th>
<th>ROC area</th>
<th>Specificity at 98% Sensitivity</th>
<th>Benign: Spared/Total</th>
<th>Malignant: Missed/Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duke-CBR</td>
<td>0.83</td>
<td>0.41</td>
<td>134/326</td>
<td>3/174</td>
</tr>
<tr>
<td>Penn-CBR</td>
<td>0.80</td>
<td>0.17</td>
<td>103/603</td>
<td>7/394</td>
</tr>
<tr>
<td>Duke-Ann</td>
<td>0.86</td>
<td>0.42</td>
<td>136/326</td>
<td>3/174</td>
</tr>
<tr>
<td>Penn -Ann</td>
<td>0.82</td>
<td>0.15</td>
<td>90/603</td>
<td>7/394</td>
</tr>
</tbody>
</table>

Comparison of performance of CBR with ANN
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