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Multiple Discrete-Energy Ion Features in the Inner Magnetosphere: Observations and Simulations

Xinlin Li, D. N. Baker, M. Temerin, W. K. Peterson, and J. F. Fennell

Recent measurements from the ion composition sensors (Cammice/MICS and TIMAS) on the Polar satellite often show multiple discrete-energy peaks in ion-energy spectra, which are seen as multiple bands in energy-time plots. The most striking feature is that these multiple bands occur over a large range of L (L=3-8) and energy (a few keV to hundreds of keV) independent of the mass of the ions. These events are more likely to be observed during quiet times following substorm activity. Using an event observed on Feb. 9, 1998 we interpret the observed ion bands as the result of a time-of-flight effect of the particle’s drift around the Earth. We demonstrate by test-particle simulations that these multiple bands across a large range of L and energy are ion drift echoes that can be injected into the inner magnetosphere from the plasmasheet by a single earthward propagating time-varying field associated with substorm dipolarization. The existence of ion drift echoes even after only moderate substorm activity shows that localized time-varying electric and magnetic fields such as modeled here can and do penetrate deep into the inner magnetosphere.
Abstract. Recent measurements from the ion composition sensors (CMMMICE/MICS and TIMAS) on the Polar satellite often show multiple discrete-energy peaks in ion-energy spectra, which are seen as multiple bands in energy-time plots. The most striking feature is that these multiple bands occur over a large range of L (L=3-8) and energy (a few keV to hundreds of keV) independent of the mass of the ions. These events are more likely to be observed during quiet times following substorm activity. Using an event observed on Feb. 9, 1998 we interpret the observed ion bands as the result of a time-of-flight effect of the particle’s drift around the Earth. We demonstrate by test-particle simulations that these multiple bands across a large range of L and energy are ion drift echoes that can be injected into the inner magnetosphere from the plasmasheet by a single earthward propagating time-varying field associated with substorm dipolarization. The existence of ion drift echoes even after only moderate substorm activity shows that localized time-varying electric and magnetic fields such as modeled here can and do penetrate deep into the inner magnetosphere.

Introduction

Energetic particle injection into the inner magnetosphere is an intrinsic process of magnetospheric substorms [McIlwain, 1974; Ejiri et al., 1980; Moore et al., 1981; Mauk and Meng, 1987; Birn et al., 1997]. Here, we focus on a particular feature of energetic ions (a few keV to hundreds of keV) in the inner magnetosphere, namely, multiple discrete-energy bands. Such features have long been observed at geosynchronous orbit [e.g., Mauk and Meng, 1983; Grande et al., 1992] and are likely a consequence of drift echoes of different energy ions [Grande et al., 1992]. However, recent measurements from the ion composition sensors on the Polar satellite often show such multiple peaks in energy spectra over a large range of L (L=3-8) and energy (a few keV to hundreds of keV) independent of the mass and charge of the ions. These events are more likely to be observed during quiet times following substorm activity based on about 16 months of Polar data taken from Nov. 1996 through April 1998 [Fennell et al., 1998].

Observations

The Polar satellite was launched in Feb. 1996 with an inclination of 86°, an apogee of 9RE, and a perigee of 1.8RE. It traverses the inner magnetosphere twice per orbit (17.5 hours). Fig. 1 shows spectrograms obtained from two ion composition sensors on Polar, the MICS sensor of the Charge and Mass Magnetospheric Ion Composition Experiment (CMMMICE) [Wilken et al., 1992] and the Toroidal Imaging Mass-Angle Spectrographs (TIMAS) [Shelley et al., 1995]. The first three panels display color-coded differential fluxes of different ion species as energy vs. time from CMMMICE/MICS, the 4th panel displays the total-ion pitch angle distribution for the energy range of 6-80 keV. The last two panels display color-coded differential fluxes of different ions from TIMAS. Note:

(1)The multiple-band features (multiple maxima and minima in the flux) are evident across a wide range of L and energy independent of the mass of the ions. Though expected, it is nice to see that in the energy overlap region, 1 keV-30 keV, MICS and TIMAS sensors show the same result. The energy spectrum for ions with energy greater than 10 keV in the magnetosphere can usually be described as a kappa-like or a power law distribution. Obviously these multiple-band features cannot be described by any such monotonic energy spectrum.

(2)The pitch angle distribution as shown in 4th panel is almost gyrotrropic as is evident from the symmetry between 0°-180° and 180°-360° fluxes and relatively isotropic except for a loss cone feature and a slight peak at 90° through out the inner magnetosphere traverse.

(3)The magnetosphere was very quiet for many hours prior to the interval shown in Fig. 1 and there was no sign of magnetic storm activity for the previous five days (Dst remained above -23nT). Kp was below 3 and AE remained below 50 nT for longer than six hours prior to the observation [Website of Kyoto University, Japan].

The above event on Feb. 9, 1998 and other similar events such as on Sept. 3, 1997, which also occurred during a quiet time following a substorm, have been discussed [Fennell et al., 1998; Peterson et al., 1998] but have not been interpreted in terms of particle drift echoes. Here for the first time, we interpret this feature as a result of time-of-flight effects on an ion’s drift around the Earth, and also for the first time demonstrate by test-particle simulations that these multiple bands, spanning a large range of L and energy, are ion drift echoes that can be caused by a single injection that is the result of a single fluctuation in the electric and magnetic fields.

Model

Our field model is identical to that used to simulate dispersionless injections (particles with different energies that enhance simultaneously) and subsequent drift echoes of energetic electrons and protons observed at geosynchronous orbit [Li et al., 1998, 1999]. This model was modified from one originally developed to model the sudden compression of the magnetosphere by a strong interplanetary shock [Li et al., 1993].
Figure 1. POLAR/CAMMICE/MICS and TIMAS measurements for 1000-1400 UT on February 9, 1998.

The modeled time-varying fields can be associated with a dipolarization, during which the northward magnetic field in the magnetic equatorial plane increases due to a temporally and spatially varying westward-pointing electric field. The modeled perturbed fields propagate earthward from the magnetotail. The electric field is a time-dependent Gaussian pulse with a purely azimuthal electric field component with a half-width of 3.48 RE propagating radially inward at a constant velocity of 100 km/s. The modeled electric field decreases away from midnight with a maximum amplitude of 4 mV/m at midnight and 0.5 mV/m at dawn and dusk, and is partially reflected at the plasmapause, which is assumed at 3.5 RE. The time-varying magnetic field is determined from Faraday's law. The variation occurs first at local midnight and subsequently at other longitudes.

We superimposed this time-varying field on the background magnetic field, which is asymmetric. At geosynchronous orbit, e.g., it has a magnetic field strength of 105 nT at local noon, 75 nT at midnight, and 90 nT at dawn and dusk, which is comparable to average magnetic field measurements [Li et al., 1998]. Our field model implicitly contains many of the effects often mentioned in the description of substorm onsets, as discussed in [Li et al., 1998].

We followed protons using a guiding center approximation, for \( v_{||} = 0 \), [Northrop, 1963]

\[
W = q\mathbf{R}_\perp \cdot \mathbf{E}_w + \frac{M_r}{\gamma} \frac{\partial \mathbf{B}}{\partial t},
\]

(1)

\[
\mathbf{R}_\perp = \frac{\mathbf{\hat{E}}_w}{\mathbf{B}} \times \left( -c \mathbf{E}_w + \frac{M_r c}{\gamma q} \nabla \mathbf{B} \right),
\]

(2)

where \( \mathbf{R}_\perp \) describes the guiding center motion perpendicular to the instantaneous magnetic field \( \mathbf{B} = \mathbf{B}_E + \mathbf{B}_w \), \( \mathbf{E}_w = \mathbf{B}/B \) is a unit vector along \( \mathbf{B} \), \( \gamma = (W + m_0 c^2)/m_0 c^2 \) is the relativistic energy factor, \( W \) is the particle's kinetic energy, \( M_r = p_\perp^2/2m_0 B \) is the relativistic adiabatic invariant and \( p_\perp \) is the particle's perpendicular momentum.

We followed 567,648 protons in the combined pulse and background fields. The protons were initially distributed in the equatorial plane at distances from \( r=3.5-18 \) RE in increments of 0.1 RE, in azimuth every 5°, and at energies between 0.5 and 203 keV in increments of 1.12%. All pro-

Figure 2. (a) Top panel is a line plot for selected energy channels as labeled. The bottom panel is an energy spectrum plot of the same simulation but with many more energy channels. The virtual s/c stays at 6 RE at local midnight. (b) same as (a) except the virtual s/c moves from 3.5 RE to 9.5 RE at a constant speed, \( V_s/c=0.01 \) RE/min.
tons had 90° pitch angles. In the post-processing stage each proton was given a weight which depended on the assumed initial distribution in energy and radial distance [Li et al., 1993]. The initial energy distribution was a kappa distribution [Vasyliunas, 1968] with \( \kappa = 3 \) and \( E_0 = 2.5 \text{ keV} \). These parameters are typical for a moderately active plasma sheet [Christon et al., 1991]. The initial radial dependence, \( f \), was given by

\[
 f = \left( \frac{r_0 - a_0}{r_0^{n_1}} \right)^{n_1} \left( \frac{a_{od} - a_0}{a_{od}^{n_1}} \right)^{n_1},
\]

where \( r_0 \) is the initial radial distance of the particle, and \( a_0 = 3.3, n_1 = 5, m_1 = 12, a_{od} = 6 \). Thus, given an initial proton distribution, we can obtain proton fluxes and distributions at any location and time and can compare the simulation results with the observations. The fluxes were summed over \( \pm 1 \text{RE} \) with a time resolution of 5 minutes. There are no new injections and no loss in the simulation.

**Results**

Figure 2a shows an example of our simulation results at \( r=6 \text{RE} \) at midnight. The top panel shows differential fluxes of protons for selected energy channels as labeled. The bottom panel is an energy spectrogram plot of the same simulation but with all > 10 keV TIMAS channels, which measure up to 33 keV/q, and with extrapolated higher energy channels. The TIMAS instrument response has been incorporated in the spectral plot and extrapolated to higher energies. The satellite first measures an almost simultaneous enhancement of protons of all energies because the dipolarization starts at midnight. The dipolarization starts far from Earth (> 18 \text{RE}) and transports particles earthward. The physical processes involved in dispersionless injection have been discussed in Li et al. [1998]. From the line plot (top panel) and equation (2), it is evident that injected particles drift around the Earth because of the gradient of the magnetic field. Since energetic protons drift faster, they can overlap lower energy protons and for a given time can have higher fluxes: this is simply a time-of-flight effect. The multiple bands are evident when the energy spectrum (bottom panel) is plotted as color-coded flux level. It should be noted that the clump-like features in the energy spectrum plot (upper end) are simply due to poor statistics in the simulation.

Figure 2b shows the result if the virtual satellite at midnight moves from \( 3.5 \text{RE} \) to \( 9.5 \text{RE} \) at a constant speed, demonstrating that the multiple bands can exist for a wide range of radial distance and time.

Figures 3a and 3b show the same simulation but with the virtual satellite at noon moving from \( 3.5 \text{RE} \) to \( 9.5 \text{RE} \) and vice versa. Since the satellite is far away from the injection site (midnight), it measures a dispersed injection, more energetic particles reach the satellite first because they drift faster. The most energetic protons drift around the Earth a few times before the injected low energy protons reach the satellite.

**Discussions**

**Observations and Simulations**

Since we consider only equatorially mirroring particles and our virtual satellites stays in the equatorial plane, we do not attempt to actually reproduce the observation shown in Fig. 1. Furthermore our model does not include the convection and corotation electric fields. However, the simulation results demonstrate that multiple discrete energy ion features can be a manifestation of drift echoes of suddenly injected particles. The following points help to show the association of the simulation results with actual observations.

**Simple model and variety of structures**

Simulation results presented here are from only one set of model
parameters. All the differences shown in Figs. 2 and 3 are due to the location and motion of the virtual satellite. This shows that different satellite traversing the inner magnetosphere can measure different ion features depending on the relative timing and location of the satellite with respect to the particle injection. For example, the equatorial crossing in Fig. 1 (around 11:30 UT) would more likely correspond to >400 minutes in the simulation time, as shown in Figs. 2b and 3a. Of course, different injections can have different temporal profiles and operate on different initial radial particle profiles, giving rise to different observations for similar satellite orbits.

**Pitch angle distribution** As shown in Fig. 1, the measured pitch angle distribution is slightly 'pancake'-like (slightly peaked at 90°). So even though our simulation is restricted to the magnetic equatorial plane, the simulated particles represent a significant part of the real particle distribution.

**Quiet time convection electric field and corotation electric fields** To date, the reported multiple discrete energy ion features [Fennell et al., 1998; Peterson et al., 1998] from Polar observations have been during quiet times following substorm activity. Our model field is definitely 'quiet' after the injection because our background field is time-independent. If the magnetic field were continuously perturbed, drift echoes would be hard to maintain and also newly injected particles (involving adiabatic processes) would be superimposed on previously injected particles and would make the drift echoes less distinct.

During quiet times, the convection electric field is relatively weak, on the order of 0.1 mV/m, and less variable. In addition, it is a potential field so that once a particle completes its drift around the Earth, the effect from the convection electric field is basically cancelled out. Both the convection and corotation electric field apply equally to all energy particles and including them should not change the main results of the simulation. However these fields will make some low energy particles stagnate or drift very slowly, so the simulated results as shown in Figs. 2 and 3 at low energies will be significantly different.

**Ion Composition** Figure 1 shows that the multiple band features are basically the same for different mass. Our simulation is based on the guiding center equations (1) and (2), both equations are almost mass-independent. This is consistent with the observations.

**Penetrating Electric Field** Ions with energies of a few keV up to ~20 keV are usually on open drift paths because of the global convection electric field. Depending on the strength of the convection electric field and its penetration depth into the inner magnetosphere, at a critical energy (between a few keV and 20 keV), the ions drift very slowly around the morning side instead of the evening side. Ions with energies below that critical energy would follow the convection path to the dayside magnetopause. However, during these multiple-band events, these energy ions are trapped, because they are injected deep enough into the inner magnetosphere by a deeply penetrating time-varying electric field associated with a substorm onset. During quiet times, according to the conventional convection electric field model, the electric field is shielded from the inner magnetosphere [Maynard and Chen, 1975]. The existence of ion drift echoes even after only moderate substorm activity shows that localized time-varying electric and magnetic fields such as modeled here can and do penetrate deep into the inner magnetosphere.
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