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ABSTRACT

The thesis surveys current software tools to design satellites and develops an integrated
spreadsheet-based tool for preliminary spacecraft design. First, several existing and future design
tools - both commercially available and company proprietary - are discussed and evaluated.
Second, a spreadsheet-based design tool which is generally applicable to any earth-orbiting
satellite is developed. Preliminary design of all satellite subsystems is performed on separate
sheets of the Excel workbook. Based on user-entered orbital data, propellant and mass budgets
are also calculated. The design technique and spreadsheet implementation is presented along

with the underlying “first principles” theory and equations.




DISCLAIMER

The views, opinions, and judgments expressed about the integréted design tools
evaluated in the industry survey are solely those of the author and do not reflect the official
policy or position of the Naval Postgraduate School, the United States Air Force, the Department
of Defense, or the United States Government.

The reader is cautioned that the spacecraft integrated preliminary design tool developed
in this thesis may not have been exercised for all cases of interest. While every effort has been
made, within the time available, to ensure the spreadsheet calculations are free of computational
and logic errors, they cannot be considered validated. Any application of these programs without

additional verification is at the risk of the user.
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I. INTRODUCTION

A. BACKGROUND

Since the first U.S. satellite, Explorer I, was launched in January 1958, the ensuing
decades saw spacecraft evolve into large, massive, and highly complex systems. As the use of
space lost its novelty and became interwoven into everyday life, the requirements placed on
spacecraft exploded. U.S. aerospace companies relied on large, sophisticated, and therefore
expensive, platforms to meet the increasingly demanding mission requirements. In the big
budget era of the 1960’s, 70’s, and 80’s, spacecraft design was driven almost exclusively by
performance, with cost and schedule a secondary consideration.

The high degree of system complexity led to specialization and a sequential design
approach. Designers limited their expertise to a particular field or an individual subsystem.
Subsystems were developed by separate teams, with little communication between groups. Each
functional specialty tried to optimize their subsystem, often leading to suboptimization of the
spacecraft. Requirements and interfaces between subsystems were captured in a detailed set of
documents, where were parsed into increasingly lower levels. As satellites became ever larger
and more complex, the documentation set became unwieldy to modify, inhibiting creativity.
Because of the sequential process, one designer could not start until the results from another
engineer were complete. Trade studies were limited since the first design took so long there was
little time left for iteration. Development timelines stretched out and costs soared. Major satellite
programs could cost hundreds of millions, or even billions, of dollars. Development schedules of
10 to 15 years were common, with technology frozen early in the design process, ensuring
obsolescence even before launch.

To resolve some of these problems, many companies turned to a centralized design
process. Instead of sequentially passing a design though the various functional teams, a system
engineer gathered contributing information from each group at the same time. New
computerized tools were developed to facilitate the accumulation, storage, and manipulation of
the design data. The different subsystem designs could now be linked together, improving
configuration control and allowing trade studies to be performed quickly. While the centralized

approach was an improvement and cut design time from years to months, there were still many



problems. With the subsystem experts removed from the integration process, there was an
inherent danger of misusing the new tools. The subsystem designer’s sense of ownership was
lost, breeding fear and mistrust of the system engineer. The designers were concerned that the
system engineer only wanted their models and rules-of-thumb, and, once provided, they would be
excluded from the rest of the design process. The new design tools were still limited to simple
models and algorithms, so much of the design detail was lost compared to a sequential process.
(Aguilar, 1998, p. 778-779)

With the end of the cold war, the 1990°s saw a dramatic decrease in the government’s .
investment in science and technology. Bloated budgets and open-ended schedules were replaced
with tight funding limits and strict schedule constraints. The design focus shifted from strictly
performance-driven to a combination of cost, schedule, and performance benefit. For the first
time, cost and schedule were not only considered in the design process, but were coequal with
performance. The trade space was expanded to include all three factors to ensure the “best
value” was achieved, and some programs adopted a design-to-cost philosophy. These changes
demanded innovative design, integration, and test methods to improve system performance while
lowering the cost and shortening the development time. As a result, the design approach moved
from an isolated subsystem view to a system-level orientation and from a sequential to a parallel
process. This was the evolution of the concurrent engineering process.

The 1990's witnessed an even more dramatic transformation in the commercial space
industry. Until then, space was dominated by the government and military. The major growth in
demand for communications and other civilian satellites created a fiercely competitive
commercial market as the government contractors expanded their civilian divisions. The intense
competition forced companies to contain costs as they rushed to fill the ever-increasing
spacecraft orders. Since the buyers were now private companies, they demanded a return on their
investment as soon as possible, so schedules were very challenging and tightly controlled. From
a design perspective, being the first to bring new satellites and technologies to market reaped
tremendous benefits of added orders and higher profits. To be competitive, companies simply
could not take 10 years and invest billions of dollars to design a new satellite. The new
commercial aerospace companies shortened the development cycle with parallel design at the

system level, embracing the concurrent engineering philosophy.




To implement the concurrent engineering process, design centers are turning to a new
class of development techniques and computerized tools. The Jet Propulsion Laboratory (JPL)
defines concurrent engineering as, “a design methodology where design takes place in a common
environment containing all the principal designers, all the design tools and other material
necessary for the design to proceed” (Wall, 1996, p. 5). This definition highlights the three key
aspects for a successful approach: a dedicated design team, a facility where the team can interact,
and a set of collaborative processes and design tools that facilitate rapid design. Most experts
emphasize the importance of the last aspect, integrated system models for conceptual design and

cost estimation.

B. SCOPE

The efforts of a handful of companies into concurrent engineering have caught on
throughout the space industry. Most aerospace companies and government space centers now
have efforts to implement a concurrent engineering process and develop the associated
computer-aided tools. Since this promises to be the design approach for the foreseeable future, it
1s imperative that engineering students, especially those in the aerospace field, understand the
concurrent engineering process and gain an exposure to the design tools. Toward that end, this
thesis explores integrated design tools for conceptual and preliminary design of spacecraft.

The first part of the thesis conducts a survey into current and future commercial and
government integrated design tools. While there are a wealth of subsystem tools, there are only a
few system-level integrated tools. The individual subsystem tools are not addressed in this thesis.
First, there are far too many, even for some subsystems, to be adequately presented in one thesis.
Second, the focus of this effort is on system-level, integrated tools. Seven design tools were
personally observed by the author and are presented. In addition to a brief description, their
advantages and disadvantages are discussed, along with an evaluation of their applicability to the
curriculum at the Naval Postgraduate School. For reference, the main points of contact in each
company are listed in Appendix A.

The second part of the thesis develops a spreadsheet-based integrated design tool. The
design tool enables a user to quickly and accurately determine the key parameters of a satellite
design, and is generally applicable to any Earth-orbiting spacecraft. Each subsystem is modeled

on a separate sheet, or page. The individual sheets are fully linked, so design trades can be



performed by changing a value and observing the effects as they ripple through the design.
Chapter III serves as a users guide and acts as a brief tutorial on key aspects of spacecraft design.
A printout of each sheet is included in Appendix B, and Appendix C contains a 3.5” diskette with
an Excel file of the complete design tool.




II. DESIGN TOOL SURVEY

To reduce the overall cost of satellite programs and shorten the development schedule,
many aerospace centers are adopting a concurrent engineering philosophy. A parallel approach
to design requires a new methodology which links requirements and ties together the subsystems
and their individual tools. Many applications focus on the conceptual and preliminary design
phases, which offer the potential for the greatest payoffs. Up to 70% of the life cycle costs of the
spacecraft program are determined by decisions made during conceptual design (Aerospace,
1994, p. 1). To support analysis, design, and trade studies over the entire satellite life cycle —
mission, spacecraft, and operations — concurrent engineering needs a design process focusing on
enabling system-level development using computer-aided engineering techniques. This, in turn,
requires a new class of design tools which allow compression of the design phase, integrate the
individual subsystems, and enable technical trades during the conceptual design phase.

The goals for developing the new design tools are many and varied. Obviously, a major
intent is to decrease the overall spacecraft system cost and shorten the development time.
However, this should be achieved while improving spacecraft performance, reliability, and
manufacturability. In addition, they should facilitate collaborative development efforts between
subsystems and must perform technical trades at the conceptual design phase where the impact is
greatest. Finally, bec;ause of the rapid pace of technological advances, they should be easily
upgraded and allow the addition of new technologies and approaches into the tool.

To gain an understanding of the types and characteristics of integrated design tools,
several aerospace design centers were surveyed to see what tools were currently in use, or will be
in the near future. A brief description of seven design tools, which were personally observed by
the author, are presented, along with a discussion of some of their advantages and disadvantages.
Most were developed in-house for internal use and are considered proprietary, but two are
commercially available. Since the intent of the survey was to identify potential candidates for
incbrporation into the space systems and astronautical engineering curricula at the Naval
Postgraduate School (NPS), the applicability or adaptability to an academic environment is also

evaluated.



The different tools were evaluated against a long list of criteria. Obviously, the model’s
power, flexibility, and adaﬁtability are important. How easy is it to use, what is the fidelity of the
model, and how accurate are the results? Can an initial conceptual design be evolved to lower,
more detailed, levels within the same tool? Another important characteristic is the ability to
include factors beyond performance and technical design. Does the tool include estimates of
cost, schedule, and risk? For concurrent engineering, a good model must also integrate the
different aspects of the design process. Does the model allow and even facilitate trade studies
and optimization? Are systems engineering functions automatically applied to maintain
configuration control and design consistency across subsystem interfaces? Given the pace of
technological advances, to remain viable design tools must be upgradable. How easily can new
capabilities and features be added? Does the tool provide the ability to add and evaluate new
satellite technologies and manufacturing techniques? Finally, bringing the model to NPS and
applying it to an academic curriculum will require support from the source organization. Is
technical support available, and how cooperative and responsive is the originating developer of
the design tool?

The views, opinions, and judgments expressed in the evaluation of the surveyed design
tools are solely those of the author. The statements do not reflect the official policy or position of
the Naval Postgraduate School, the United States Air Force, the Department of Defense, or the
United States Government.

‘The survey revealed there are essentially two types of tools: those based on a
spreadsheet application such as Microsoft® Excel and tﬁose which are a stand-alone software
program. Spreadsheet-based tools are used in the Concept Development Center (CDC) at the
Aerospace Corporation, in the Preliminary Design Center (PDC) at JPL, and in the Integrated
Concept Design Facility (ICDF) at TRW. The California Institute of Technology (CalTech),
under the direction of Professor Joel Sercel, is developing several design tools which use
spreadsheets and other software applications. Lockheed Martin Corporation developed a stand-
alone program called the Virtual Intelligence Simulator (VIS). In addition to these proprietary
tools, there were two which are commercially available. Microcosm markets the Space Mission
Analysis and Design (SMAD) software program, based on the Larson and Wertz (1992) book of
the same name. The final tool is GENSAT, developed by Computational Technologies (CTek).




A. SPREADSHEET-BASED TOOLS

Spreadsheets offer many inherent benefits when used as design tools. First of all,

- modern spreadsheet applications are very powerful and extremely flexible. They can be easily
customized for each specific spacecraft design. New formulas, satellite components, and design
characteristics can be added in advance based on the initial requirements or “on-the-fly” during
the actual design session. For trade studies, multiple cases can easily and rapidly be executed on
the same sheet, providing a direct comparison of the results. They are readily available and easy
to use. Most people, and especially those with a technical background, are already familiar with
how to enter and manipulate data in a spreadsheet. Results can be displayed in tabular form or
graphically. But perhaps their most important attribute is connectivity. Not only can sheets
within a workbook be linked, but separate workbooks for individual subsystems can also be
linked together.

It is important to remember, however, that spreadsheet-based design tools are just that —
tools. They assist the engineers in the design process but cannot replace their expertise or
creativity. Spreadsheets simply automate tedious calculations and provide templates so important
aspects are not overlooked. Because they can be linked, spreadsheets also facilitate and manage
the sharing of information between subsystem experts, which is critically important in a
concurrent engineering process.

With these important features and limitations in mind, several spreadsheet-based design
tools are described below. The Aerospace Corporation and JPL have long-standing programs
and are widely recognized as leaders in the field. Their design facilities have been studied and
copied by many other organizations. In fact, TRW’s ICDF is very similar to these two tools,
although it does have some significant differences. As part of their undergraduate design
program, CalTech is developing several different design tools which use spreadsheets and other

common software applications.

1. Aerospace Corporation Concept Design Center

The Aerospace CDC is a large-scale, distributed spreadsheet-based system to effectively
organize cross-discipline conceptual design and analysis capabilities. It provides an interactive
real-time environment allowing customers to work more closely with engineering experts. The

individual efforts of the subsystem engineers are coordinated by a system engineer to capture the



system’s internal and external interfaces and represent the life cycle of the entire system. Each
subsystem station is linked to the system engineer and to the other subsystems. In addition to
technical development; the analysis includes estimates of the cost, schedule, and risk from very
early in the design process.

" In their CDC user’s guide, Aerospace defines the CDC as composed of three key
elements.

The CDC is 1) a team that draws on the breadth of The Aerospace Corporation’s
engineering expertise; 2) a facility where the Program Office and customer can
interact efficiently with the team of expert [sic], and 3) a process for applying
innovative design tools to produce quality results quickly. These three elements
work together to yield an engineering analysis product with greater detail and
consistency, and that is produced in a much shorter amount of time and at less
cost than traditional systems engineering studies. (Aerospace, 1998, p. 1)

The Aerospace definition emphasizes the three key aspects for a successful systems engineering
approach. In addition to the subsystem designers,-the CDC brings together other engineering
experts not normally included in the conceptual design phase, such as cost, ground systems, and
software. (Aguilar, 1'9'98, p-779)

The CDC team is an ad-hoc group which meets on an as-needed basis, and includes
members from across all of the functional départments in Aerospace. Team members represent
the full expertise and capability of their respective departments. They develop and maintain the
actual spreadsheet models and databases, keeping “ownership” in the hands of the functional
experts. They are also responsible to select and train additional team members as necessary to
ensure broad level support. Currently, there are only two or three representatives per subsystem
or station, but Aerospace is working to get broad-based exposure among the functional experts to
develop department-level support.

There are now a total of five teams, discussed further below, which address different
stages of a spacecraft life cycle. The team directly responsible for the actual designing of

spacecraft is the Space Systems Team (SST). The SST consists of the following functional areas:

Propulsion

Attitude Determination and Control

- Communications

Command and Data Handling




- Electrical Power

- Thermal

- Structures

- Cost/Risk

- Ground Segment

- Payload Processing
- Astrodynamics

- Software

Radar Payloads
Electro-optical Payloads

Systems Engineering

The systems engineer coordinates the entire effort, organizing the study in cooperation with the
customer and planning and conducting group activities. (Aguilar, 1998, p. 779)

The CDC facility provides a central meeting location with all of the resources needed to
carry out the design process. The entire team, program office representatives, and customer are
all seated around one table. This face-to-face contact facilitates a free and open exchange of
ideas and information. The individual subsystems are arranged so those with the most frequent
interaction are located next to each other. Overhead projectors can display the output from any
computer terminal on a screen to focus the group’s attention on a specific issue. A schematic of
the Aerospace CDC is shown in Figure 2.1.

The CDC process enables the subsystem experts to prepare their contributions
simultaneously and in the presence of the other team members and the customer. To facilitate
team interaction, the CDC uses personal computers and spreadsheet software to manage the
sharing of information, which supports sound configuration control and helps ensure continuity

across the entire design.
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Figure 2.1 CDC Facility Layout (Aerospace, 1998, p. 9)

A typical CDC design study consists of three phases. First is advanced planning. The
customer meets with the systems engineer and other necessary team members to determine the
scope of the effort and generate a statement of work (SOW). Based on the requirements of the
SOW, team members can then adjust the existing subsystem models or develop new ones. The
second phase is the design sessions, where the entire design team is assembled, along with the
customer, to created the spacecraft design. A typical design takes 2 to 3 sessions of 3 hours each,
but as many follow-up sessions can be scheduled as needed. The final phase is the post-session
wrap-up. The results of the study are documented and each subsystem model is archived. With
the archived models, future studies, which further refine the original study or explore a similar
design, can pick up where the first one stopped. Each sﬁbsystern designer writes a report
documenting the design and discussing key aspects and assumptions. The report also includes
any important information not captured in the subsystem models

At the heart of the CDC process is a set of distributed subsystem models hosted on
Microsoft® Excel 5.0 spreadsheet software. Excel provides the capability to link information
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between spreadsheets, so each individual model can be built separately. Each model contains a
minimum of three spreadsheets. The first sheet includes the necessary equations, heuristics, and
algorithms to calculate the design parameters. Second is a database of components used in the |
pé.rticular subsystem. The last sheet, and the one that makes the whole process work, is a
pre-formatted page to exchange information between subsystem models. Besides these three
sheets, the functional experts may establish additional sheets as necessary for their subsystem.

All of the individual sﬁbsystem models are linked though a network server, and data is
exchanged using the Microsoft® Object, Linking, and Embedding (OLE) utility. Links are
created so the output of one model is an input to one or more of the other models. Thus, the
configuration is dynamically updated as changes made by one subsystem engineer ripple though
the design. All of the models link to the éystems engineer, who accumulates the key design
features and ensures compatibility across the subsystem interfaces. To simplify the
interconhectivity, the input/output parameters are formalized. Each item entering or leaving a
model is documented with a name, value, and comment describi_ng where the value is linked.
Color codes were developed for defining different variable types and to assist in controlling
parameters. (Aerospace, 1994, p. 9)

The subsystems are designed using several different methods. First, and most obviously,
calculations are based on “first-principles” analytical relationships. Another common approach
applies heuristics and scaling ratios based on historical approximations, estimating the new
design parameters from past spacecraft properties. To ensure the design is realistic, many
subsystems, especially attitude determination and control (ADCS), communications, and
telemetry tracking and control (TT&C), select components from a parts database. For example,
propulsién can select existing tanks and thrusters, or they can be sized by analytical or historical
relationships. However, since the CDC typically designs at the conceptual level, care must be
taken to prevent locking into specific parts or vendors. Design experts can perform detailed
off-line simulations using an individual subsystem tool, then feed the results back into the
spreadsheet model. With the multi-tasking capabilities of current PC operating systems, this can
frequently be done in real-time on the same computer, during the design session (Aguilar, 1998,
p- 782). Cost estimates use a “top down approach,” establishing parametric relationships from

historical cost trends to relate spacecraft costs to physical, technical, and performance parameters
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(Bearden, 1998, p. 29-30). Estimates of risk rely on subjective assessments by the subsystem
experts, using the (TRL).

With the complexity and sophistication of the CDC design tool, it is important to
remember that it is only a tool. The key to the entire approach is still the active involvement of
the engineering expert. Aerospace likens the spreadsheet tools to a musical instrument.

The musician is the one who is determining what notes, rhythm, and tempo are
being sounded. The instrument is just the mechanism that the musician uses to
present his music. In a similar fashion, the spreadsheet-based design tools
facilitate the design process by allowing the design specialists to contribute their
experience, expertise, and creativity in a consistent and flexible manner. In fact,
the CDC process can be compared to an orchestra where the systems engineer
conducts all of the engineers who relate their talents through the spreadsheets.
(Aguilar, 1998, p. 781)

The spreadsheets provide the means to capture the results of an inherently creative process.

The CDC has been highly effective for Aerospace. Studies that historically took several
months have been cut to weeks, while still producing the same level of detail. Resource
expenditures have dropped from 50% to 75%, even after factoring in the costs of establishing and
maintaining the CDC. Team members also benefit from their participation in the CDC process.
Since they represent their respective functional organizations, they must be knowledgeable on all
aspects of their discipline and stay current on new téchnology. In addition, and perhaps more
importantly, involvement in concurrent engineering allows the subsystem engineers to gain an
enhanced system-level awareness. (Aguilar, 1998, p. 782)

The CDC has been so effective, Aerospace is expanding the number of teams. The teams
form a hierarchical set addressing different aspects of the spacecraft mission design process.
Results from one team can be passed to another team, allowing the mission design to be
successively refined. Conversely, each team can operate independently by abstracting the lower
level details as appropriate. Despite focusing on different levels of tﬁe spacecraft mission, each
team has approximafely the same number of members. All of the teams share the same facility,
but their specific spreadsheet models are different. The SST was the first team formed and is the
one discussed thus far. Because of the success of the SST, Aerospace formed four other teams.
The Systems Architecture Team (SAT) focuses on the system architecture for individual space
systems, and performs trades on the constellation, payload performance, and concept of

operations. The Ground Segment Team (GST) develops architectures for command and control,
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data processing and dissemination, software, facilities, personnel, and communications. The
Electro-Optical Payload Team (EOPT) creates conceptual designs of electro-optical payloads.
Finally, the Launch Vehicle Team designs and evaluates new expendable and reusable launch
systems. Aerospace is considering even more teams, including a System of Systems Architecture
Team (SOSAT), a Mission Area Architecture Team (MAAT), and another payload team, the
Communications Payload Team (CPT).

Clearly, the CDC is a very impressive tool which provides many benefits to the design
engineers, however, it does have a few limitations. Since it is a spreadsheet-based tool, it has all
of the advantages discussed on page 7 above. It is a powerful and flexible tool, is easy to use,
and gives accurate results for a conceptual design. The process addresses not only technical
design, but includes cost, schedule, and risk from the earliest stages. However, basing the cost
estimates on historical relationships assumes these trends will apply to future costs, which given
new technologies and techniques is not necessarily a reasonable assumption.

New capabilities can be readily added, and in fact the subsystem models are normally
customized for each specific study. New technologies are easily added and evaluated by simply
updating the component databases, analytical relationships, or historical ratios. Keeping
“ownership” in the hands of the design experts increases the likelihood the subsystem models
will be well developed and maintained. However, it also leads to a lack of consistency in model
fidelity. Some of the engineers create extremely detailed models, while other areas are much less
vigorous.

The distributed spreadsheets are almost ideally suited to perform trade studies. Linking
the individual sheets carriés changes in one subsystem model throughout the entire system
design. However, the spreadsheets do not perform optimization. Because the sheets are fully
linked, they do accommodate “manual” optimization, where the engineers enter successive values
to improve the design. Another drawback is the lack of automated systems engineering, which
would prevent incompatibilities across interfaces as the design changes. While the subsystem
parameters are automatically transferred to other models and some values will recompute, the
subsystem engineer must manually ensure changes are consistently adopted throughout all of the
subsystem designs.

Finally, Aerospace would probably provide reasonable technical support and assistance if

the CDC design tool was incorporated into the NPS curriculum. There are good contacts at the
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working level, and the engineers are friendly, open, and responsive. However, the Aerospace
upper management has expressed some hesitation over sharing the software models. They have
had some problems with sharing software in the past, though not with NPS. In addition, the
component databases, which ground a design in reality, are considered proprietary and would
definitely not be shared even if the spreadsheet models are.

The CDC distributed spreadsheets are not a perfect match to the NPS curriculum, but
they could be adapted to enhance the learning process. The best fit is to the group spacecraft
design clasé, although the CDC process differs from the current instructional approach. As noted
before, the CDC design tool relies on the engineer’s experience and expertise, which the students
normally lack. In fact, the point of the class is to provide exposure to the design process. Instead
of accomplishing the design in a one week session, the student’s efforts are guided by the
professor over the entire eleven week term. However, the “CDC session” could be held toward
the end of the class, pulling together the knowledge and information gain over the quarter.

Maintaining the models could also be a problem. The actual subsystem models, the
analytical relationships and historical ratios, could be updated by the students when they adapt
them for their specific design. However, the component databases present a greater challenge.
First of all, since the databases would not be provided with the spreadsheet models, they would
have to be created. Although the databases are not required to successfully use the subsystem
models, they definitely add to the quality of the design. In addition, the design class usually
requires selection of specific components. Even after the databases are created, it is unlikely they
could be reasonably and accurately maintained by handing the responsibility off from class to
class. This responsibility should be assigned to a faculty or staff member. However, the learning
process would be diminished if the students could simply select components from the database.

- A large part of the learning occurs from taking with vendors and manufacturers to find out what
parts are commercially available and under development. Again, this problem could be
overcome if the databases were withheld until later in the quarter. In addition, information
obtained by the students during the industry survey could then be given to the staff maintainer to

keep the database current.




2. Jet Propulsion Laboratory Preliminary Design "Center

In 1994, JPL reworked the way they develop new space mission concepts. JPL had three
goals for the new process: 1) improve the quality of new mission studies with concurrent
engineering, 2) develop “generalists” from promising engineers, and 3) create a reusable study
process with trained personnel, facilities, procedures, and software and hardware tools (Wall,
1996, p. 2). This led to the creation of the PDC.

The PDC and the associated design process is virtually identical to the CDC at
Aerospace. In fact, JPL contracted with the Aerospace Corporation to develop the concurrent
engineering methodology. Mimicking their own CDC, Aerospace created the structure of the
distributed spreadsheets, developed the information backbone linking the individual models, and
helped establish the relationships between the subsystems — what data must be exchanged
between which subsystems, the so called N2 relationships. Aerospace also supported the
installafion, test, and maintenance of the distributed network and helped JPL develop the process
for conducting concurrent design sessions using the distributed spreadsheet framework.
However, just as at Aerospace, the functional engineers created the actual subsystem models,
giving “ownership” to the JPL experts.

There are only a few minor differences between the PDC and CDC. First, data is
exchanged using the MacIntosh Operating System’s Publish and Subscribe utility instead of the
MS® OLE. Second, JPL’s breakdown of functional areas is slightly different. The PDC
subsystems are illustrated in Figure 2.2. Lastly, JPL uses a dedicated design team, called the
Advanced Projects Design Team but commonly referred to as Team X. Unlike the ad-hoc team
at Aerospace, which meets on an as needed bases, Team X exists year round as a pre-assembled
team. Use of a standing team allows the members to get to know each other and to learn how to
work well together. To prevent the enﬁre team membership from changing at once, members

serve staggered, one-year terms.
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Figure 2.2 PDC Subsystem Breakout

The PDC has proven to be as effective for JPL as the CDC is for Aerospace. JPL
estimates the design tifne was cut by a factor of 10 and costs were cut in half. This was
accomplished without decreasing the quality of the design, and in many cases the design is better
than before. The PDC design estimates are usually within 30% of the actual mass, power, and
cost for programs which continue through production, launch, and operations. The success of the
PDC has earned the attention of the National Aeronautics and Space Administration (NASA).
Team X was one of only nine JPL process improvement teams to receive the 1997 Total Quality
Management (TQM) Redesign Award Medallion. Team X was also presented a NASA Group
Achievement Award, one of the highest classes of awards available to JPL employees.

Because they are nearly identical, the PDC shares the same advantages and
disadvantages with the CDC. The applicability of the PDC to the NPS curriculum is also the
same, with one significant exception in the level of support from JPL. In contrast to Aerospace,
which was very open and cooperative, JPL engineers and management was practically
non-responsive to all but the simplest inquires. While JPL did provide copies of a few articles

and allowed this author to observe a PDC design session, all other discussion and interaction was
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extremely difficult. Therefore, if NPS decides to obtain a distributed, spreadsheet-based design
tool, it should be through the Aerospace Corporation.

Team X and the PDC are only a small part of NASA’s efforts to reinvent their internal
design process. Called the (ISE), Dan Goldin, the NASA administrator, gives the following
description.

One of the major objectives if ISE is to significantly enhance the rapid creation
of innovative affordable products and missions. ISE uses a synergistic
combination of leading-edge technologies, including high performance
computing, high capacity communications and networking, human-centered
computing, knowledge-based engineering, computational intelligence, virtual
product development, and product information management. The environment
will link scientists, design teams, manufacturers, suppliers, and consultants who
participate in the mission synthesis as well as in the creation and operation of the
aerospace system. (Goldin, 1998, p. 1)

NASA is developing ISE for their own use at their various design centers, prime contractors, and
major vendors. Taking a step toward realizing the goals of linking engineers and design centers, -
JPL, Aerospace, and TRW recently joined together to design an Earth-orbiting spacecraft. The
goal of the demonstration was to show dispersed sites can be linked to accomplish meaningful
work.

The three-site collaboration was very communications intensive. The separate design
teams interacted through two video-teleconferencing channels. The three local networks were
linked and used Microsoft® NetMeeting software, which allowed any site to remotely update a
spreadsheet or other file at any other site. To further facilitate discussion, six “meet-me”
conferencing lines were established for side discussions. These lines were set up so that any
number of people could call in from any site and be linked together. Two lines were always in
use: one by the team leader and one by the facilities coordinator. Finally, two sets of individual
computers at each site were networked, allowing side work on supporting sheets, graphs, or other
documents. Despite some minor glitches in establishing the communications links, the
collaborative effort was very successful. The conceptual design was completed in the normal
dne-week series of sessions. Perhaps more importantly, valuable experience was gained in the
logistics of connecting dispersed sites and in conducting joint design sessions with outside

organizations.
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3. TRW Integrated Concept Development Facility

The TRW ICDF is similar to the CDC and PDC, however, there are important
differences which reflect the difference in application and usage. As a prime contractor, TRW
needs more detailed information in terms of the technical design and costs. Results from the
ICDF study will form the basis of a competitive proposal, which TRW could become
contractually required to produce. ‘Thercfore, their spacecraft design and cost estimates must go
beyond conceptual into preliminary design and focus more on current designs instead of future
concepts. Unlike Aerospace and JPL, who do not want to restrict themselves to currént
technologies, TRW needs to select specific components and vendors. The ICDF tools provide
higher fidelity, are more automated, and are much more dependent on well-defined component
databases than either the CDC or PDC.

TRW defines their ICDF as composed of four elements: the environment, the process,
databases, and tools. The environment provides an in-place, trained, and co-located “core team”
working in a real-time design environment, enabling more iterations and producing high-quality
end-to-end solutions. Standard processes ensure discipline, visibility, and ownership by the
functional experts and ensures balanced solutions. Databases contain consolidated, validated,
constantly-updated, and controlled information on the spacecraft components which are critical to
accurate, competitive design solutions. The automated tools and validated, integrated
engineering models provide high fidelity concepts and allow aniexpanded trade space and “what
if” exercises, which mitigates risk. TRW’s definition, while different in form, does not really
differ from the Aerospace definition of the CDC. The ICDF environment encompasses the team
and facility elements of the CDC definition. However, TRW expands the CDC process element
into three distinct items, emphasizing their greater reliance on component databases and more
formalized design tools. (TRW, 1998, p. 5) | |

The heart of the ICDF process is still a set of distributed subsystem models hosted on
MS® Excel. As would be expected due to differences in corporate cultures, the breakout of
subsystems is different than at either Aerospace or JPL. The ICDF models are allocated to the

following subsystem stations:
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’

Structures and Mechanisms Subsystem (SMS)
Thermal Control Subsystem (TCS)

Attitude Control Subsystem (ACS)

Propulsion

Launch Vehicles / Mission

Assembly, Integration, and Test (AI&T)

Electrical Power Subsystem (EPS)

Electrical System Design and Integration (ESDI)
Data Management Subsystem / Telemetry, Tracking, and Control (DMS / TT&C)
Flight Software (FSW)

Mission and Systems Engineer / Payload (MSE / P/L)
Cost

Administration / Toolmeister

A schematic of the TRW ICDF is shown in Figure 2.3.
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Figure 2.3 ICDF Facility Layout (TRW, 1998, p. 10)
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While the subsystem models — the analytical relationships, historical ratios, and

configuration summary — are created in an Excel spreadsheet, the component databases are not.
Because the databases are vmore'extensive and involved, they were removed from Excel, which
has reasonable but limited databasing capabilities, and instead are hosted in MS® Access, a
relational database software application; Using Access allowed the creation of an ICDF utility to
automatically selected the proper components based on the current design configuration. The
Excel models and Access databases are linked together, which is facilitated by the use of a
common software suite, MS® Office. TRW also uses Access to perform the data exchange
between the subsystems, allowing the transfer to be more automated and formalized than Excel
can achieve. In essence, Excel provides the “front end” user interface to the engineers and
Access performs the real work of tracking the design iterations and integrating the subsystem |
models.

TRW views the ICDF design tool as four separate but integrated components. First, the
Data Transfer Tool facilitates and controls the electronic transfer of information between
subsystems. A subsystem engineer can share updated design data by clicking a simple ‘
send/receive data button. To ensure everyone is working on the same iteration, all data is time
stamped and new data is highlighted for quick reference. Second, a Standard Components
Database consolidates up-to-date technical performance, cost, schedule, and heritage data on all
hardware commonly used on TRW spacecraft. Next, the Standard Component Selection Tool
interfaces the Data Transfer Tool and the Systems Engineering Tool to find the current spacécraft
configuration, then automatically selects the appropriate hardware component to meet the design
requirements. Finally, the Systems Engineering Tool gathers the subsystem component
selections and mass, power, and cost budgets, and summarizes the bus, payload, and launch
vehicle data for verification and feasibility assessment. As a further safeguard to keep the entire
team synchronized on the same design iteration, the latest subsystem update times are
highlighted. In addition to these four components, the ICDF includes a reference library of
spacecraft and launch vehicle data. (TRW, 1998, p. 18-21) .

Despite the more automated tools, the success of the ICDF still dependé on the subsystem
design experts. They create the individual subsystem models in Excel, keeping ownership in the
hands of the functional experts, and maintain their database of components. The design expert

must verify the automated calculations and ensure the selected components are indeed the best -
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choice for the specific design requirements. Despite the automation, the engineers still have great
flexibility. They can override the results of any automatic operation, and can tailor the spacecraft
design by updating the models and/or databases during the session. In short, the experience,
expertise, and creativity of the human engineer is still the key factor.

The ICDF has been highly effective for TRW. The demonstrated cost savings for
preparing a design estimate or proposal are 30% to 40% (TRW, 1998, p. 6). At the same time,
design definition has improved while the development schedule was significantly reduced.

Since the differences are primarily in implementation, the ICDF shares most of the same
advantages and disadvantages with the CDC, as discussed on page 13. However, there are a few
notable exceptions. TRW has improved on the cost estimation technique. Cost data is extracted
from the expanded datébases along with the component, and are based on current vendor prices.
For the in-house assembly, integration, and test costs, the ICDF is linked with the TRW
accounting system and uses the same work breakdown structure cost models and cost estimating
relationships as the rest of TRW. This ensure the cost estimates are based on the most current
direct labor and overhead rates. While the models are just as susceptible to variations in fidelity,
in practice TRW has achieved a higher degree of consistency than either the CDC or PDC.
Support and cooperation was also very good. Unfortunately, TRW considered the entire ICDF
system highly proprietary and will not share it with NPS.

4. CalTech Design Tools

CalTech is developing four different design tools based on spreadsheets and other
software applications. The tools are being developed by undergraduate juniors and seniors under
the direction and guidance of Professor Joel Sercel, an engineer at JPL and visiting professor at
CalTech.

Professor Sercel believes strongly that design success is not a function of the toois, but
rather depends on the people. To design a good spacecraft, the engineers must understand the
relationships between the subsystems, the so-called N2 relationships. As Professor Sercel puts it,
“what I need from you and what you need from me.” Therefore, the first tool he and his students
created was the Relational Parameter Exchange Tool (RPET). Developed in the Filemaker
software application, RPET is a database establishing the data requirements between the

subsystems. As the design progresses, the satellite parameters can be entered into the database,
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so RPET can also be used to exchange the data. Since Filemaker accepts standard data formats,
RPET can act as a bridge to electronically link other design tools together.

The Spacecraft Design Tool‘ (SCDT) and SCDT Wizard provide a simple and user
friendly method to create satellite drawings. The SCDT Wizard provides an Excel-based
Graphical User Interface (GUI) to accept key configuration parameters, such as the size and
shape of the satellite, the number of solar arrays, and the location of major components. The user
enters this information by selecting from drop-down menus and clicking on check boxes. The
Wizard then translates the entered information into a standard data format and sends it to the
SCDT. The SCDT uses MiniCAD 7 to create the spacecraft from a library of component
drawings. Ifa design requires a component not in the library, the user can create one and then
save it to the library for future reference. Since the drawing is created in MiniCAD, it is fully
exportable to other applications, such as the Satellite Orbital Analysis Program (SOAP).

The last two tools under development are the Spacecraft Design Trades (SCD Trades)
and ICETOP. SCD Trades is an Excel-based tool which accepts requirements from the user
through a GUI, then generates key design parameters and component sizes from “first-principles”
analytical relationships and historical trends. Professor Sercel estimates there are over 400
equations and relationships built into SCD Trades. Since it is fully integrated, trade studies can
be performed quickly by changing the input data and observing the effect on the results.
Ultimately, the goal is to link the results from the SCD Trades through the SCDT Wizard into the
SCDT, which will then automatically create the satellite drawing. Finally, ICETOP is a low
thrust trajectory optimization tool. Since it was still under development, there was little
information available about its use or features.

While the CalTech tools are certainly scaled down from the other spreadsheet-based tools
at Aerospace, JPL, and TRW, they are still powerful and flexible tools providing excellent
conceptual level results. All of the tools are simple and easy to use, and can be learned quickly.
Since they are developed in readily-available and common software applications, they are easy to
maintain and upgrade. However, noné of the four tools address cost, schedule, or risk estimates.
For most, this was not the point of the tool. In addition, there is nothing preventing theée features
from being added, especially to SCD Trades and RPET. The CalTech tools also offer one
additional advantage. Unlike the distributed spreadsheet tools, they are designed to be used by a

single engineer, such as an engineering manager or a student.
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All four tools would make an excellent addition to the NPS curriculum. While NPS
provides a great foundation across all spacecraft subsystems, each discipline is taught separately.
It is not until the capstone group design class where students first begin to deal with the
interrelationships between the different functional areas. Introducing RPET, along with a class
period or two of discussion, would provide valuable guidance and direction. SCDT and SCDT
Wizard would also be invaluable. Both the individual and group design classes required a
satellite drawing as part of the final package. Unfortunately, few students have any experience in
using Computer Aided Design (CAD) programs, most of which have steep learning curves. This
leaves the students with two alternatives: either create the drawings manually in a presentation
package such as PowerPoint, or invest the time to learn a CAD package. SCD Trades could be
used as a template, to ensure no important design aspects are overlooked, and to track the results
as the student progresses through the design. Finally, electric propulsion and low/continuous
thrust maneuvers are becoming increasingly common. For the first time, a commercially
available standard spacecraft bus, the new Hughes 702 bus, uses electric propulsion. This trend
is sure to increase in the future. However, the current NPS curriculum only minimally introduces
low thrust propulsion, and then only in the propulsion course and not in orbital dynamics.
Obtaining ICETOP would provide a useful tool on this growing topic and provide a focus for

future instruction.

B. STAND-ALONE SOFTWARE TOOLS

Spreadsheet-based design tools are easy to use, powerful, and flexible, and afford many
advantages and benefits to the respective design centers. However, they do have their limits.
Spreadsheets do not handle transcendental equations, and have trouble with iterative relationships

without creating “circular references.” Despite the links between subsystems, spreadsheet-based

~ tools cannot optimize, although they do facilitate “manual” optimization. They have no

simulation capabilities and can not provide an automated systems engineering function. These
limitations restrict spreadsheet-based design tools to the conceptual and preliminary design
phases.

In contrast, stand-alone design tools have virtually no limitations on their capabilities or
features. With modern software engineering techniques, computers can be programmed to do

just about anything, as evidenced by the variety and features of the many subsystem applications.
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A software program can generate a design to any level of detail and model each subsystem to
maintain configuration control and enforce internal interfaces. The design can be optimized
based on the in;')ut requirements and the design criteria. In fact, there are many commercially
available optimization programs which can simply be incorporated into a design tool. Finally,
software tools can assess the performance of the design by simulating the interaction of the
spacecraft with the external environment. '

All of this power comes with a price. Stand-alone design tools usually have a long,
difficult, and expensive development process. Because of the software complexity, the programs
are normally created and maintained by dedicated programmers instead of the functional design
experts. As the complexity grows, it becomes almost impossible to verify and validate the code.
Stand-alone tools also tend to be more rigid and take longer to learn. Instead of using a familiar
application, the design engineers must learn a new computer program. This problem also grows
with the sophistication of the design tool. While flexibility can be programmed in, modifying the
underlying code, the actual design tool, is much more difficult, and again is not performed by the
subsystem expert.

With the general characteristics in mind, three specific stand-alone design tools are
described below. Lockheed Martin developed the VIS to model detailed satellite designs and
simulate thé operation of spacecraft and entire constellations. SMAD, sold commercially by
Microcosm, is an inexpensive, simple, and easy to use windows-based program to bound a
conceptual design of a spacecraft. GENSAT is a relatively new program developed by CTek to
support the entire design process, from conceptual through detailed design, and simulate the

spacecraft performance.

1. Lockheed Martin Virtual Intelligence Simulator

The Virtual Intelligence Simulator (VIS) is a time based simulation environment for
modeling intelligence problems. The goal of VIS is to enable virtual design of spacecraft,
systems, or even a system of systems from concept to flight. A concept or system can be evolved
downward into progressively more detailed designs without the need to reenter the full model;
individual components are updated as the design develops. The simulation environment allows
the designers to understand the results and performance of a particular design, and gives insight

into why the results are the way they are. Numeric results of any parameter or dspect are also
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captured for off-line, post-simulation analysis and evaluation. VIS gives designers an
understanding of how a system will work without the need to build or assemble expensive
hardware and software.

VIS is based on an underlying concept that in a real system all of the functions have a
physical location, therefore all of the system functions in the simulation must have a physical
location. Instead of developing an extensive and complex model unique to each system, VIS
serves as a “universal translator,” providing a simulation environment to link together individual
pieces or objects. In developing VIS, Lockheed Martin did not want to force new tools on the
designers. Instead, they went to their designers and pulled in their existing tools and models.
VIS provides the structure to integrate the diverse tools using an object oriented approach.

There are six top level classes of objects in VIS: CONFIG, SYSTEM, EXTERNAL,
WORLD, REPORTS, and GRAPHICS. CONFIG objects determine how the VIS backbone is
configured and how it operates. Examples include the simulation clock or atmospheric and
weather models. SYSTEM objects are all of the “things” that make up the system, such as
airplanes, spacecraft, and ground stations. EXTERNAL objects are any non-environmental
externals that cause a system response. The best example is targets, such as enemy forces.
Collectively, SYSTEM and EXTERNAL objects are called PLATFORMS since they are the
most significant part of VIS. PLATFORMS are what the user is really concerned with when
modeling a system. WORLD objects, also called jujus, are non-man-made objects outside the
system. Jujus are things that can influence the system without being a part of it, like the position
of the sun and moon, and are applied identically to all other objects in the system. REPORTS are
reporting functions called directly by the VIS backbone, and provide all of the data output from
the simulation. Finally, GRAPHICS objects are symbols, graphics, or GUIs called by the VIS
backbone. The GRAPHICS objects represent each PLATFORM object so the user can watch the
simulation on projection screens.

To track the large number of objects in the system, VIS uses linked lists. Different types
or classes of objects are organized into separate lists, which are themselves part of other
higher-level lists. Targets can be treated as individual objects with each target represented by a
different item in a linked list or as target decks, where an entire set of targets is represented by a

single item in the linked list. Target decks may have hundreds of thousands of items.
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Representing the deck as one item provides computational efficiency and avoids the linked list
overhead without compromising model fidelity.

PLATFORMS are the top-most objects in the system. They represent all of the objects
that make up the system, such as people, buildings, computers, tanks, airplanes, or spacecraft.
PLATFORMS can also be individual components of larger objects, like reaction wheels,
batteries, thrusters, or antennas. All of the PLATFORMS in the system are defined with a
common set of functions, which are MOVE, TASKING, BUS, SENSE, COMM, and
GRAPHICS. These functions are actually “virtual” functions, or subroutines, that are passed the
necessary data to act on the PLATFORM under calculation.

The MOVE function calculates the position, velocity, and acceleration vector in both
Earth fixed and inertial coordinates. Computing both sets of coordinates avoids multiple
recalculations of the vectors, adding computation efficiency. VIS also includes conversion
routines, further streamlining the calculations. The MOVE function can also be a NULL function
since, for example, buildings have a location but rarely ever move.

Logic functions are implemented in the TASK and BUS functions. TASK functions are
the “brain”, or logic functions, representing any decisional logic function in the system. As an
example, a human operator simulated by an artificial intelligence simulation would be attached to
a PLATFORM as a TASK function. Non-decisional logic, such as control functions, is computed
by the BUS function. The BUS function computes the mechanical and physical properties of the
PLATFORM, such as attitude, battery state of charge, etc. Since an object can have several logic
functions, PLATFORMs use the same linked list approach that VIS uses to track PLATFORMS.

The SENSE and COMM functions provide the information about or collected by each
PLATFORM. The SENSE function models the sensors, and determines what sensory
information was collected using a set of inheritable bus characteristics. The COMM function
models the transmission links, and computes antenna pointing, link equations, bit error rates, etc.

A graphical icon is attached to each PLATFORM by the GRAPHIC function. Since
PLATFORMS are so critical to the simulation, they have their own graphics function instead of
using the GRAPHICS object. In the event a GRAPHICS function is not specified for a particular
PLATFORM, default icons have been hard coded into VIS.

Since VIS only provides a simulation environment, the actual simulation, or instance,

does not exist until run time. Each instance is run from a master script file, which sets up the
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clock, defines the parameters of the simulation, and determines the rules for that run. Using a
script file provides traceability from inputs to outputs and allows the same simulation to be run
multiple times. Note, though, that multiple runs of the identical script file may generate different
results. This is the inherent nature of the VIS simulation and modeling environment and is what
allows insight into the real-world performance of the system. As a result, VIS is also very useful
in operational analysis.

VIS can run in several different modes. The script file can run in either batch mode or
interactive mode. Interactive mode allows the user to influence the course of the simulation and
directly supports operational analysis and war gaming exercises. The simulation clock can also
run in several different modes, including incremented time (full speed), real time, real time with a
minimum time step, and scaled real time. Incremented time is the fastest way to complete an
analysis, and is used for performance and utility determinations. In real time mode, the
simulation clock calls the Central Processor Unit (CPU) clock to determine the delta time since
the last update. Depending on CPU loading, real time mode may have non-uniform time
increments. In real time with a minimum time set mode, the simulation clock will insert a pause
if the CPU clock has not yet reached the minimum time step. Thus, the simulation clock will
advance in increments equal to or greater than the minimum step. In scaled real time, the
simulation clock again calls the CPU clock to determine the delta time, then multiplies by the
scaling factor. Real time and scaled real time are best suited to operational analysis and
operational demonstrations. Individual functions can also be forced to execute at a specific time
or at a certain rate. In this case, the function calls the CPU clock directly and does not use the
simulation clock.

Script files run in a specific order, or flow, to prevent conflicts and ensure the data
integrity of the results. Some calculations are dependent on other information so some functions
must naturally occur before others. The simulation clock is updated first, since the time sets the
basis for all other calculations. Similarly, the jujus are updated next since they also apply
identically to all other objects. This step updates the positions of non-system objects. The first
PLATFORM function to be executed is the MOVE function. Calling the MOVE function first
prevents causality problems. With the positions of all of the objects updated, the jujus are called
again, this time to determine local effects Iiké gravity, perturbations, or weather. Next, all of the

logic functions are updated. Since operators could issue commands to the PLATFORMS
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requiring a response, the TASK functions are updated first followed by the BUS functions. With
the locations and properties of all of the objecté in the system updated, the SENSE function can
determine what sensory information is collected. COMM functions are executed last, since the
information must be generated by the other functions before it can be reported.

Once all of the objects are updated and the data genérated, the script turns to outputting
the data. The GRAPHICS are updated next, to allow the user to observe what the simulation is
doing. In batch mode, this step is skipped. Finally, while watching the simulation is great for
demonstrations, ahalysis and evaluation requires numeric results. Therefore, at the end of each
time step the REPORT functions are called. Information can be reported in two ways. First, if a
system function generates a report in the real system, then the report is generated by that
particular PLATFORM. All other information is collected by the REPORT object, which records
information not captured as part of the system. For example, consider the power output of a solar
array. If the spacecraft has telemetry for the solar array power output, it is recorded as telemetry
in the SENSE function and reported thought the COMM function. If not, the output power can
be captured with the REPORT object. It can also be reported in both ways, allowing comparison
of the telemetry reading with the actual value.

The objectized modeling approach is extremely powerful and affords a high degree of
flexibility and adaptability. First, the use of objects makes VIS modular and allows data and
information to come from many sources. The model defining .each PLATFORM can be directly
coded into VIS, a data interface to another software program, a data interface to another instance
of VIS, or a data interface to real hardware. Coded models are developed by the responsible
design engineer and can be based on parametric equations, heuristics, historical algorithms, or
parameters of actual hardware. Second, a system can be modeled only to the depth necessary to
satisfy the required complexity and level of fidelity. During concept exploration, a detailed
model is unnecessary and would needlessly slow down the simulation. The wealth of detailed
informaﬁon makes data interpretation more difficult. However, for performance analysis simple
models are inadequate. The modular approach allows PLATFORM models to evolve as the
design is refined and allows the model to be replaced with real hardware. Third, it reduces
modeling time and costs. Once a model is developed, it can be stored in a library and reused in
future simulations. In many cases, each PLATFORM will have several models of varying |

fidelity. Finally, integrating individual objects into a backbone structure simplifies verification

28




and validation. Itis unneéessary to validate the entire, full-up system, which doesn’t exist until
simulation run time anyway. Instead, each PLATFORM model is validated individually by the
design engineer. The VIS structure is also verified to ensure the interfaces and data flow are
working correctly.

The biggest benefit of the object oriented approach is that it allows the simulation to be
built up like a real spacecraft or system. If done correctly, VIS does not know if an object is a
model or a piece of real hardware. A one-for-one interface should exist between VIS and the
model or hardware. As the design is evolved, more models will be replaced with actual
hardware. After sufficient development, all of the simulation models will be replaced allowing
VIS to be removed from the middle and the remaining hardware could be launched. Since VIS
contains all of the interfaces, it would form the ground station. This has never actually been
done, but it is in theory possible.

VIS has given Lockheed Martin tremendous benefits. First, VIS is clearly a very
powerful, flexible, and adaptable tool. The model can provide limitless fidelity, and can use real
flight hardware or software to see the actual response. Almost more importantly, the fidelity of
the model is easily varied to suit the needs of the study. Results from the simulation will vary
with the level of fidelity, but can be very detailed and highly accurate. The object oriented
approach facilitates evolution of the design to progressively lower levels of detail. New
spacecraft components and technologies are easily added. A design engineer only needs to create
a mode] and plug it into the VIS backbone. Finally, the VIS structure enforces consistent
interfaces and system engineering practices uniformly across the simulation. If components are
incompatible or configured incorrectly, it is immediately apparent.

Despite its power, VIS does have a few drawbacks. As the name implies, VIS is more of

a simulation tool than a design tool. VIS also does not optimize, but is very good at trade studies.

- It does not help the subsystem engineers design and develop their subsystems. However, it will

help the design team assess the performance and capabilities of the design throughout the
development process. The simulation will clearly show the effects due to different components,
and changes will ripple throughout the design. VIS does not address factors beyond the design
and performance. Simulations provide no insight into cost and schedule, but may help in
assessing risk. The VIS backbone, as with any large computer program, was costly to develop

and is difficult to upgrade. Lockheed Martin maintains a small team of computer engineers just
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to maintain and administer VIS. The dedicated staff makes VIS easier to use for the design
engineers and frees them to focus on their subsystems and models.

While not a perfect fit, VIS would be very useful to both the space systems engineering
and space systems operations curriculums at NPS. In the final design classes, the engineering
students would be capable of developing simple component models, teaching them a valuable
skill not currently included in the curriculum. Whether the models were developed by the
students or selected from an existing library, VIS would allow the students to see the
performance of their design, providing invaluable feedback. The space system operations
students also complete a final spacecraft design project. In addition, the operations students
could use VIS to perform operational analysis and war gaming exercises for existing and
proposed spacecraft, constellations, and systems of systems.

Lockheed Martin would be very supportive. They were very open, cooperative, and
responsive, and have a working relationship with NPS. They already have a liaison office to
other government organizations and have identified a point of contact specifically for NPS. They
plan to make VIS available to remote gbvernment users, including connectivity into the VIS
simulation environment and tech support. Access to VIS would include the object libraries,
unlike the componenf databases for the CDC, PDC, and ICDF. The libraries would be
maintained and updated by Lockheed Martin engineers, not by the students or faculty members.
However, it would still be advisable to have several faculty meinbers receive training on VIS.
This will enable them to train the students, ease the burden on Lockheed Martin, and smooth the
entire process. In short, NPS would gain definite advantages with access to VIS while incurring

minimal cost or responsibility.

2. Microcosm Space Mission Analysis and Design Software

The Space Mission Analysis and Design (SMAD) software is an inexpensive, PC-based
tool to assist in developing preliminary/conceptual spacecraft and mission designs. The software
implements many of the design algorithms discussed in the Larson and Wertz textbook of the
same name. While the program assumes the user knows how to design spacecraft, the algorithms
are necessarily simplified to allow quick estimates for designs, with the associated inaccuracies.

Despite the simplifications, SMAD can be used to perform spacecraft sizing, develop a
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preliminary design, conduct orbit analysis, analyze spacecraft systems, and learn about spacecraft
and the spacecraft design process. (SMAD, 1994, p. 1)

In addition to its design capabilities, the SMAD program can also be used to perform
parametric or trade studies. To allow the user to see the effects of varying a given input, many
parameters can be varied over a range of values. SMAD then calculates a table of the selected
variable versus other dependent parameters. The tabular data can also be plotted, allowing the
user to see the information graphically. Note, however, that SMAD does not optimize. The user
must still select the best value and enter it into the worksheet.

All of the worksheets are user friendly and easy to use, with graphical and textual inputs
and outputs. Navigation within and between modules is easily done by clicking on the
appropriate button. Individual pages are clearly identified and well organized. Input values are
entered directly into data boxes and are checked against an allowable range. While parameters
are designated as inputs and outputs, any of the values can be entered and SMAD computes all of
thé others. If the entered value is within the valid range, any possible calculations are performed
and displayed. If not, a message is displayed with information on the error. Additional
information can be obtained on all input and most output parameters by simply clicking on the
parameter. Of course, all work can be printed or saved, and is stored as a simple ASCII file
which can be viewed with any standard text editor.

The SMAD program also includes a good on-line help utility, making it a useful
education and training tool. While SMAD assumes a certain level of knowledge on the part of
the user, the help utility clearly explains how to perform a design or trade study. Key parameters
and variables are defined and their typical values or ranges are identified. Finally, the help utility
includes specific references to the appropriate sections of the SMAD textbook.

The SMAD software consists of twelve graphics oriented program modules. Unlike the
two administrative modules, the ten technical modules are made up of several worksheets, or
pages, which implement the algorithms for a particular subsystem or design facet. The twelve

modules are:
- SMAD Index / Menu

- SMAD Help
- Orbits
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- Orbit Maneuvering

- Propulsion

- Attitude Control

- Electrical Power

- Thermal

- Structures

- Communications System

Observation Payloads

Spacecraft Design Budgets

While designed to be stand-alone, the modules can be used together to perform a complete design
or analysis. Many of the modules accept inputs from other pages or compute output for other
worksheets. However, while input and computed values are shared within a modulé, the program
does not automatically transfer information between modules. The user must reenter it into each
module as necessary. The following descriptions of the SMAD software program are based on
the SMAD Users Guide, provided courtesy of Microcosm, Inc. (SMAD, 1994, p. 9-20)

The two administrative modules help the user interact with, navigate through, and
understand the technical modules. The SMAD Index / Menu module serves as a “table of
contents” or gateway to the other modules. The user clicks on one of ten buttons to access a
particular technical module: The SMAD Help utility is a separate, stand-alone module, but it is
not accessed directly by the user. Instead, it is called in one of the technical modules by clicking
on a parameter or through the menu bar, and is automatically called when an invalid data value is
entered. The Help module provides all of the additional information on the input/output
parameters, variables, and values.

The Orbits module computes the key orbital parameters and geometries. Calculations are
performed on four separate pages: velocity, atmospheric drag, viewing geometry, and general.
All of the pages assume circular orbits, use Hohmann transfers, and neglect the rotation of the
Earth. The module also includes a nice ground track display program, allowing the user to see
the orbit projected on a flat Mercator map.

The velocity worksheet computes several velocity related parameters based on the orbital

altitude. From the altitude, SMAD calculates the orbital radius, the circular orbital velocity in
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inertial space, the ground track velocity, and the angular velocity relative to the center of the
Earth. This page also calculates several velocity changes (delta Vs). First, it computes the

delta V to change the orbital altitude by 1 km. Since the module assumes circular orbits, the
initial and final orbits are both circular and are connected with a Hohmann transfer. The deorbit
delta V is determined as the velocity change to lower the orbit to a 150 km circular orbit. Finally,
the plane change delta V is the velocity increment necessary to change the direction of the
velocity vector by one degree.

In the atmospheric drag worksheet, the user enters the ballistic coefficient of the satellite
and selects a mean or maximum atmospheric drag model. With this information, and the
previously entered orbital altitude, SMAD computes the scale height. Atmospheric density is
calculated using a standard, variable scale height exponential model. This, in turn, allows SMAD
to determine the orbital decay rate, the orbit lifetime, and the delta V necessary to maintain the
orbital altitude. The calculations assume a linear decay rate, which is a normal simplification but
is only valid for small variations from the actual orbital altitude.

The viewing geometry worksheet determines several other orbital geometry parameters of
potential in