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As laser light propagates through a resonant vapor, laser phase noise (PM) is converted to laser intensity noise (AM) because of the sensitivity of atomic coherence to laser phase fluctuations. In experiments reported here, it is shown that this PM-to-AM conversion process is highly efficient and can cause the relative intensity noise of transmitted diode laser light to be 1 to 2 orders of magnitude larger than the laser’s intrinsic relative intensity noise. By use of a semi-classical description of the phenomenon, including the effect of optical pumping, reasonably good agreement between theory and experiment is obtained. The PM-to-AM conversion process discussed here has important consequences for atomic clock development, in which diode-laser optical pumping in thick alkali vapors holds the promise for orders-of-magnitude improvement in atomic clock performance.
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1. INTRODUCTION

Several years ago Yabuzaki et al.\(^1\) found that when a phase fluctuating field passes through a resonant atomic or molecular medium the transmitted laser light displays enhanced intensity fluctuations. Moreover, the Fourier spectrum of those fluctuations maps out the medium’s energy-level structure. Those authors pointed out that this phenomenon could be employed as a new kind of spectroscopy and explained their observations by noting that (in an optically thin vapor) a fluctuating laser’s transmitted intensity is proportional to the product of the laser’s electric field \(E\) and a randomly varying laser-induced polarization \(P\). Because the polarization carries information on the medium’s energy-level structure, so too will the transmitted intensity noise. Walser and Zoller\(^2\) have since provided a careful analysis of this phenomenon in the regime of weak absorption, supporting the contention of Yabuzaki et al., and McIntyre et al.\(^3\) have shown that this theoretical picture can provide good agreement between theory and experiment for optically thin vapors.

To date, most of the interest in the discovery of Yabuzaki et al. has centered on its spectroscopic applications. McLean et al.\(^4\) have demonstrated the utility of the phenomenon for the study of atmospheric oxygen, Vasavada et al.\(^5\) have shown that various detection schemes can highlight different atomic or molecular spectroscopic features, and Walser et al.\(^6\) have discussed its use in saturated absorption spectroscopy. However, the conversion of laser phase-modulation noise (PM) into amplitude-modulation noise (AM) has broader implications. In quantum electronic devices such as gas-cell atomic clocks\(^7\) the light intensity transmitted through a resonant atomic vapor provides the operative signal, and any process that decreases the signal-to-noise ratio of the device will degrade performance. Similarly, in spectroscopy experiments that take advantage of laser transmission through atomic or molecular vapors\(^8\) any increase in the noise of the transmitted laser intensity will degrade spectroscopic information. Unfortunately, for these broader implications of the PM-to-AM conversion process the assumption of optically thin vapors is often not justified, and it would be incorrect to extrapolate the thin vapor results into the optically thick vapor regime.

It is worth noting that this phenomenon has certain similarities to recent research that examined fluorescence intensity fluctuations induced by laser phase noise.\(^9\) However, whereas the fluorescence variations arise from phase-induced fluctuations in atomic population, the transmitted intensity variations under discussion here arise from phase-induced fluctuations in atomic coherence. Moreover, measurements of fluorescence intensity fluctuations have taken place in atomic beams, precluding a study of the phenomenon in an optically thick medium.

The physical origin of the PM-to-AM conversion process can be described semiclassically by use of Maxwell’s equations. These yield in a standard fashion the electric field amplitude variation in a dielectric medium\(^10\):

\[
\frac{\partial E}{\partial t} + \frac{1}{v} \frac{\partial E}{\partial z} = \frac{2\pi k E}{n^2} \chi''(z, E), \tag{1}
\]

where \(k\) is the wave vector in the medium, \(n\) is the index of refraction, \(v\) is the phase velocity, and \(\chi''\) is the imaginary component of the electric susceptibility that in general will depend on \(E\). If the stochastic and deterministic variations in \(E\) are slow compared with the time that it takes a wave front to propagate through the medium, then the time derivative in Eq. (1) can be ignored and an attenuation equation for the electric field amplitude can be obtained\(^11\):

\[
E(z) = E_0 \exp \left[ -\frac{2\pi k}{n^2} \int_0^z \chi''(z', E) \, dz' \right]. \tag{2}
\]
Laser phase fluctuations induce stochastic variations in $\chi''$, which in turn result in stochastic variations of the laser's electric field amplitude in the vapor. Thus, as the laser propagates through the medium, the atomic or molecular system converts the laser's phase fluctuations into laser intensity fluctuations. For an optically thin vapor $\chi''$ will be small and approximately constant over the length of the vapor, so expanding the exponential of Eq. (2) to first order yields

$$I(z) \sim |E(z)|^2 \approx |E_0|^2 - \frac{4\pi k}{n^2} E_0 P_z,$$

which clearly displays the PM-to-AM conversion process as a heterodyne signal between the laser's electric field and the vapor's induced polarization $P_z$ as noted by Yabuzaki et al. However, in the general case $\chi''$ will be neither small nor constant, and its stochastic variations will have an exponential, rather than a linear, influence on the transmitted laser electric field. This complication to the problem is more than academic, as devices such as gas-cell atomic clocks employ optically thick vapors with a spatially varying susceptibility as a consequence of optical pumping and atomic diffusion. Moreover, in these devices there is mixed collisional and Doppler broadening of the optical transition, which further complicates an understanding of PM-to-AM conversion.

In Section 2 the experimental arrangement is described, along with results related to optical pumping in an optically thick alkali vapor. Of particular note is the observation that the degree of optical pumping has a strong dependence on alkali density that is not easily explained as a consequence of spin exchange. In Section 3 it is argued that this alkali density dependence is a consequence of radiation trapping, even though the alkali vapor was in the presence of a 10-Torr $N_2$ buffer gas. In Section 4 the experimental results of PM-to-AM conversion are presented, and in Section 5 a semiclassical theory of the phenomenon is described and shown to be in reasonably good agreement with the experimental findings. Specifically, experiment and theory show that (1) the PM-to-AM conversion process increases the relative intensity noise (RIN) of transmitted diode-laser light by orders of magnitude in an optically thick vapor, (2) the enhancement of the RIN is a function of laser intensity, so there is little if any PM-to-AM conversion when efficient optical pumping reduces the number of atoms in the absorbing state, and (3) the enhancement of the RIN is a white-noise process at low Fourier frequencies (i.e., less than 25 kHz). Additionally, based on the discussion in Section 3, it is hypothesized that the PM-to-AM conversion process's extreme sensitivity to alkali density is a consequence of the relationship between radiation trapping and optical pumping in thick vapors.

2. EXPERIMENTAL ARRANGEMENT

Figure 1 shows a block diagram of the experimental arrangement. A Mitsubishi TJS15 AlGaAs diode laser (ML4102) was tuned near the Rb $D_1$ ($5^2P_{1/2} \rightarrow 5^2S_{1/2}$) transition at 794.7 nm and allowed to pass through a $^{87}$Rb vapor contained within a Pyrex resonance cell. The laser's linewidth was 60 MHz (FWHM), and it operated at an injection current of 1.3 times the threshold current, producing an output power of a few milliwatts. The laser beam was collimated and had an elliptical cross section with an area of $\sim 0.14 \text{ cm}^2$. 10 Torr of $N_2$ was also contained in the resonance cell as a buffer gas for efficient optical pumping. Basically, the $N_2$ served two purposes: It limited the rate of diffusion to the resonance cell walls where hyperfine polarization is destroyed (i.e., with respect to Fig. 1(a), $|2>\rightarrow|1>$ population imbalance), and it quenched atomic fluorescence, which can act as a depolarizing mechanism if it is reabsorbed by the atoms in the vapor. The resonance cell was heated by braided wire and centrally placed in a Helmholtz coil pair that produced a magnetic field of ~300 mG along the laser beam's propagation direction. The resonance cell was cylindrical, with a length $L$ of 3.5 cm and a diameter of 2.5 cm, and for the experiments the resonance cell temperature varied between 30 and 45°C. The Doppler-broadened linewidth was ~510 MHz and, when combined with the $N_2$ pressure-broadening contribution, produced a 619-MHz total linewidth for the optical transition. Resonance cell temperature, however, was not a good indicator of alkali vapor density. Because of the small amount of isotopically enriched $^{87}$Rb in our resonance cell, the alkali vapor was not always saturated. Consequently, the optical depth $\tau_d$ of the vapor was measured by means of the relative absorption of laser light (i.e., by use of Beer's law, $\tau_d^{-1} = L^{-1} \ln(\Omega_{off}/\Omega_{on})$, where the subscripts refer to the laser tuned either off or on resonance, as illustrated in Fig. 1). For the measurements of...
\( \tau_d \), an optical density filter of 4.0 was placed in the laser beam path to prevent optical pumping, and measurements spaced over several days at various temperatures were self-consistent.

Before entering the resonance cell the laser intensity was measured with a silicon photodiode, and after passing through the resonance cell the laser intensity was measured with an identical photodiode. An optical isolator, providing at least 36-dB isolation, prevented optical feedback from perturbing the laser characteristics, and the laser intensity could be attenuated by optical density filters placed in the laser beam path. Two sets of measurements were performed for each detector. The light beam was chopped and the average laser intensity \( \langle I \rangle \) was measured with a lock-in amplifier. Then the chopper was stopped, and the intensity noise \( \delta I \) in a 1-Hz bandwidth at 209 Hz was measured with a spectrum analyzer that had a 25-kHz bandwidth. The laser RIN was defined as the ratio of \( \delta I \) to \( \langle I \rangle \), and in all measurements \( \delta I \) was significantly larger than the photodetector's dark noise. (This definition of RIN is essentially the square root of that typically found in the diode-laser literature.) It should be noted for future reference that the spectrum of laser intensity noise was flat over the spectrum analyzer bandwidth for both photodetectors under all experimental conditions.

Figure 2 is a plot of the transmitted laser intensity \( I_{\text{trans}} \) versus the incident laser intensity \( I_{\text{inc}} \). For an optically thin vapor or exponential attenuation within the vapor, \( \log(I_{\text{trans}}) \) will depend linearly on \( \log(I_{\text{inc}}) \). As the figure shows, \( \log(I_{\text{trans}}) \) displays a linear dependence on \( \log(I_{\text{inc}}) \) for \( \tau_d \) equal to 1.72 and 1.31 cm. Qualitatively we can explain these observations by noting that for \( \tau_d = 1.31 \) cm the resonant light was strongly absorbed by the vapor. Consequently, optical pumping was inefficient over the resonance cell volume, and exponential attenuation was operative. Alternatively, for \( \tau_d = 1.72 \) cm and the range of intensities investigated here there was more-efficient optical pumping over the resonance cell volume. Because optical pumping decreases the fraction of atoms in the absorbing state, the vapor acted as if it were optically thin. A similar change in a vapor's transmission characteristics was observed by Bhaskar et al.\(^{19}\), fluorescent wave fronts were found to propagate through an optically dense sodium vapor as laser optical pumping decreased the number density of absorbing atoms in the laser beam path. For values of \( \tau_d \) equal to 1.33 and 1.35 cm, although optical pumping was inefficient at low light intensities it was reasonably efficient at high light intensities. Thus there is a transition in the dependence of \( \log(I_{\text{trans}}) \) on \( \log(I_{\text{inc}}) \) from a linearity that is due to exponential attenuation to a linearity associated with an optically thin vapor. As might be expected, the intensity where this transition takes place is higher for the vapor with the lower value of \( \tau_d \). Specifically, for \( \tau_d = 1.35 \) cm the transition occurs at \( \log(I_{\text{inc}}) = 1.4 \), whereas for \( \tau_d = 1.33 \) cm the transition occurs at \( \log(I_{\text{inc}}) = 2.2 \). As is discussed more fully in Section 3, it is believed that the extreme sensitivity of this transition intensity to optical depth is a consequence of radiation trapping.\(^{20}\) Spin exchange\(^{15}\) is an unlikely mechanism to explain the effect, because the alkali density and hence the spin-exchange rate changed only by \(-2\%\) (i.e., \( \tau_d = 1.35 \) cm to \( \tau_d = 1.33 \) cm), yet the transition intensity changed by 145%.

3. RADIATION TRAPPING

As shown in Fig. 1(b), when the laser is tuned on resonance and radiation trapping is operative the reabsorption of fluorescent photons corresponding to the \( |3> \rightarrow |1> \) transition will compete with the optical pumping process and inhibit the transfer of atomic population from \( |2> \) to \( |1> \). The rate of fluorescent photon reabsorption increases with alkali density and laser intensity. Consequently, for a significant reduction of population in the absorbing state to be achieved, a slight increase in alkali density could require a large increase in the optical pumping rate (i.e., laser intensity) to overcome the deleterious effects of radiation trapping. It is to be noted that, even though the 10 Torr of \( N_2 \) in the resonance cell provided for efficient quenching of the excited state (the \( 5^2P_{3/2} \) quenching rate was approximately three times faster than the fluorescent decay rate\(^{21}\)), alkali fluorescence was nonetheless visible to the eye when the cell was observed with the aid of an infrared viewer. Moreover, previous experiments performed in our laboratory have indicated that \( N_2 \) buffer gas, even at a pressure of several Torr, is not always sufficient to eliminate completely the effects of radiation trapping in optical pumping experiments with alkali vapors.\(^{22}\) In this section a brief discussion of the role of radiation trapping in the experiment is presented and shown to explain qualitatively the appearance of Fig. 2.

As radiation trapping in multilevel systems is an area of research interest at present and is a difficult theoretical problem,\(^{23}\) we crudely account for the influence of radiation trapping in our experiments by defining a probability \( p \) that a fluorescent photon is reabsorbed by the alkali vapor. The following set of rate equations that describe the optical pumping process can then be obtained:

\[
\dot{\sigma}_1 = \frac{A}{2} \sigma_2 - \gamma_{\text{sp}} (\sigma_1 - \sigma_2) - \frac{pA}{2} \sigma_3 \sigma_1, \tag{4a}
\]
Fig. 3. Influence of radiation trapping on optical pumping: solid curves, $\tau_d = 1$ cm; dashed curve, $\tau_d = 0.8$ cm.

$$\sigma_2 = -R\sigma_2 + \frac{A}{2}\sigma_3 + \gamma_{hfs}(\sigma_1 - \sigma_2) - \frac{pA}{2}\sigma_y$$

(4b)

$$\dot{\sigma}_3 = R\sigma_2 - A\sigma_3 + \frac{pA}{2}\sigma_3(\sigma_1 + \sigma_2).$$

(4c)

Here $A$ is the $5^2P_{1/2} \rightarrow 5^2S_{1/2}$ fluorescent decay rate, $\gamma_{hfs}$ is the hyperfine polarization collisional relaxation rate, $R$ is the excitation rate of $|2\rangle$, and $\sigma_i = \sigma_i(\tau_d)$ is the population in $|i\rangle$. If $R$ is much less than $A$, then $\sigma_1 + \sigma_2 = 1$, and Eqs. (4) can easily be solved in steady state to yield

$$\sigma_2 = \left[\frac{1 - p}{2p} + \frac{(2 - p)\gamma_{hfs}}{pR}\right] + \left[\frac{1}{2p} + \frac{(2 - p)\gamma_{hfs}}{pR}\right]^2.$$  

(5)

Then, employing a Beer's law formula for the intensity of light transmitted through a vapor of length $L$ results in

$$R(z + \delta z) = \frac{R(z)}{\gamma_{hfs}} \left(1 - \sigma_2(z)\frac{\delta z}{\tau_d}\right).$$

(6)

Using Eq. (5), we can solve Eq. (6) iteratively to determine the relative intensity at the exit of the vapor, $R(L)/\gamma_{hfs}$, for different values of the optical depth and probability of radiation trapping.

An example of this calculation is shown in Fig. 3 for $L = 5$ cm, where the relative intensity at the exit of the vapor is plotted against the relative input intensity, $R(0)/\gamma_{hfs}$. Three curves are shown: The two solid curves correspond to $\tau_d = 1$ cm with $p$ equal to 0 or 0.9 and the dashed curve corresponds to $\tau_d = 0.8$ cm and $p = 0$. An important point to note from the figure is that, in the regime of $R(0)$ small, any significant decrease in $\tau_d$ reduces $R(L)$ for a fixed value of $R(0)$. Note, however, from Fig. 2(b) that in the regime of weak fields [i.e., $\log(I_{\text{inc}}) = 1$], for a fixed incident laser intensity the optical depths of 1.31, 1.33, and 1.35 cm all yield the same value of $\log(I_{\text{trans}})$, consistent with the fact that these optical depths are close in value. Consequently it is difficult to rationalize the change in the transition intensity with an error in the optical depth measurements. Note, however, that on a qualitative level the data of Fig. 2 are consistent with those of Fig. 3 (compare the two solid curves) under the assumption that a small change in alkali density can alter (perhaps significantly) the effects of radiation trapping.

Of course, one should not take this section’s model of radiation trapping too far in explaining the experimental observations. At present little is known of the role of radiation trapping in optical pumping experiments, and so by necessity the model discussed here was quite crude: neither geometrical effects nor Doppler distributions were discussed. With that said, however, it seems clear that, even in the presence of 10-Torr $N_2$, radiation trapping plays an important role in the optical pumping of an optically thick alkali vapor.

4. RELATIVE INTENSITY NOISE MEASUREMENTS

Figure 4(a) shows the RIN of the diode laser before the laser beam enters the resonance cell (filled symbols) and also after it has passed through the resonance cell but
tuned off resonance (open symbols). The various symbols correspond to experiments with different values of \( \tau_d \). As might be expected, the intrinsic RIN of the laser measured by the two photodetectors was essentially the same and yields a value of \( \sim 1.7 \times 10^{-6} \). Further, this RIN value is independent of the laser intensity attenuated by the optical density filters. It should be noted that the measured RIN value is somewhat large, as CSP\(^{13}\) diode lasers typically have an intrinsic RIN roughly an order of magnitude smaller at our injection current level.\(^{22}\) Moreover, at low Fourier frequencies the intensity noise of a diode laser is typically dominated by flicker (1/\( f \)) noise rather than by white noise.\(^{26}\) Thus the source of our diode laser's intrinsic intensity noise might not be within the laser but might be associated with the laser electronics. Nevertheless, whatever its source, as is shown below, the laser's intrinsic intensity noise is insignificant compared with the intensity noise that appears in the transmitted signal after the laser has resonantly interacted with the atomic medium.

The RIN of the diode laser after propagation through the resonant atomic medium is shown in Fig. 4(b), and the most striking feature of the figure is the dramatic increase in RIN under certain experimental conditions (i.e., RIN\(_{\text{trans}} \sim 8 \times 10^{-5}\), compared with RIN\(_{\text{inc}} \sim 1.7 \times 10^{-6}\)). For \( \tau_d = 1.31 \text{ cm} \), where optical pumping was inefficient, the enhancement of RIN is constant over the range of incident laser intensities investigated, whereas for \( \tau_d = 1.72 \text{ cm} \), where optical pumping was fairly efficient over the resonance cell volume at all laser intensities, there is essentially no enhancement of RIN. For the intermediate values of \( \tau_d \), RIN enhancement is present at low laser intensities but is diminished at higher laser intensities. Specifically, for \( \tau_d = 1.35 \text{ cm} \) and \( \tau_d = 1.33 \text{ cm} \) the enhancement of RIN begins to decrease at \( \log(\langle I_{\text{inc}} \rangle) \approx 1.4 \) and \( \log(\langle I_{\text{inc}} \rangle) = 2.2 \), respectively. It is to be noted that these incident laser intensities correspond to the onset of fairly efficient optical pumping and to the creation of an optically thin vapor, according to the results presented in Fig. 2. The data of Fig. 4(b) therefore indicate that passage of laser light through a resonant atomic medium can increase the transmitted light's RIN by orders of magnitude if the resonant medium is optically thick. If the medium is optically thin, by virtue of low atomic density or efficient optical pumping, this significant enhancement of RIN does not occur. Additionally, inasmuch as the spectral density of the laser intensity noise was flat over the spectrum analyzer's 25-KHz bandwidth, the enhancement of RIN can be described as a white-noise process (at least at low Fourier frequencies).

5. THEORY OF RELATIVE INTENSITY NOISE IN AN OPTICALLY THICK, OPTICALLY PUMPED VAPOR

The present section has three goals. The first of these is to obtain a theory of PM-to-AM conversion in an optically thick vapor that predicts the orders-of-magnitude enhancement of laser RIN observed experimentally. It is to be noted that this degree of enhancement is not predicted by previous theory and is by no means an obvious extrapolation from previous theory owing to the nonlinear relationship between \( \chi''(z) \) and \( E(z) \) in an optically thick vapor. The second goal is to use the theory to show that the enhancement of RIN disappears at high light intensities as a consequence of efficient optical pumping. The third goal is to use the theory to demonstrate that at low Fourier frequencies the laser intensity fluctuations generated by the PM-to-AM conversion process are white. Again, this is by no means an obvious deduction: The laser phase fluctuations are colored; they induce fluctuations in \( \chi'' \), and the fluctuations in \( \chi'' \) have an exponential influence on the transmitted laser intensity.

Before we proceed to a discussion of the theory it is worth noting that there are several aspects to the problem that make its solution nontrivial. Because the phenomenon requires an optically thick vapor, the susceptibility \( \chi''(r, z) \) (where \( z \) is the propagation distance into the vapor and \( r \) is a radial location) will depend on \( E(r, z) \), which in turn depends on \( \int \chi''(r, z')dz' \) (\( 0 \leq z' < z \)). Thus the density matrix equations that describe the field-atom interaction must be solved numerically and the solution of \( E(r, z) \) iterated through the vapor. Moreover, as optical pumping will have important consequences for the theory, the spatial distribution of the \( |F = 2 \rangle - |F = 1 \rangle \) population imbalance must be included in the theory. (The spatial distribution of the population imbalance results from the diffusion of optically pumped atoms to the resonance cell walls, where wall collisions equalize the \( F = 2 \) and \( F = 1 \) populations.\(^{27}\)) Finally, to make contact with the experimental measurements it is necessary to solve for the spectral density of intensity fluctuations.

We obtain the system of equations that describes the fluctuations of the density matrix elements by decomposing the density matrix equations into two systems: one system for the density matrix mean values and another for the stochastic fluctuations. To obtain a time series for the transmitted laser intensity we solve the density matrix equations numerically, employing simulated stochastic variations of the laser field. We analyze the Allan variance of the time series to obtain the magnitude of laser RIN and its spectral characteristics.

As the problem is quite complicated, we invoke several approximations to develop a theory that highlights the physically relevant aspects of the phenomenon. Rather than considering the actual density matrix of \(^{87}\text{Rb}\), the theory considers a fictitious three-level atom. The theory is restricted to one spatial dimension and, rather than solving a system of partial differential equations to account for spatial diffusion, we employ a spatially varying relaxation rate in the density matrix equations. Finally, we ignore the influence of radiation trapping on the optical pumping process. Although the neglect of radiation trapping will not allow the theory to predict the sensitive alkali density dependence in the falloff of RIN with laser intensity, the theory should nonetheless be capable of predicting the correct magnitude of RIN as a consequence of efficient PM-to-AM conversion and the general falloff behavior as a consequence of optical pumping.

Defining \( \sigma_{ij} \) as the atomic density matrix elements of a three level system in the rotating frame, we can write the expectation value of atomic susceptibility as

\[
\langle \chi(z) \rangle = N(\alpha(z)),
\]

(7)
where $N$ is the total number density of rubidium atoms in the vapor and $\alpha$ is the atomic polarizability. Note that $\alpha$ depends on $z$ because it is a function of the applied electric field at position $z$. We can write the polarizability in terms of the atomic density matrix elements by noting that the induced atomic dipole moment $\langle \mu \rangle$ equals $\langle \alpha \rangle E$, so

$$\langle \alpha'(z) \rangle = \frac{2\mu_{23}}{E(z)} \text{Re}[\sigma_{23}(z)],$$

$$\langle \alpha''(z) \rangle = \frac{2\mu_{23}}{E(z)} \text{Im}[\sigma_{23}(z)],$$

where $\alpha'$ and $\alpha''$ refer to the real and the imaginary parts of the polarizability, respectively, and $\mu_{23}$ is the dipole matrix element connecting $|3\rangle$ and $|2\rangle$. For a small increment in the position, $\delta z$, the laser electric field can be expanded in a Taylor series about the position $z$ by use of Eq. (2):

$$E(z + \delta z) = E(z) - \frac{8\pi^2N\mu_{23}}{n^2\lambda} \langle |\text{Im}[\sigma_{23}(z)]| \rangle_0 \delta z,$$

where $\langle \ldots \rangle_0$ implies a velocity average over the Maxwell-Boltzmann distribution. Computationally, we use the laser electric field amplitude at the position $z$ to determine the density matrix elements $\sigma_{23}(z)$ and $\sigma_{32}(z)$ and then use Eq. (10) to determine the laser electric field amplitude in the neighboring region. Iterating this process from $z = 0$ to $z = L$, we determine the laser electric field amplitude, and hence the laser intensity, at the exit of the vapor for a given wave front of the incident field.

For the system of Fig. 1(b) the atomic density matrix equations at the spatial position $z$ are

$$\dot{\sigma}_{31} = \frac{A}{2} \sigma_{33} + \gamma_{hfs} (\sigma_{22} - \sigma_{11}),$$

$$\dot{\sigma}_{23} = -\frac{i\Omega}{2} (\sigma_{22} - \sigma_{33}) + \frac{A}{2} \sigma_{33} - \gamma_{hfs} (\sigma_{22} - \sigma_{11}),$$

$$\dot{\sigma}_{32} = \frac{i\Omega}{2} (\sigma_{22} - \sigma_{33}) - A \sigma_{33},$$

$$\dot{\sigma}_{32} = i\Delta \sigma_{23} - \frac{i\Omega}{2} (\sigma_{22} - \sigma_{33}) - \left( \Gamma_c + \frac{A}{2} \right) \sigma_{32}. $$

Here, $\Omega$ is the $|3\rangle \rightarrow |2\rangle$ Rabi frequency equal to $\mu_{23}E(z)/\hbar$, $\Delta$ is the laser detuning (i.e., $\Delta = \omega_0 + \delta \omega - \omega_{23}$), and $\Gamma_c$ is the collisional dephasing rate of the optical transition. In the expression for the detuning, $\omega_0$ is the average laser frequency and $\delta \omega$ is a mean-zero stochastic frequency fluctuation:

$$\langle \delta \omega(t) \delta \omega(t - \tau) \rangle = \gamma \beta \exp(-\beta |\tau|).$$

For single-mode lasers with nearly Lorentzian line shapes, $2\gamma$ is essentially the linewidth of the field (FWHM) and $\beta \gg \gamma$. If Eq. (11c) is formally integrated, and only weak fields are considered such that the optical transition is not saturated, then

$$\sigma_{32}(t) \approx \frac{i\Omega}{2A} (\sigma_{32} - \sigma_{23}).$$

Moreover, it is to be noted that under these weak-field conditions $\sigma_{32} + \sigma_{11} = 1$. Thus, when $u$ and $v$ are defined as the real and the imaginary parts of $\sigma_{32}$, respectively, Eqs. (11) become

$$\dot{\sigma}_{22} = \frac{\Omega v}{2} - \gamma_{hfs} (2\sigma_{22} - 1),$$

$$\dot{u} = \left[ \Gamma_c + \frac{A}{2} \right] u - \Delta v,$$

$$\dot{v} = \left[ \Gamma_c + \frac{A}{2} + \frac{\Omega^2}{2A} \right] v + \Delta u - \frac{\Omega}{2} \sigma_{22}. $$

As Eqs. (14) are to be solved under equilibrium conditions, we can let $\sigma_{22} = \Sigma + \delta \sigma(t)$, $u = u_0 + \delta u(t)$, and $v = v_0 + \delta v(t)$, where $\Sigma$, $u_0$, and $v_0$ are the mean, equilibrium values of the density matrix elements and $\delta \sigma(t)$, $\delta u(t)$, and $\delta v(t)$ are mean-zero stochastic fluctuations of the density matrix elements. (In what follows, the explicit time dependence is dropped when these stochastic terms are written.) Zoller and Lambropoulos have shown that in steady state

$$\dot{\Sigma} = \frac{\Omega}{2} \sigma_{22} - \gamma_{hfs} (2\Sigma - 1),$$

$$\dot{u}_0 = 0 - \left[ \Gamma_c + \frac{A}{2} \right] u_0 - \gamma u_0 - (\omega_0 - \omega_{32}) u_0,$$

$$\dot{v}_0 = 0 - \left[ \Gamma_c + \frac{A}{2} + \frac{\Omega^2}{2A} \right] v_0 - \gamma v_0 + (\omega_0 - \omega_{32}) u_0 - \frac{\Omega}{2} \Sigma,$$

which are easily solved for the average density matrix elements. Then, combining Eqs. (15) and (14), we obtain a set of equations that describes the stochastic variations of the density matrix elements:

$$\dot{\delta \sigma} = \frac{\Omega(t)}{2} \delta \sigma - 2 \gamma_{hfs} \delta \sigma,$$

$$\dot{\delta u} = -\left[ \Gamma_c + \frac{A}{2} \right] \delta u + \gamma u_0 - [\omega_0 + \delta \omega(t) - \omega_{32}] \delta u,$$

$$\dot{\delta v} = -\left[ \Gamma_c + \frac{A}{2} + \frac{\Omega^2(t)}{2A} \right] \delta v + \gamma v_0 + [\omega_0 + \delta \omega(t)$$

$$- \omega_{32}] \delta u + \delta \omega(t) u_0 - \frac{\Omega(t)}{2} \delta \sigma.$$
\[
\langle x(t)x(t - \tau) \rangle = \frac{\gamma}{\omega_1} \exp(-\omega_1|\tau|). \tag{17}
\]

In Eq. (17), \(\omega_1\) is related to the laser's intrinsic RIN in a 1-Hz bandwidth: \(\text{RIN} = 4\sqrt{\gamma/\omega_1}\).

Briefly, at various computational time steps, values for the stochastic laser electric field amplitude and frequency at \(z = 0\) are determined by use of a methodology described in Ref. 29. The propagation of this wave front through the medium is then determined with the aid of Eqs. (10), (15), and (16). Equations (16) are solved at each position \(z\) by a fifth-order Runge–Kutta–Fehlberg method with adaptive step size,\(^3\) and the step size is restricted so it is always smaller than 0.1\(A^{-1}\) and 0.1\(\Gamma^{-1}\).

Ten sets of density matrix equations are solved at each position \(z\), corresponding to specific velocity subgroups. The attenuation coefficient (i.e., \(\delta E/\delta z\)) is averaged over the Doppler distribution by use of Gaussian quadrature\(^3\) and is then employed in Eq. (10) to propagate the laser electric field through the atomic vapor.\(^2\) Moreover, to account for the slow diffusion of atoms to the resonance cell walls, where wall collisions equalize the \(F = 2\) and \(F = 1\) ground-state populations, \(\gamma_{\text{hfs}}\) is given a spatial dependence:\(^4\)

\[
\gamma_{\text{hfs}} = \gamma_{\text{se}} + \gamma_{\text{bg}} + \frac{\pi^2 D}{4z^2}, \quad 0 \leq z \leq L/2, \quad \tag{18a}
\]

\[
\gamma_{\text{hfs}} = \gamma_{\text{se}} + \gamma_{\text{bg}} + \frac{\pi^2 D}{4(L - z)^2}, \quad L/2 \leq z \leq L. \quad \tag{18b}
\]

Here \(\gamma_{\text{se}}\) and \(\gamma_{\text{bg}}\) are the relaxation rates that are due to spin-exchange and buffer-gas collisions, respectively, and \(D\) is the diffusion coefficient for rubidium atoms in the buffer gas. Although in all rigor a diffusion term should be added to the density matrix equations,\(^5\) this procedure captures the physical requirement on the \(F\) = 2 population that \(\sigma_{22}(0) = \sigma_{22}(L) = 0.5\). The intensity of the laser at the exit of the medium is averaged over a time interval equal to the smaller of either \(A^{-1}\) or \(\Gamma_{z}^{-1}\) and then subjected to statistical analysis.

An example of the computed laser intensity variation at the exit of a 3-cm-long resonance cell at 50 °C is shown in Fig. 5(a). For this example the laser had a linewidth (2\(\gamma\)) of 1 GHz (\(\beta = 2 \text{ GHz}\)) and an intrinsic RIN of 10\(^{-10}\).

Thus the stochastic variations illustrated in the figure are solely the result of laser propagation through the resonant medium. Moreover, the incident laser intensity was chosen as 1 \(\mu\text{W/cm}^2\) to eliminate optical pumping effects. To compute the transmitted laser intensity RIN, time series such as that of Fig. 5(a) were used to compute the Allan standard deviation of the transmitted laser intensity noise, \(\sigma_I(\tau)\).\(^3\)\(^5\)\(^6\) This computation is shown in Fig. 5(b) for the data of Fig. 5(a), where the square-root dependence of \(\sigma_I(\tau)\) on averaging time \(\tau\) indicates that the transmitted laser intensity noise is white. [In all the calculations, \(\sigma_I(\tau)\) was inversely proportional to \(\sqrt{\tau}\).] For white noise, \(\sigma_I(\tau) = S_I/2\tau\), where \(S_I\) is the one-sided white-noise spectral density of the transmitted laser intensity fluctuations. Consequently \(\sigma_I(\tau)\) at \(\tau = 1\) s (determined by a linear least-squares fit) provides an unambiguous measure of the laser intensity noise in a 1-Hz bandwidth and hence of the RIN.

Figure 6 shows the results of the computations for the parameters listed in Table 1. (Resonance cell temperature essentially determined the alkali vapor density.\(^3\)\(^6\)) As in the experimental case, the optical depth of the vapor was determined by the ratio of the average incident laser intensity to the average transmitted laser intensity. As was observed in the experiment, for an optical depth of \(\sim 1.5\) cm there is roughly a 2-orders-of-magnitude increase in the transmitted laser intensity RIN at low light intensities, but at high light intensities where optical pumping is efficient the transmitted laser intensity RIN drops to its intrinsic value. For the larger optical depth of 2.1 cm the enhancement of RIN at low light intensities is smaller, and the falloff to the intrinsic RIN occurs at lower light intensities.

The major discrepancy between the present theory and experiment is the sensitivity of the falloff in RIN to changes in the alkali density. Experimentally, a change in the optical depth of 0.02 cm yielded a dramatic change in the intensity where the falloff from enhanced RIN to

![Fig. 5](image_url)

(a) Example of computational laser transmitted intensity variations through 3 cm of a 50 °C vapor for a laser with a 1-GHz linewidth and a RIN of 10\(^{-10}\). The incident laser intensity was 1 \(\mu\text{W/cm}^2\), and the average transmitted laser intensity was 0.22 \(\mu\text{W/cm}^2\). (b) Log-log plot of the Allan standard deviation \(\sigma_I(\tau)\) versus averaging time \(\tau\). The dashed line is a linear least-squares fit to the data. The slope of 0.5 for the fit indicates that the laser intensity fluctuations are white, and the intercept \(\{\log(\tau) = 0\}\) is a measure of the intensity fluctuations' spectral density.
Intrinsic RIN occurred. Theoretically, increasing the optical depth by 40% changed the intensity where this fall-off occurred by much less than an order of magnitude. Because it has been argued that optical pumping is strongly influenced by radiation trapping in optically thick v apors, radiation trapping must consequently play an important role in the PM-to-AM conversion process. Moreover, radiation trapping quite likely influences the atomic coherence (regardless of optical pumping) and hence the stochastic fluctuations of $\chi''$. Nonetheless, a consideration of radiation trapping does not appear to be requisite to a semiquantitative description of the PM-to-AM conversion process in optically thick v apors, because the present theory without radiation trapping has demonstrated (1) the experimentally observed orders-of-magnitude enhancement of laser RIN, (2) that the enhancement of laser RIN is eliminated at high light intensities where optical pumping is efficient, and (3) that at low Fourier frequencies the laser intensity fluctuations are white.

### Table 1. Parameters Used in the Computation of the Data Presented in Fig. 6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonance cell length, $L$</td>
<td>3 cm</td>
</tr>
<tr>
<td>Collisional dephasing rate, $\Gamma_1$</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Rb–Rb spin-exchange cross section$^a$</td>
<td>$1.9 \times 10^{-14}$ cm$^2$</td>
</tr>
<tr>
<td>Rb–N$_2$ hyperfine relaxation cross section$^b$</td>
<td>$8.3 \times 10^{-23}$ cm$^2$</td>
</tr>
<tr>
<td>Rb diffusion coefficient in N$_2$ (i.e., $D_0$)$^b$</td>
<td>0.16 cm$^2$/s</td>
</tr>
<tr>
<td>N$_2$ pressure</td>
<td>10 Torr</td>
</tr>
<tr>
<td>Resonance cell temperature</td>
<td>35 and 40 °C</td>
</tr>
<tr>
<td>Laser linewidth, $2\gamma$</td>
<td>50 MHz</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1 GHz</td>
</tr>
<tr>
<td>Laser's intrinsic RIN</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>

$^a$Ref. 37.
$^b$Ref. 38.

### 6. SUMMARY

Here it has been shown that laser intensity noise can be increased by orders of magnitude when it propagates through an optically thick resonant medium. The effect arises because laser phase fluctuations produce variations in the atomic coherence, which essentially manifest themselves as noise in the atomic absorption cross section. For an optically thick vapor the transmitted laser intensity has an exponential dependence on the absorption cross section, so there is a dramatic effect on the transmitted laser light's RIN.

As was alluded to in Section 1, the conversion of PM to AM in an atomic vapor has important technological implications. For several years now, metrological laboratories around the world have been pursuing a goal of improved atomic clock performance by using diode lasers to optically pump an alkali vapor. In these devices the laser light transmitted through the vapor generates the atomic clock signal. Present-day devices use rf-discharge lamps to generate the atomic signal, and because of their relatively inefficient optical pumping the atomic clock's signal is small. As might be expected, the stability of the atomic clock is directly related to the signal-to-noise ratio, and the largest signals are typically obtained with optically thick v apors and diode-laser optical pumping. However, the optically thick v apors also dramatically increase the signal's noise level in the case of diode-laser optical pumping because of the PM-to-AM conversion process discussed here. In fact, we find that under certain conditions the increased noise level that is due to PM-to-AM conversion is larger than the increased signal level that comes from efficient diode-laser optical pumping. Consequently, substituting a diode laser for a rf-discharge lamp in these atomic clocks can sometimes degrade performance. Mitigating the influence of this noise process to achieve the full potential of diode-laser optical pumping in atomic clocks will require a better understanding of the role of laser line shape, optical density, and radiation trapping in the PM-to-AM conversion process.

### REFERENCES AND NOTES


9. Note that $(\frac{\partial \phi}{\partial z} + \frac{1}{2} \frac{\partial^2 \phi}{\partial z^2}) = \frac{\partial \phi}{\partial z} E \frac{1}{R} \frac{\partial R}{\partial z}$, where $L$ is the length of the medium, $\delta \phi$ is the propagation time of a wave front through the medium, and $\tau$ is the correlation time of the field's stochastic variations. For a medium with a length of a few centimeters, $\delta \phi \sim 10^{-15}$ s, whereas for the lasers of interest in our study $\tau \sim 10^{-6}$ s. Thus the temporal variation of the electric field will be roughly 2 orders of magnitude smaller than the spatial variation for an optically thick medium where $(\partial \phi / \partial z) \sim E / L$.

10. It should be noted that in addition to Eq. (1) there is a propagation equation for the phase of the field: $\frac{\partial \phi}{\partial z} + \frac{1}{2} \frac{\partial^2 \phi}{\partial z^2} = \frac{1}{\sqrt{2 \pi} \hbar} \int \chi(x, E) \phi(x, E) \exp{\left\{ - \frac{1}{2 \hbar} \int \chi(x, E) \phi(x, E) \right\} } dx$. Inasmuch as the laser's phase noise yields fluctuations in both $\phi'$ and $\phi''$, the optical field's phase fluctuations grow in a complicated fashion as the field propagates through the medium. The greater degree of phase noise further enhances the fluctuations of $\phi''$, which in turn results in larger variations of the laser's transmitted intensity. However, because $\chi'$ is proportional to the real part of the atomic coherence, which is generally small unless the laser has frequency excursions of the order of the optical homogeneous linewidth, it seems reasonable to ignore this additional source of laser phase noise in the PM-to-AM conversion process associated with the present experimental conditions: laser linewidth, $\approx 60$ MHz and atomic homogeneous linewidth, $\approx 200$ MHz. It is worth noting, though, that there will be experimental conditions in which this additional phase noise could be an important aspect of the PM-to-AM conversion process.


31. Note that with $10^7$ Torr of $N_2$ the time between velocity-changing collisions is $10^{-7}$ s, based on a gas kinetic cross section for velocity-changing collisions, whereas the propagation time of a wave front through a 3-cm medium is $10^{-10}$ s. Thus, on the time scale of a wave front's propagation through the medium, each atom has a specific, essentially constant, velocity.


33. The Allan standard deviation, or Allan variance, is a statistic that is typically employed to describe precise frequency
standards; it has the attractive property that it converges for certain nonstationary noise processes. Essentially, a fluctuating parameter is averaged over some time $\tau$, and differences between neighboring averages are computed. The Allan variance is the variance associated with these differences. In the present work we take advantage of the ease with which the Allan variance may be computed and its well-known relationship to the noise process's spectral density.


