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Abstract

This report is one in a series of volumes that document the Weather and Atmospheric Visualization Effects for Simulation (WAVES) suite of models. Each volume describes an aspect of the series of models. This particular report documents a comparison of the surface-based radiative transport (RT) code Boundary Layer Illumination and Transmission for Simulation (BLITS) with the volumetric RT code for Boundary Layer Illumination and Radiation Balance (BLIRB). This comparison is made using a simple three-dimensional (3-D) scenario that consists of a homogeneous cubical cloud filled with an aerosol described by the Deirmendjian type C.1 cloud phase function. Comparisons of the two RT models are made relative to results from two separate but consistent Monte Carlo models. For this simple scenario, BLIRB was determined to perform better than BLITS for the complete range of optical depths used. The BLITS model failed to accurately describe the radiant intensity of the scattering in the atmosphere at low optical depths.
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1. Introduction

This report is one in a series of U.S. Army Research Laboratory (ARL) reports (ARL-TR-1721-1-8) that documents the WAVES (Weather and Atmospheric Visualization Effects for Simulation) suite of models.* A number of experimental and computational validations have been conducted for WAVES [1-7]. These previous studies contribute to the model evaluation of WAVES.

Specifically, this report documents a comparison between the Boundary Layer Illumination and Radiation Balance (BLIRB) radiative transport (RT) model and the Boundary Layer Illumination and Transmission for Simulation (BLITS) RT model using a standard scenario first used by McKee and Cox [8,9]. This comparison was deemed necessary for two reasons. First, due to continuing work on the BLIRB 8-stream RT model and changes to the aerosol phase function database (PFNDAT) used by BLIRB, it was necessary to redo the previous tests of BLIRB done by Zardecki [3,10-12]. Second, in Tofsted [13], radiative transfer through dense clouds by BLIRB was cited as problematic. Previous computational comparisons were made by Zardecki [10] to a McKee and Cox [8] Monte Carlo calculation and by Wells [14] with his order-of-scattering Monte Carlo model. These comparisons indicated that for dense media, i.e., thick clouds, the grid spacing of the calculations should be decreased and the number of streams used in the RT calculations by BLIRB should be increased. More recently, experimental data have been compared to BLIRB calculations by Gillespie et al [4], Mozer et al [5], and Wetmore et al [6]. The Gillespie comparison indicated that the blurring effect of turbulence was probably underestimated and the contrast reduction due to scattering and attenuation was slightly excessive. The Mozer comparison indicates that the order of magnitude of contrast reduction is correct. In this report, we will focus on the simple, homogenous cloud scenario described by McKee and Cox [8] and do a computational comparison.

For the McKee and Cox scenario, the modeled volume is a 5-km cube containing a homogenous Deirmendjian type C.1 cloud (see fig. 1).

*The appendix of this report describes the volumes in this series.
This cloud type models cumulus clouds and is described by a size distribution given by

\[ \frac{dn}{dr} = 2.373r^6e^{-1.5r} \]  \hspace{1cm} (1)

Integrating equation (1) over all particle radii gives a number density of 100 cm\(^{-3}\), which results in a volume scattering coefficient of 16.33 km\(^{-1}\). A graph of the Deirmendjian phase function, calculated from the Mie theory using equation (1), is presented in figure 2. The scattering phase function is characterized by a very strong forward-scattering peak with 50 percent of the scattered radiation contained in the first 6° around the forward direction. For the McKee and Cox scenario, the scattering is chosen to be conservative, i.e., no absorption. For an aerosol composed of water at visible wavelengths, this is a good approximation. Calculations were made for an incident wavelength of 0.45 μm and total optical depths of 4.9, 10.0, 15.0, 25.0, 51.8, and 73.5. The calculations were made for solar incident angles of 0°, 30°, and 60°. The total number of photons exiting each of the six faces (see fig. 1) was used to compare the different methods. For both BLIRB and BLITS an 8-stream model was used and the volume was discretized using 25\(^3\) cubical cells (200-m resolution).

The results of the McKee and Cox Monte Carlo simulation are used as the accepted results for comparing the BLIRB and BLITS models. However, for direct comparison of individual faces of the cloud volume, a different
Monte Carlo simulation was used. This was necessary, as the published results of McKee and Cox did not include a breakdown of the flux that exits each face of the volume for every optical depth used.

The AGGIE (A Generalized Geometry Irradiance Estimator) Monte Carlo code written by Michael Wells [14] was used in this study to compare the results for the fluxes that were exiting each of the six faces of the volume. By comparing resulting fluxes leaving the bottom, top, and sum total of the side faces from AGGIE with those from the McKee and Cox study, we can show that AGGIE is consistent with their results. From this we infer that the AGGIE results for each face are correct.

During this comparison, a few important discoveries were made regarding previous comparisons. First, the results from the Monte Carlo models were not scaled correctly. The McKee and Cox scenario is specifically conservative. The conservative assumption means that there is no absorption from the aerosol. However, the results for the fraction of energy exiting each of the faces, as taken from the findings of McKee and Cox [8] and Wells [14], show that a scale term is needed to account for missing energy. In the case of McKee and Cox, these scale terms were needed for the smaller optical depths for solar zenith angle incidence of 30° and 60°. The AGGIE results were not scaled correctly at large optical depths, which is due primarily to incomplete sampling. Second, the phase function representing the Deirmendjian type C.1 cloud used by BLIRB in previous
comparisons was inadequate. This phase function did not have as sharp a forward-scattering lobe as the phase function used in this comparison.

We begin with a brief background discussion of the different methodologies used in this comparison study. We first describe the Monte Carlo methods employed in the McKee and Cox and AGGIE simulations and then describe the discrete ordinates method (DOM) as it applies to both the BLIRB and BLITS models.
2. Background

2.1 Monte Carlo Methods

2.1.1 McKee and Cox

The Monte Carlo analysis of McKee and Cox [8,9] has been considered the standard by which to compare three-dimensional (3-D) RT modeling. The Monte Carlo technique used in their investigation was a direct simulation of the scattering processes in the atmosphere. In this technique, for each individual photon entering the scattering volume, the trajectory is tracked through a series of scattering events until the photon either exits the volume or is absorbed within the volume. The distance traveled between scattering events is found from the probability of a photon traveling the same distance. The probability $PR$ is related to the optical depth by

$$PR = e^{-\tau} = \exp \left(-\int_0^s \beta ds \right),$$

where $\beta$ is the volume scattering coefficient and $s$ is the distance traveled. In the simulation, a random number $RN$ is chosen for the probability $PR$, and the distance to a scattering event is determined by the upper limit of integration of

$$-\int_0^s \beta ds = \tau = -\ln(1 - RN).$$

For a homogeneous scattering volume, $\beta$ is constant, so equation (3) simply reduces to

$$s = -\frac{1}{\beta} \ln(1 - RN).$$

To determine the scattering angle, the single scattering phase function $P(\alpha)$, where $\alpha$ is the scattering angle measured from the direction of propagation before the collision to the direction after the collision, is sampled similarly to the steps above. The probability of a photon being scattered between $0$ and $\alpha$ is given by

$$PP(\alpha) = 2\pi \int_0^\alpha P(\alpha) d(\cos \alpha).$$
The scattering angle \( \alpha \) is determined by choosing a random number for \( PP(\alpha) \) and solving equation (5) for the upper limit of integration. The second angle needed to define the direction of propagation before the collision \( \gamma \) is a uniformly distributed rotation about the direction of propagation before the collision and is picked randomly from between 0 and \( 2\pi \). McKee and Cox's analysis specifically treated the aerosol as nonabsorbing. A more complete description of the method and results can be found in the original paper [8].

The data used in our comparison were taken from a digitization of McKee and Cox's graphs [8]. During this digitization, we determined that the total fraction of light scattered from the six faces of the cubical cloud did not sum to unity for the \( 30^\circ \) and \( 60^\circ \) solar incidence. This departure was largest in the smaller optical depths used. We were unable to account for this discrepancy in McKee and Cox’s method. As our scenarios were designed to simulate a nonabsorbing cloud, we decided to rescale the results for each optical depth, such that the total of the fractions of the energy leaving each face would equal 1. At no point was this total fraction less than 0.88. The rescaled data are summarized in table 1.

### 2.1.2 AGGIE

We used the AGGIE Monte Carlo code written by Wells [14] in this study to compare the results for the fluxes exiting each of the six faces of the volume. This was necessary as the published results of McKee and Cox did not include a breakdown of the flux exiting each side of the volume for every optical depth used. By comparing resulting fluxes leaving the bottom, top, and sum total of the side faces from AGGIE with those from the McKee and Cox study, we can show that AGGIE is consistent with the McKee and Cox results. From this we inferred that the AGGIE results for each face were correct and used these to compare the BLIRB and BLITS

<table>
<thead>
<tr>
<th>Optical depth</th>
<th>Sides</th>
<th>ST</th>
<th>SB</th>
<th>Sides</th>
<th>ST</th>
<th>SB</th>
<th>Sides</th>
<th>ST</th>
<th>SB</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.9</td>
<td>0.51</td>
<td>0.07</td>
<td>0.42</td>
<td>0.55</td>
<td>0.05</td>
<td>0.40</td>
<td>0.62</td>
<td>0.07</td>
<td>0.31</td>
</tr>
<tr>
<td>10.0</td>
<td>0.66</td>
<td>0.12</td>
<td>0.22</td>
<td>0.63</td>
<td>0.09</td>
<td>0.28</td>
<td>0.64</td>
<td>0.10</td>
<td>0.26</td>
</tr>
<tr>
<td>15.0</td>
<td>0.70</td>
<td>0.18</td>
<td>0.12</td>
<td>0.65</td>
<td>0.14</td>
<td>0.21</td>
<td>0.64</td>
<td>0.14</td>
<td>0.23</td>
</tr>
<tr>
<td>25.0</td>
<td>0.67</td>
<td>0.26</td>
<td>0.07</td>
<td>0.66</td>
<td>0.18</td>
<td>0.16</td>
<td>0.63</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>51.8</td>
<td>0.57</td>
<td>0.40</td>
<td>0.03</td>
<td>0.62</td>
<td>0.29</td>
<td>0.09</td>
<td>0.63</td>
<td>0.24</td>
<td>0.13</td>
</tr>
<tr>
<td>73.5</td>
<td>0.49</td>
<td>0.49</td>
<td>0.02</td>
<td>0.58</td>
<td>0.35</td>
<td>0.07</td>
<td>0.62</td>
<td>0.28</td>
<td>0.10</td>
</tr>
</tbody>
</table>

\( ST = \) top, \( SB = \) bottom
results more thoroughly. AGGIE calculations were originally done to evaluate BLIRB for 3-D cloud scenarios that were more complex than those of McKee and Cox.

Historically, the AGGIE code has been used for neutron transport and RT studies. The Monte Carlo technique used in AGGIE is essentially an order-of-scattering approach. This approach only calculates the scattering due to a finite (approximately 60) number of orders (the scattering events). The technique follows closely that of McKee and Cox: it creates a photon and follows it along a randomly generated path, but it maintains the location of all the scattering events in a trajectory history for later use. Each photon trajectory starts at a random point on the top surface of the scattering volume, moving in alignment with the solar zenith angle. After the scattering trajectories are calculated, they are used in the calculation of the fluxes that exit each face of the scattering volume. Each scattering point on a trajectory is used as a source location of candidate photons to be tested against the probability of being scattered onto a trajectory that would exit the volume without further collisions. These probabilities are combined with the probability of arriving at the particular point on the trajectory to calculate the photon fluxes that exit each face of the scattering volume.

Although this method is more efficient than McKee and Cox’s, it is not as accurate a representation of multiple scattering as the more rigorous direct Monte Carlo simulation of McKee and Cox. However, for the scenario tested here, enough scattering orders were retained to adequately simulate the RT. Wells’ results also required rescaling due to incomplete sampling of the scattering probability (due to the finite number of scattering orders). The rescale terms were most noticeable for the large optical depths, as should be expected for incomplete sampling. The rescaled AGGIE data are summarized in tables 2, 5, and 6.

<table>
<thead>
<tr>
<th>Optical depth</th>
<th>θ = 0°</th>
<th>θ = 30°</th>
<th>θ = 60°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ST</td>
<td>SB</td>
<td>ST</td>
</tr>
<tr>
<td>4.9</td>
<td>0.49</td>
<td>0.07</td>
<td>0.44</td>
</tr>
<tr>
<td>10.0</td>
<td>0.66</td>
<td>0.12</td>
<td>0.22</td>
</tr>
<tr>
<td>15.0</td>
<td>0.70</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>25.0</td>
<td>0.69</td>
<td>0.25</td>
<td>0.06</td>
</tr>
<tr>
<td>51.8</td>
<td>0.58</td>
<td>0.41</td>
<td>0.01</td>
</tr>
<tr>
<td>73.5</td>
<td>0.49</td>
<td>0.50</td>
<td>0.01</td>
</tr>
</tbody>
</table>

ST = top, SB = bottom

Table 2. Fraction of incident energy exiting faces from AGGIE model.
2.2 Discrete Ordinates Method

The DOM employed by the BLIRB and BLITS models uses an iterative scheme to solve the 3-D RT equation. For atmospheric simulations, the time-independent equation of RT is explicitly written in a form that does not contain the wavelength dependence:

$$\left[ \hat{\Omega} \cdot \nabla + \sigma (\vec{r}) \right] I (\vec{r}, \hat{\Omega}) = \int \tilde{\sigma}_s (\vec{r}, \hat{\Omega} \cdot \hat{\Omega}') I (\vec{r}, \hat{\Omega}') d\hat{\Omega}' + s (\vec{r}, \hat{\Omega}).$$  \tag{6}

In equation (6), $I$ is the specific intensity (radiance distribution function) defined such that $Id\hat{\Omega}$ is the flux density of radiant energy about the point $\vec{r}$ in the infinitesimal solid angle $d\hat{\Omega}$, $\sigma$ is the space-dependent volume extinction coefficient, $\tilde{\sigma}_s$ is the differential volume scattering coefficient, and $s$ is the source term for sources independent of $I$ (such as flares, thermal emission, etc).

Standard DOMs solve the equation of RT, equation (6), using an iterative-series solution referred to as iteration on the source. The method relies on an iterative approximation to the right-hand side of equation (6) that results in a convergent procedure for the radiance distribution function. The iteration procedure is given by

$$\left[ \hat{\Omega} \cdot \nabla + \sigma (\vec{r}) \right] I^{k+1} (\vec{r}, \hat{\Omega}) = q^k (\vec{r}, \hat{\Omega}),$$  \tag{7}

where the scattering source is given as

$$q^k (\vec{r}, \hat{\Omega}) = \int \tilde{\sigma}_s (\vec{r}, \hat{\Omega} \cdot \hat{\Omega}') I^k (\vec{r}, \hat{\Omega}') d\hat{\Omega}' + s (\vec{r}, \hat{\Omega}),$$  \tag{8}

where $k$ is the iteration index. The method for solution of equation (7) consists of two parts: one, characterization and solution for the angular variables and two, solution on the spatial variables.

The DOM evolves from the quadrature selected for carrying out the angular integration of equation (8). First, the differential volume scattering coefficient $\tilde{\sigma}_s$ is represented by a finite Legendre polynomial expansion of order $L$:

$$\tilde{\sigma}_s (\vec{r}, \hat{\Omega} \cdot \hat{\Omega}') = \sum_{l=0}^{L} \frac{2l + 1}{4\pi} \sigma_s^l (\vec{r}) P_l (\hat{\Omega} \cdot \hat{\Omega}').$$  \tag{9}

By selecting the proper quadrature (integration scheme), the integral of equation (8) can be written as a simple series of finite order. In this study, both BLIRB and BLITS used $S_2$ quadrature, which consists of eight streams defined by the directions $\hat{\Omega}_x = \hat{\Omega}_y = \hat{\Omega}_z = \pm \frac{1}{\sqrt{3}}$. Selecting this quadrature forces the Legendre expansion of $\tilde{\sigma}_s$, equation (9), to be of the order $L = 2$. 
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The spatial portion of equation (7) is solved using a standard finite-difference method. The spacial differencing is accomplished by dividing the $x, y, z$-domain into cells bounded by $x_{i}, x_{i+1}, \ldots, x_{i+1}; y_{j}, y_{j+1}, \ldots, y_{j+1};$ and $z_{k}, z_{k+1}, \ldots, z_{k+1}$. The cell centers are then located at $x_{i}, y_{j},$ and $z_{k}$. The final form of the transfer equation, discrete in both directions and space, is

$$
\frac{\mu_{n}}{\Delta x_{i}} \left( I_{n,i,j,k} - I_{n,i-1,j,k} \right) + \frac{\eta_{n}}{\Delta y_{j}} \left( I_{n,i,j+1,k} - I_{n,i,j-1,k} \right)
+ \xi_{n} \left( I_{n,i,j,k+1} - I_{n,i,j,k-1} \right) + \sigma_{ijk} I_{nijk} = Q_{nijk},
$$

where $\mu_{n}, \eta_{n},$ and $\xi_{n}$ are the direction cosines for the $n$th stream. This equation is supplemented by the diamond-difference relationships that relate the directional radiance at the center of the scattering cell with the face-centered directional radiance:

$$
I_{nijk} = \frac{1}{2} \left( I_{n,i+\frac{1}{2},j,k} + I_{n,i-\frac{1}{2},j,k} \right),
$$

$$
I_{nijk} = \frac{1}{2} \left( I_{n,i,j+\frac{1}{2},k} + I_{n,i,j-\frac{1}{2},k} \right), \quad \text{and}
$$

$$
I_{nijk} = \frac{1}{2} \left( I_{n,i,j,k+\frac{1}{2}} + I_{n,i,j,k-\frac{1}{2}} \right).
$$

Equation (10), together with the diamond-difference relationships, allows for the solution of the radiance distribution at each grid point along each discrete ordinate direction. A much more complete description of DOM and its implementation in both the BLIRB and BLITS models can be found in Zardecki [10] and Tofsted [13].

2.2.1 BLIRB

The BLIRB model is a volumetric-based, DOM RT model that computes the general illumination fields in a specific volume in the spectral range between 0.35 and 40.0 $\mu$m. BLIRB was developed for near-earth scenarios and deals with regions up to 20 km$^2$ from the ground to either 5 or 12 km above ground level (AGL). This allows most cloud phenomena to be explored. For example, for each 3-D grid, BLIRB computes several physical quantities: the directly transmitted solar (or lunar) radiance or flux, the directional radiances—the streams of radiances based on the Legendre expansion of the DOM RT solution, and the extinction and scattering of electromagnetic radiation. Typical spatial resolutions are on the order of 250 m. BLIRB is the RT module in the WAVES suite of models. The current version of BLIRB incorporates a generalized $N$-stream DOM; however, our comparison study was performed using the hard-coded 8-stream model that was used in previous comparison studies [3,10].
2.2.2 BLITS

The BLITS model was written by Tofsted and O'Brien of ARL [13]. BLITS was primarily designed for rapid simulation of 3-D natural clouds. The BLITS code, provided by Tofsted, was hard-coded for the Deirmendjian type C.1 cloud. For this comparison, both BLIRB and BLITS were run using the 8-stream model. BLITS contains many of the same elements as BLIRB but performs its calculation for the diffuse light using a surface-based DOM. BLITS also uses a phenomenological technique to extend the method to treat large optical depth conditions using surface-like scattering and absorption. A more complete description of BLITS is in Tofsted and O'Brien [13].
3. Results

Tables 1 through 4 summarize the results from the McKee and Cox, AGGIE, BLIRB, and BLITS models, respectively. The data presented are the total fractions of energy exiting the top, bottom and four side faces of the cubical volume. Tables 5 and 6 present a breakdown of the fractions leaving the faces labeled SSF (forward), SSB (backward) and SS (side) for solar incidence of 30° and 60°, respectively (see fig. 1).

To compare individual faces, we will first show that the AGGIE results are consistent with the McKee and Cox results and then compare BLIRB and BLITS with AGGIE. This step is necessary because McKee and Cox did not present data for individual faces. We have adopted a 10-percent accuracy rule as compared to the results of the AGGIE model. As a general note, when the total energy leaving a face drops below 5 percent of the total energy, the accuracy of the results become suspect. This is in part due to the convergence criterion used in each of the models as well as the standard statistical sampling noise present in any Monte Carlo simulation.

3.1 Normal Incidence

The results for normal solar incidence are plotted in figure 3. The results from the two Monte Carlo models are consistent with each other for the fraction of incident energy exiting the side, top, and bottom faces of the volume. For optical depths (OD) larger than about 50, the AGGIE model slightly underestimates the fraction exiting the bottom face of the volume.

<table>
<thead>
<tr>
<th>Optical depth</th>
<th>Solar incidence angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta = 0^\circ$</td>
</tr>
<tr>
<td></td>
<td>Sides</td>
</tr>
<tr>
<td>4.9</td>
<td>0.51</td>
</tr>
<tr>
<td>10.0</td>
<td>0.69</td>
</tr>
<tr>
<td>15.0</td>
<td>0.73</td>
</tr>
<tr>
<td>25.0</td>
<td>0.70</td>
</tr>
<tr>
<td>51.8</td>
<td>0.56</td>
</tr>
<tr>
<td>73.5</td>
<td>0.48</td>
</tr>
</tbody>
</table>

ST = top, SB = bottom
Table 4. Fraction of incident energy exiting faces from BLITS model.

<table>
<thead>
<tr>
<th>Optical depth</th>
<th>Sides</th>
<th>ST</th>
<th>SB</th>
<th>Sides</th>
<th>ST</th>
<th>SB</th>
<th>Sides</th>
<th>ST</th>
<th>SB</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.9</td>
<td>0.70</td>
<td>0.03</td>
<td>0.27</td>
<td>0.65</td>
<td>0.04</td>
<td>0.31</td>
<td>0.60</td>
<td>0.09</td>
<td>0.31</td>
</tr>
<tr>
<td>10.0</td>
<td>0.81</td>
<td>0.10</td>
<td>0.09</td>
<td>0.70</td>
<td>0.09</td>
<td>0.21</td>
<td>0.61</td>
<td>0.13</td>
<td>0.26</td>
</tr>
<tr>
<td>15.0</td>
<td>0.79</td>
<td>0.16</td>
<td>0.05</td>
<td>0.70</td>
<td>0.13</td>
<td>0.17</td>
<td>0.63</td>
<td>0.15</td>
<td>0.22</td>
</tr>
<tr>
<td>25.0</td>
<td>0.73</td>
<td>0.25</td>
<td>0.02</td>
<td>0.68</td>
<td>0.19</td>
<td>0.13</td>
<td>0.62</td>
<td>0.20</td>
<td>0.18</td>
</tr>
<tr>
<td>51.8</td>
<td>0.59</td>
<td>0.40</td>
<td>0.01</td>
<td>0.63</td>
<td>0.29</td>
<td>0.08</td>
<td>0.62</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td>73.5</td>
<td>0.52</td>
<td>0.47</td>
<td>0.01</td>
<td>0.59</td>
<td>0.34</td>
<td>0.07</td>
<td>0.62</td>
<td>0.27</td>
<td>0.10</td>
</tr>
</tbody>
</table>

ST = top, SB = bottom

Table 5. Breakdown of side faces for solar incidence of 30° for three models.

<table>
<thead>
<tr>
<th>Optical depth</th>
<th>A CGIE</th>
<th>BLIRB</th>
<th>BLITS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSF</td>
<td>SSB</td>
<td>SS</td>
</tr>
<tr>
<td>4.9</td>
<td>0.315</td>
<td>0.054</td>
<td>0.092</td>
</tr>
<tr>
<td>10.0</td>
<td>0.267</td>
<td>0.104</td>
<td>0.128</td>
</tr>
<tr>
<td>15.0</td>
<td>0.230</td>
<td>0.139</td>
<td>0.141</td>
</tr>
<tr>
<td>25.0</td>
<td>0.189</td>
<td>0.184</td>
<td>0.144</td>
</tr>
<tr>
<td>51.8</td>
<td>0.132</td>
<td>0.245</td>
<td>0.121</td>
</tr>
<tr>
<td>73.5</td>
<td>0.102</td>
<td>0.273</td>
<td>0.105</td>
</tr>
</tbody>
</table>

SSF = forward side, SSB = backward side, SS = left and right sides

and overestimates the fraction exiting the top face. However, this discrepancy between the two methods is well within the error limits for either model.

The results from BLIRB compare favorably with the McKee and Cox results over the complete range of optical depths used. For the fraction exiting the side faces, BLIRB is at most 4 percent off the McKee and Cox results and has an average error of 1.3 percent over the entire range. For the top face, BLIRB generally overestimated the fraction exiting the face for increasing optical depth. For \( OD = 73.5 \), BLIRB overestimates by roughly 7 percent and had an average error rate of 4 percent over the entire range. For the fraction exiting the bottom, BLIRB’s results were consistently lower than the McKee and Cox results for increasing optical depth. This is due primarily to the approximations made in the algorithm (diamond-difference [10]).

The results from BLITS diverge markedly from the McKee and Cox results for the side and bottom faces for \( OD < 50 \). For example, BLITS consistently overestimated the fraction exiting the side faces. It had an average percentage difference of 15 percent from the McKee and Cox results with a maximum difference of 37 percent for \( OD = 4.9 \). For the
Table 6. Breakdown of side faces for solar incidence of 60° for three models.

<table>
<thead>
<tr>
<th>Optical depth</th>
<th>AGGIE</th>
<th>BLIRB</th>
<th>BLITS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSF</td>
<td>SSB</td>
<td>SS</td>
</tr>
<tr>
<td>4.9</td>
<td>0.397</td>
<td>0.050</td>
<td>0.092</td>
</tr>
<tr>
<td>10.0</td>
<td>0.284</td>
<td>0.090</td>
<td>0.128</td>
</tr>
<tr>
<td>15.0</td>
<td>0.180</td>
<td>0.143</td>
<td>0.155</td>
</tr>
<tr>
<td>25.0</td>
<td>0.155</td>
<td>0.186</td>
<td>0.142</td>
</tr>
<tr>
<td>51.8</td>
<td>0.087</td>
<td>0.291</td>
<td>0.122</td>
</tr>
<tr>
<td>73.5</td>
<td>0.069</td>
<td>0.345</td>
<td>0.105</td>
</tr>
</tbody>
</table>

SSF = forward side, SSB = backward side, SS = left and right sides

Figure 3. Comparison results for several models for normal solar incidence.

Figure 4 presents the percentage difference of BLIRB and BLITS from the AGGIE results as a function of optical depth. From figure 3, we see that for the top face, for $OD = 4.9$, the total energy leaving the face is on the bottom face, BLITS underestimated the fraction exiting the face. As with the sides, it had an average percentage difference of 15 percent from the McKee and Cox results with a maximum difference of 35 percent for $OD = 4.9$. Toward the higher optical depths ($\geq 50$) BLITS appears to approach the Monte Carlo results. For the top face, BLITS appears to be consistent with the McKee and Cox results with a tendency of slightly underestimating the exiting fraction for increasing optical depths. This is probably a result of the finite Legendre expansion of the phase function [11].
order of 5 percent. For the reasons described above, the results for this data point should be viewed with some skepticism. For the same reason, the results for the bottom face, for $OD \geq 30$, should also be viewed with care. As can be seen in figure 4, for the top and side faces, BLIRB fell well within the 10-percent accuracy criterion, while BLITS fell outside the criterion for the lower optical depths. For the bottom face, BLIRB fell within the acceptance criterion for only the first two data points. BLITS, however, was consistently outside the 10-percent limit for the entire optical depth considered.

Also, for normal incidence, we have a convenient consistency check. Namely, symmetry dictates that the flux from each of the four sides be equal. Both BLIRB and BLITS results were consistent in this regard.

### 3.2 Solar Incidence at 30°

Figure 5 shows the results for a solar incidence angle of 30°. As can be seen, the Monte Carlo results are again consistent for the incident energy exiting the faces of the volume. In general, BLIRB results compare well to the McKee and Cox results for the full range of optical depths used. Also, as before, BLITS performed poorly toward the smaller optical depths.
Figure 5. Comparison results for several models for solar incidence angle of 30°.

![Comparison results for several models for solar incidence angle of 30°.](image)

To better see the results from the side faces, figures 6 and 7 show the breakdown of the fraction of incident energy exiting the side, top, and bottom faces, as defined in figure 1. From figure 6, we see that for radiation exiting from the forward side (SSF), both BLIRB and BLITS were accurate over the full range of optical depths. For the backward face (SSB), BLIRB shows a tendency to underestimate the energy exiting the face. BLITS appears to compare favorably with McKee and Cox for the backward face. For the side faces (SS), BLIRB was consistent over all optical depths, while BLITS again shows a tendency to overestimate the exiting energy for the side faces for small optical depths. Figure 7 restates the results from figure 5 for the top and bottom faces.

Figures 8 and 9 show the comparison of BLIRB and BLITS with the AGGIE results for the side, top, and bottom faces, respectively. From figures 6 and 7, we see that more than 5 percent of the total energy was leaving every face, so we expect that all the data points should be considered important. For the side faces (labeled SSF, SSB, and SS) (see fig. 6), BLIRB met the 10-percent accuracy criterion for all the faces except the face labeled SSB at $OD = 4.9$. BLITS, however, was considerably outside the 10-percent limit for both the faces labeled SS and SSB for $OD < 20.0$. Figure 7 shows the comparison for the top and bottom faces. Again, BLIRB was inside the 10-percent criterion for both
the faces over all the optical depths investigated. BLITS was outside the 10-percent criterion for the face SB for $OD < 40.0$. It also was outside the 10-percent interval for the face ST at $OD = 4.9$. As before, symmetry dictates that the flux leaving the two sides labeled SS be equal. Again, both BLIRB and BLITS satisfied this check.

Figure 6. Breakdown of forward, backward, and side faces for solar incidence of 30°.

Figure 7. Breakdown of results for calculations using several models for top and bottom faces for solar incidence of 30°.
Figure 8. Percentage difference from AGGIE results for solar incidence of 30° for forward, backward, and side faces.

Figure 9. Percentage difference from AGGIE results for solar incidence of 30° for top and bottom faces.
3.3 Solar Incidence at 60°

The results for a solar incident angle of 60° are shown in figure 10. At first glance, both BLIRB and BLITS appear to be in good agreement with the McKee and Cox results. Upon closer inspection of the side faces, however, this is not the case. Figure 11 shows the breakdown for the side faces. BLIRB results are similar to the Monte Carlo results for the forward and side faces and are overestimated for the backward face for increasing optical depth. The BLITS model again has difficulty with the smaller optical depths for both the forward and side faces but tracks the Monte Carlo results for the backward face. Figure 12 shows the breakdown for the top and bottom faces. For these faces, both BLIRB and BLITS are consistent with the Monte Carlo results. BLIRB does have the tendency to underestimate the exiting fraction of energy with increasing optical depth for the top face.

We can use symmetry again as a consistency check. The scenario with solar incidence at 30° should be equivalent to the scenario at 60° solar incidence with a suitable rotation of the sides. With the use of symmetry, the flux from faces ST, SB, SSF, and SSB for 30° incidence should be equivalent with the respective faces SSB, SSF, SB, and ST for 60° incidence. As can be seen in figures 6, 7, 11, and 12, both BLIRB and BLITS were consistent at both angles of incidence. Also, as at 30° incidence, the sides labeled SS should be equal. Both BLIRB and BLITS satisfied this symmetry check.

Figure 10. Comparison of results for several models for top, bottom, and side faces for solar incidence angle of 60°.
Figure 11. Breakdown of results for several models for forward, backward, and side faces for solar incidence of 60°.

Figure 12. Breakdown of results for several models for top and bottom faces for solar incidence of 60°.
4. Conclusion

Under this comparison study, the BLIRB model clearly performed better than the BLITS model for the McKee and Cox scenario investigated. The results clearly show that BLITS fails toward the smaller optical depths ($\tau < 30$). This may be due to an inherent optimization of the BLITS algorithm for high optical depths. While the results of BLITS for high optical depths approached the Monte Carlo results, its general characteristics at lower optical depths become problematic for its use in general problems involving complex 3-D atmospheres. This being said, its performance at very high optical depths, not tested here, may warrant its use for cloud visualizations in which the optical depth can be considerably higher than in this study ($\gtrsim 300$). For these optical depths, we expect the performance of BLIRB to drop off markedly due to the approximations made in the algorithm (diamond-difference).

Using the recalculated phase function for the Deirmendjian type C.1 cloud, BLIRB performed better than in previous tests [10,14] using this scenario. Further testing should be conducted to determine BLIRB's performance using higher quadrature (i.e., a 16- or 24-stream DOM); however, we expect that BLIRB's performance will only improve from these current results. Also, although not a considerable difference was made by rescaling the McKee and Cox and AGGIE results, we are now confident that the comparisons were made using the same quantities. Further comparison could be made to determine the performance at larger optical depths. Problems with larger optical depths are expected to be overcome by decreasing the grid size or increasing the number of streams. Although computational time was not included specifically in this comparison because of the extreme difference in the amount of background calculations performed in BLIRB versus BLITS, the two codes appeared to run in approximately the same time.
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Appendix. Model Suite Documentation Outline

The WAVES software is being documented through a series of Army Research Laboratory technical reports. The general volumes planned are outlined below, with short commentary on the contents of each volume.

Volume 1 WAVES Overview
This volume describes the general overview, capabilities, and philosophy behind the WAVES suite. It also summarizes the other documentation that is (or will be) available for WAVES.

Volume 2 User's Guide
This volume describes the use of the WAVES models and guides both the novice and experienced user through the many inputs and outputs of the various models.

Volume 3 Sample Scenarios
Sample scenarios are published in this volume, which may be updated periodically. These sample scenarios can be used to test the code for extreme conditions.

Volume 4 BLIRB Technical Documentation
The technical documentation describes the physics of the radiative transfer model in BLIRB, as well as the approximations and shortcomings of the model. This information can be found in Zardecki [3,10,12,17] and Zardecki and Davis [11].

Volume 5 ATMOS Technical Documentation
This report is technically very similar to the EOSAEL CN2MAR report published as part of the EOSAEL series of technical reports [15].

Volume 6 3DSMOKE Technical Documentation
The 3DSMOKE model is a direct adaptation of the EOSAEL COMBIC model combined with the STATBIC texture model to provide the inhomogeneous smokes.

Volume 7 WAVES ToolKit
This volume describes utilities built to assist in the use of WAVES. Utilities are important to the management of the information that must move between the various modules of WAVES [16].
Volume 8 Model Evaluations

This volume is a compilation of several model evaluations done on the models in WAVES and on WAVES as a suite of models. It may contain several subvolumes or parts. This information is already in several reports and papers (see Gillepsie et al [4], Mozer et al [5], Wells [1,2], Wetmore et al [6], and Zardecki [3,17]).
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This report is one in a series of volumes that document the atmospheric environment visualization software WAVES (Weather and Atmospheric Visualization Effects for Simulation). Each Volume in the series describes an aspect of the series of models. This particular report gives a comparison of the surface-based radiative transport (RT) code Boundary Layer Illumination and Transmission for Simulation (BLITS) with the volumetric radiative transport code the Boundary Layer Illumination and Radiation Balance (BLIRB). This comparison is made using a simple three-dimensional (3-D) scenario that consists of a homogeneous cubical cloud filled with an aerosol described by the Deirmendjian type C.1 cloud phase function. Comparisons of the two RT models are made relative to results from two separate but consistent Monte Carlo models. For this simple scenario, BLIRB was determined to perform better than BLITS for the complete range of optical depths used. The BLITS model failed to accurately describe the radiant intensity of the scattering in the atmosphere at low optical depths.