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This report discusses the development of new approaches for providing anti-jam, multipath resistant, multi-user communications based on filterbank and wavelet techniques. The first portion considers the synthesis of spreading waveforms using full binary tree multi-rate filterbank design techniques. Non-binary spreading waveforms are produced that are optimized for multi-user, multipath and interference channels and shown to out-perform some conventional spreading sequences. The second part of the report describes and evaluates a spread spectrum version of Orthogonal Frequency Division Multiplexing (OFDM) wherein the same information is transmitted on multiple orthogonal carriers, creating both time and frequency diversity. In the receiver, time domain and transform domain excision are used to improve performance in pulsed wideband or narrowband jamming, respectively. In addition, the report considers replacing the inverse and forward FFT’s commonly used in OFDM systems with inverse and forward Modulated Lapped Transforms (MLT’s). Performance results demonstrate the effectiveness of the techniques. For both the spreading waveform design and OFDM work, simulations were performed using the Signal Processing WorkSystem (SPW) from AltaGroup of Cadence Design Systems, Inc.
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Chapter 1

Introduction

1.1 Overview

The primary objective of this effort was to develop new approaches for providing anti-jam, multipath resistant, multi-user communications based on filterbank and wavelet techniques. The investigation was primarily simulation-based, where the new techniques were implemented using the Signal Processing WorkSystem (SPW) from the Alta Group or Cadence Design Systems. Monte Carlo simulation using these SPW implementations was used to characterized system behavior and to obtain performance results.

The investigation focused on two major areas. The first area was the synthesis of new spreading waveforms using multi-rate filterbank design techniques. The spreading waveforms are produced by designing a full binary tree filterbank with properties that are determined by the desired properties of the signal. The spreading waveforms themselves are simply the impulse responses of the individual paths through the tree. The waveforms are non-binary and can be designed to optimize performance for the given channel conditions, including multi-user interference, multipath propagation, intentional interference (jamming) or a combination thereof. Performance results are provided for a number of spreading waveform sets which have been designed for different channels.

The second area of investigation concerns the use of Orthogonal Frequency Division Multiplexing (OFDM) in a military environment. Conventional OFDM signaling sends a data stream by breaking it into a number of lower-rate streams and sending each of these lower-rate streams on a different orthogonal carrier. The carriers are usually generated using an inverse Fast Fourier Transform (FFT) and demodulated using a forward FFT. This investigation focused on using OFDM as a spread spectrum modulation wherein the same information is sent on all of the carriers and both time and frequency diversity can be built into the signal. Frequency diversity occurs simply because the same infor-
information is sent on many carriers of different frequencies. Time diversity can be obtained by sending the same data bit on each of the carriers but sending them at different times. In a simple implementation a particular data bit is sent on the first carrier in the first data bit interval, then on the second carrier during the second data bit interval followed by the third carrier during the next data bit interval, etc. In a more complicated implementation, a pseudo-random hopping pattern can be used to determine which carrier is occupied by which data bit at a given time. At the receiver, the energy from each of the carriers can be combined coherently prior to making decisions, providing processing gain equal to the number of carriers. In the case of narrowband interference, carriers that are jammed can be eliminated from the combining stage, effectively implementing interference excision. Another aspect of the work considered replacing the inverse and forward FFT's in the OFDM system with inverse and forward Modulated Lapped Transforms (MLT's). The MLT has the advantage of having greater time support and providing better spectral containment than a FFT of the same order. In the case of narrowband interference, the MLT-based system was able to provide better performance than the FFT due to this better spectral containment. In the presence of pulsed wideband interference, time segments of the received signal, i.e. the signal consisting of the sum of all the carriers, are excised in an attempt to suppress the interference. The use of time diversity greatly improved performance under these conditions, but the use of the MLT resulted in some performance loss. This loss is due to the greater time support of the MLT which resulted in the removal of time segments of the signal affecting more received data bits.

1.2 Publications

A number of publications have resulted from this effort:


1.3 Report Organization

The remainder of the report consists of appendices containing the publications cited above in the order given. The first two publications document the work on filterbank-based spreading codes while the remaining three document the work performed on spread spectrum OFDM with the MLT.
Appendix A:
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Abstract

A foundation for the generation of spreading codes based upon multirate filter banks is introduced. This new class of spreading codes is proposed as an alternative to the \( m \)-sequences which are the traditional choice for a direct sequence spread spectrum system. Unlike \( m \)-sequences, the new codes are not limited to being binary valued and their construction is based upon specific known channel characteristics.

After describing the generation of the codes from a given multirate filter bank, several important properties and characteristics of the codes are formulated in terms of the subband tree filters. A methodology for designing the filters is then presented. The filter tap weights are generated by solving a multivariable constrained optimization problem. The optimization problem incorporates the properties of the codes as well as channel characteristics. Objective functions and constraints are presented for three interference channels common to a mobile communications environment: stationary interference, multiuser interference, and multipath interference.

Expressions are then developed for analyzing the bit error rate performance of the spreading codes under various channel conditions. These expressions can be used to determine the capacity, in terms of number of users in the channel, of a system using the newly developed spreading codes. Filter banks are then designed for the various channel types. Designs for the multiuser channel include synchronous and asynchronous multiuser systems, as well as, a system with partial synchronization.

Comparisons are then made with the \( m \)-sequences and the Gold codes. It is shown that the newly developed spreading codes outperform the \( m \)-sequences and Gold codes when used in channels for which the new codes were designed. It is shown that two limiting cases of spreading codes based upon multirate subband filter banks result in FDMA and TDMA systems and the remainder of the class of codes provides a tradeoff of performance in various interference scenarios.
Chapter 1

Introduction and Background

1.1 Spread Spectrum Systems

Spread Spectrum (SS) communications is a technique whereby the transmission bandwidth employed is much larger than that normally required to transmit at the given data rate. The use of this excess bandwidth provides the system with advantages in the areas of Anti-Jam (AJ) communications, high resolution ranging, resistance to multipath fading, and Low Probability of Intercept/Detection (LPI/D) of the transmissions. Because of these properties, the evolution of spread spectrum techniques has primarily been concerned with military applications. Recently, however, there has been a shift of focus with interest in spread spectrum moving towards commercial applications, especially in the fields of mobile communications (cellular telephony) and Personal Communications Systems (PCS) [36]. This shift has occurred largely because of techniques whereby spread spectrum, employed in a multiuser channel, can provide nearly, if not more, spectral efficiency than traditional (narrowband) techniques [12].

This, however, is not the only reason for the commercialization trend. The other system advantages mentioned above have also contributed. For example, the multipath channel is commonly encountered in mobile communications and a system which has an inherent advantage against the resulting fading is obviously desirable [9]. Channels are also encountered where the available bandwidth must be shared by both spread spectrum and narrowband signals [21]. In this case, the AJ property and the low power spectral density exhibited by the spread signal result in little interference between the users. Still other systems take advantage of the high resolution ranging property of spread spectrum [4].

Although there are many different methods of spreading a digital signal, the one most commonly used and proposed for use in commercial systems is known as Direct
Sequence Spread Spectrum (DSSS). A typical DSSS transmitter is shown in Figure 1.1. After modulation, the signal is further modulated with a pseudo-noise (PN) sequence whose bandwidth is much greater than that of the baseband digital signal. The result of this secondary modulation is that the spectrum of the transmitted signal is that of the PN sequence and is wideband or spread. If the power of the spreading code (the PN sequence) is normalized such that the transmitted power is unaltered, then the increase in bandwidth will create a signal with a low power spectral density giving rise to the LPI/D property mentioned above.

The AJ property of spread spectrum systems is commonly discussed using a figure of merit known as the processing gain. If $B_{ss}$ and $B_D$ are the bandwidths of the PN sequence and the data sequence respectively, then the processing gain, $G_P$ can be approximated by [33]

$$G_P \approx \frac{B_{ss}}{B_D}.$$  

The processing gain can now be applied to determine effectiveness against jamming. Let $E_s$ be the energy of the signal and $E_J$ be the energy of the jammer or interference. Assuming the noise is dominated by the interference noise energy (as opposed to thermal noise), then the Signal to Noise Ratio (SNR) after despreading can be calculated by

$$SNR = \frac{E_s}{E_J}G_P.$$  

There are two different common receiver structures used with DSSS systems as shown in Figure 1.2. In the first structure, the receiver simply multiplies the incoming signal with a copy of the PN sequence synchronized in phase with the PN sequence in the received signal. The copy of the PN sequence can either be locally generated or sent to the receiver over a different channel. The result of the multiplication is integrated over each data bit and the result is then compared to a threshold to make a message bit decision. The second receiver structure uses a sliding correlator which performs a
complete cross correlation between the received sequence and the PN code. The output of the sliding correlator is then sampled at the appropriate time and the result is sent to the threshold device.

![Diagram of DSSS Receivers](image)

Reference PN Code (a)

Sliding Correlator (b)

Figure 1.2: Time Domain DSSS Receivers

1.2 Multiuser Systems and CDMA

As mentioned above, the shift towards the use of spread spectrum in commercial systems has largely occurred in the area of multiple access and multiuser channels. The goal of a multiple access channel is to maximize the number of users while maintaining a certain despread SNR such that acceptable performance is retained. This is accomplished by ensuring that the energy transmitted by the users causes minimal interference to others in the communications channel. In other words, each of the transmissions should, ideally, be completely orthogonal to each other. One simple method of accomplishing this, known as Time Division Multiple Access (TDMA), requires that each user transmit during a separate time interval [16]. A pictorial view of this on the time-frequency plane is shown in Figure 1.3a. Since these time intervals do not overlap, orthogonality between user transmissions is ensured. Another method applies the same principle in the frequency domain. The available spectrum is divided into non-overlapping frequency bands and each user is assigned a band as shown in Figure 1.3b. This is known as Frequency Division Multiple Access (FDMA) [15]. In each of these cases, strict orthogonality cannot be attained since finite length transmissions require infinite bandwidth and, conversely, a band limited signal requires an infinitely long transmission time. Therefore, in order to
increase the orthogonality between users, guard zones are inserted. In the TDMA system, *guard time* is placed between the transmissions of different users where no transmitting is permitted. Likewise, in FDMA, *guard bands* are implemented between the user bands.

A third and more complex method of allowing multiple users to share a given time-frequency space is called Code Division Multiple Access (CDMA) [9]. The time-frequency plane for CDMA is shown in Figure 1.4. A CDMA system is a spread spectrum system in which each user is assigned a unique spreading code. Ideally, the cross correlations between the spreading codes should be zero. Under such conditions, upon correlation in the receiver, all other user transmissions will be uncorrelated with the desired signal and

---

**Figure 1.3: Time-Frequency Plane for TDMA and FDMA**

**Figure 1.4: Time-Frequency Plane for CDMA**
no interference will be encountered. Such complete orthogonality, however, is impossible to attain with finite length transmissions. Therefore, spreading codes are chosen for which the cross correlations are small between the codes thus providing minimal impact on the Bit Error Rate (BER) of the users.

Like the FDMA system, there is very little control required for CDMA once the users are assigned their spreading codes. Synchronization of the users is not required as is necessary in the TDMA system. Additionally, the performance of the channel gracefully degrades as the number of users increases[9]. Finally, the other advantages of a spread spectrum systems mentioned above are inherently achieved with the CDMA system making it an attractive choice for the multiuser channel.

1.3 Multipath Channels and Spread Spectrum Communications

Multipath interference results when multiple copies of the transmitted signal arrive at the receiver with different delays. This interference is usually the result of reflections in the channel. Land-mobile and mobile-satellite channels, among others, generally introduce some multipath interference. The net result of the multipath interference is that the composite received signal undergoes random amplitude and phase perturbations. As a result, the effect is often called multipath fading. In cases where the maximum delay difference between the paths is sufficiently small, the multipath fading is the same for all frequencies in the signal of interest and the fading is called frequency non-selective. The size of the band of frequencies which undergo essentially the same fading is determined by the coherence bandwidth [34] of the channel, which is inversely proportional to the maximum delay difference between the various paths. For frequency non-selective fading, the amplitude of the total desired signal will vary, resulting in periods when the total received signal is very small. When the bandwidth of the signal of interest is greater than the coherence bandwidth, the amplitude and phase variations for different portions of the signal will be somewhat uncorrelated and the fading is called frequency selective. In this case, it is likely that when the amplitude of a portion of the signal becomes small, the amplitude of another portion remains high and reliable reception of the signal is still possible. As a consequence, broadband signals, such as spread spectrum signals, have an advantage over narrowband signals in a multipath interference environment when the transmission bandwidth can be made larger than the coherence bandwidth.
1.4 Psuedo-Noise Sequences for DSSS

Clearly, the effectiveness of any given spread spectrum system is dependent upon the spreading codes used to modulate the data. The most common PN sequences used in DSSS are known as **maximal length sequences** or *m*-sequences. These were chosen because they have good randomness properties and are very easy to generate [37]. An *m*-sequence consists of a pattern of zeros and ones which are converted to plus and minus ones, respectively, prior to modulation of the signal. Some of the main properties of the *m*-sequences are: [54]

- The length of the sequence is always $N = 2^n - 1$ where $n$ is an integer
- There are $\frac{N+1}{2}$ ones in the sequence $\frac{N+1}{2} - 1$ zeros
- Any circular shift of the sequence added to itself (modulo-2) is another *m*-sequence
- The cyclic autocorrelation of the sequence with itself after conversion to plus and minus ones is $\theta(k) = N$ for $k = lN$ and $\theta(k) = -1$ for $k \neq lN$ where $l$ is an integer.

Each value of the PN sequence is known as a *chip* and the rate at which the PN sequence is transmitted is called the *chip rate*. When used in a DSSS system, the conversion of the zero chips to minus ones prior to modulation of the data results in a small DC component for large sequences. Finally, due to properties not mentioned above, the frequency spectrum of a modulated DSSS signal using an *m*-sequence has the shape of $\sin(x)/x$. The main lobe of the spectrum has a width of twice the chip rate.

Since cross correlations between spreading codes is critical for CDMA performance, a set of sequences with good cross correlation properties are used as spreading codes. The most common of these are known as Gold Codes [13]. Specifically, for any positive integer, $n$, not divisible by 4, there exists a set of $2^n + 1$ Gold codes whose length is $2^n - 1$. The normalized cross correlation between any pair of Gold Codes may result in one of three values given by [54]

$$
\begin{align*}
-\frac{1}{N}t(n) \\
-\frac{1}{N} \\
\frac{1}{N}[t(n) - 2]
\end{align*}
$$

where $N$ is the length of the code and

$$
t(n) = \begin{cases} 
1 + 2^{(n+1)/2} & \text{for } n \text{ odd} \\
1 + 2^{(n+2)/2} & \text{for } n \text{ even}
\end{cases}$$
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1.5 Generalized Representation of Spreading Sequences

Each different class of spreading sequences, such as the PN codes discussed above, can be represented as a transformation on a "unit" vector. For example consider the system shown in Figure 1.5. Let $x_n$ be a column vector which consists of all zeros except for the $n$th element which is a one. The spreading code, $c_n$, is generated by taking a linear transformation on the vector $x_n$. This linear transform can represented by a matrix, $T$, which contains the spreading codes in its columns so that

$$T = \begin{bmatrix} t_0 & t_1 & \ldots & t_{N-1} \end{bmatrix}. \tag{1.5}$$

where $t_0, t_1, \ldots, t_{N-1}$ are column vectors each of which is a spreading code. The transformation shown in Figure 1.5 can now be represented by

$$c_n = Tx_n. \tag{1.6}$$

There is no restriction on $T$ except that it must be a linear transformation. The number of users (or number of spreading codes needed) determines the number of columns of $T$ while the length of the codes is equal to the number of rows in $T$.

As a simple example, consider a system in which there are four users each using a different 7 chip binary valued sequence as a spreading code. The transformation matrix is

$$T = \begin{bmatrix} 1 & 1 & 1 & -1 \\ 1 & -1 & -1 & -1 \\ -1 & 1 & -1 & 1 \\ -1 & -1 & 1 & 1 \\ 1 & 1 & 1 & -1 \\ -1 & 1 & 1 & 1 \\ 1 & -1 & -1 & -1 \end{bmatrix}. \tag{1.7}$$

Note that the spreading codes given in the matrix are not $m$-sequences. In order to extract the third code in the matrix (which is an $m$-sequence), the matrix is multiplied by the unit vector $x_3 = [0 \ 0 \ 1 \ 0]^T$. 

Figure 1.5: Spreading Code Generation Via Transforms
The multiuser systems discussed in Section 1.2 can now be fit into this framework. For a TDMA system, the transformation uses the standard basis \([1]\) and \(T\) becomes the identity matrix. A pure FDMA system would use an unrealizable matrix in which the columns are of infinite length and consist of equally spaced sinusoids. In each of these two cases, the transformation is a unitary transformation and \(T^T T = I\) where \(I\) is the identity matrix. An example of a non-unitary transformation is a CDMA system using the Gold codes. In this case, the transformation matrix, \(T_g\), contains the Gold codes in its columns.

1.5.1 Cross Correlation Properties of Spreading Codes

As mentioned in Section 1.2 the cross correlation properties between two spreading codes is critical for good performance in a multiuser environment. There are three categories of multiuser channels which must be considered. The first category considered is known as the synchronous multiuser channel and occurs when all user transmissions are using the same clock to key the data. In this situation, the beginning of each spreading code occurs at the same time. Two examples of synchronous multiuser systems are the transmultiplexer [2] [46] [47] and the base to mobile channel in cellular telephony [23]. The second situation is known as the asynchronous multiuser channel and occurs in the mobile to base channel of a cellular environment [16]. Under these conditions, no restriction is placed upon the start time of user transmissions. This lack of synchronization occurs for two reasons. The first is that each user is operating from a different clock. Therefore, the composite signal from all user transmissions will consist of transmissions with different delays associated with them. The second reason is due to the different propagation paths from the mobile users to the base hub. Since these paths are all different and constantly changing, the received signal is modeled as an asynchronous multiuser channel. Therefore, when determining the cross correlations and resulting interference between users, random delays must be accounted for. The third case which will be considered, is when the users attain partial synchronization. In this situation, each of the user's transmissions are timed to a common clock, however, different propagation paths from the mobile users to the hub still causes some uncertainty in the relative delay between the transmissions. Throughout this thesis, the only delays which are integer multiples of a chip duration will be considered.

The relationship between the user's data and the interfering data is shown in Figure 1.6. There are two different cases which must be considered depending upon whether the interference data bit changes polarity during the user's bit period. The two codes under consideration are labeled \(c_n\) and \(c_m\) with the polarity of the transmitted code, and therefore the message bit, indicated by the sign. The message signal is represented by \(c^*\) and the interfering user is represented by \(c_m\). In case one, the data bit polarity of the interference does not change between the two bits. In case two, the two data bits have
opposite polarities. The cross correlations of all other polarity combinations differ only in sign from one of these two cases and, since it is the cross correlation magnitude which is of interest, they need not be considered separately.

If \( \mathbf{c}_n \) and \( \mathbf{c}_m \) represent two different spreading codes, the cross correlation between them can be calculated as

\[
\rho_\delta = (\mathbf{c}_n)_\delta^T \mathbf{c}_m
\]

(1.8)

where \((\mathbf{c}_n)_\delta\) is a circular shift down of the vector \(\mathbf{c}_n\) by \(\delta\) positions (see Appendix A). In a similar fashion, the cross correlations for case two can be represented by

\[
\rho_{\bar{\delta}} = (\mathbf{c}_n)_{\bar{\delta}}^T \mathbf{K}_\delta \mathbf{c}_m
\]

(1.9)

where \(\mathbf{K}_\delta\) a diagonal matrix whose first \(\delta\) diagonal elements are negative one and the remaining elements are positive one. Expanding Equation 1.8 using Equation 1.6 gives

\[
\rho_{\delta} = (\mathbf{c}_n)_\delta^T \mathbf{c}_m
\]

(1.10)

\[
= (\mathbf{T}_\delta \mathbf{x}_n)^T \mathbf{T} \mathbf{x}_m
\]

\[
= \mathbf{x}_n^T (\mathbf{T})_\delta^T \mathbf{T} \mathbf{x}_m
\]

If \(\delta\) is zero (i.e. a synchronous system) and \(\mathbf{T}\) is a unitary transformation, then the cross correlations between any two codes is identically zero. For the asynchronous case, however, it is impossible (with finite length codes) for \(\rho_\delta\) to be zero for all delays. The objective, therefore, is to design a transform \(\mathbf{T}\) such that the elements of \((\mathbf{T})_\delta^T \mathbf{T}\) are as small as possible for all shifts \(\delta\).

One method of trying to accomplish this is to employ the Gold codes discussed in Section 1.4. Since the Gold codes are known to have good cross correlation properties,
it has been suggested to use them as the input to a unitary transformation in Figure 1.5 for Multitone [11] and CDMA [31] applications. In terms of the notation of Equation 1.6 the transformed codes are

\[ c_{gn} = T x_{gn} \]  
\[ c_{gm} = T x_{gm} \]

where \( x_{gn} \) and \( x_{gm} \) are Gold codes. If these are implemented in a synchronous system the cross correlation between the transformed codes is

\[ \rho = c_{gn}^T c_{gm} \]

\[ = (T x_{gn})^T T x_{gm} \]

\[ = x_{gn}^T T^T T x_{gm} \]

\[ = x_{gn}^T x_{gm} \]

which is the cross correlations between the Gold codes. Notice, however, that this holds only for the synchronous case. As an example, consider Case 1 of Figure 1.6. Performing the cross correlation calculation now results in

\[ \rho_\delta = (c_{gn})^T_{\delta} c_{gm} \]

\[ = (T x_{gn})^T_{\delta} T x_{gm} \]

\[ = x_{gn}^T_{\delta} (T)^T_{\delta} T x_{gm} \]

Since \((T)^T_{\delta} T \) is not always equal to the identity matrix, the above result is not equal to the cross correlation result given by Equation 1.12. Equation 1.13 can further be expanded as

\[ \rho_\delta = x_{gn}^T_{\delta} (T)^T_{\delta} T x_{gm} \]

\[ = x_{n}^T_{\delta} T^T_{\delta} (T)^T_{\delta} T x_{gm} \]

\[ = x_{n}^T_{\delta} (T T_{g})^T_{\delta} T x_{gm} \]

\[ = x_{n}^T_{\delta} (P)^T_{\delta} P x_{gm} \]

with \( P = T T_{g} \) and \( T_{g} \) being a transformation matrix with Gold codes as its columns. This result is identical to Equation 1.10 and the problem once again reduces to designing a matrix \( P \) (or \( T \)) which will minimize the cross correlations over all time shifts. The spreading codes can then be easily extracted from this matrix.

1.6 Scope

As previously mentioned, one reason for the use of \( m \)-sequences as spreading codes is their ease of generation. An \( N = 2^n - 1 \) chip sequence can be generated with a length \( n \) shift
register and a simple feedback network of modulo-2 adders [54]. This kept the complexity and cost of early spread spectrum systems low. Recently, advances in microprocessor technology, electronic storage devices, and modulation circuitry have decreased the cost and complexity of each respective area thereby making alternatives to the m-sequences worth considering. In fact several other branches of research, unrelated to the proposed research contained herein, are also exploring this idea [17, 53, 35, 51]. A main feature of these new proposals is that the spreading codes are not limited to being binary valued.

The simplest of these systems shapes the chips of a PN sequence using [53]

\[ \text{sprd}(t) = p(t) \left[ A_1 + A_2 \sin\left(\frac{2\pi}{T_c} t\right) + A_2 \cos\left(\frac{2\pi}{T_c} t\right) \right] \]  

(1.15)

where \( T_c \) is the chip period, \( p(t) \) is the PN sequence, and \( A_1, A_2, \) and \( A_3 \) are weighting coefficients. By choosing the weighting coefficients correctly, the resulting spreading code, \( \text{sprd}(t) \), can be shaped so that its power spectrum is flat with low sidelobes, thereby making efficient use of the available bandwidth in which to spread the signal.

The other areas of investigation cited above originated in wavelet research, particularly Haar wavelet based systems. In the Geometric Harmonic Modulation [17], a composite signal is constructed by multiplying harmonically related sinusoids. Applications are being sought in the area of local area wireless communications. The other wavelet based codes use weighted rotations of the Haar Wavelet Coefficient Matrix [35]. The codes are then matched to a noise background to provide an LPI/D spreading system. Recently, these same codes were studied for use in a CDMA system [30]. Finally, in Fractal Modulation [51], a wavelet basis is used to modulate the data for a use in a channel with unknown bandwidth and unknown duration. Under this scheme, the data bit is modulated with each basis function. These are then added together and the composite waveform is transmitted.

The objective of the research in this proposal is to initiate the development of a new class of alternative spreading codes. This new class will be based upon the recent developments in subband filter banks and related topics in multirate digital signal processing. Specifically, the transforms discussed in Section 1.5 will be replaced by a multirate subband filter bank and the codes will be constructed from a frequency domain standpoint. Unlike the m-sequences discussed above, this new class of spreading codes, called Perfect Reconstruction Quadrature Mirror Filter (PR-QMF) Based Spreading Codes, will not be limited to being binary valued. Instead, the values of the chips will be determined by the properties which the codes should obey. Example codes will be developed for three different types of interference sources: stationary interference, multipath interference, and multiuser interference.

An overview of this thesis is as follows. In Chapter 2, an \( m \)-band multirate subband filter bank is introduced. It is shown how the transforms discussed in Section 1.5 can
be implemented by employing this \( m \)-band multirate subband structure using the unit vector as an input to the synthesis bank. An alternative receiver structure, useful for the conceptual development of the design procedure, is introduced which utilizes the subband filter bank in place of the traditional receivers discussed in Section 1.1. Next, the conditions on the filter bank are examined such that a property known as perfect reconstruction can be achieved. Particular emphasis is placed on the simple two-band filter bank and it is shown how the \( m \)-band structures can be constructed from the two-band building block using a progressively optimal approach. Finally, the formulation of the spreading codes is developed and, using this formulation, several important properties about the codes are examined.

Chapter 3 uses the results of Chapter 2 to formulate the design of the spreading codes. The design method uses an optimization procedure and objective functions are developed for various types of channel interference. A method for the design of codes for composite interference channels is introduced. Finally, the general procedure is summarized for extensions to channel interference not covered by this thesis.

In Chapter 4, an analysis of systems using the codes is presented along with some results. For each type of interference, an example subband multirate filter bank is designed and a set of spreading codes is generated. Using these codes, several interesting results are achieved which include the duality between the multiuser and multipath codes and their relationship to FDMA and TDMA systems.

Finally, Chapter 5 presents a summary of the work presented in this thesis. The reasoning behind using the multirate filter bank approach is reviewed and the use of the PR-QMF based codes is discussed. The important contributions are highlighted and some directions for future research in the area are proposed.
Chapter 2

PR-QMF Based Spreading Codes

In Chapter 1 it was shown how a set of spreading codes can be generated by performing a linear transformation on a set of unit vectors such that

\[ c_n = T x_n \]  

(2.1)

where \( x_n \) is a unit vector, \( T \) is a linear transform, and \( c_n \) is the resulting spreading code. One possible method of performing these transforms is to employ a multirate subband filter bank shown in Figure 2.1. In a multirate filter bank system, the discrete time signal \( r(n) \) is filtered by a set of Finite Impulse Response (FIR) filters \( H_0(z) \) through \( H_{M-1}(z) \) and the output of each filter is then downsampled by a factor of \( N \). This process of filtering and downsampling is known as **decimation** and the combination of a filter and downsampler is known as a **decimator** [6]. The result of the decimation is that the signal, \( r(n) \), is split into \( M \) **subbands** which can be processed independently. A filter bank which decomposes a signal into subbands is known as an **analysis stage**. Likewise, the **synthesis stage** recombines the processed subbands into a signal \( \hat{r}(n) \). It does this by using an **interpolator** on each subband which consists of upsampling the signal by \( N \) and then filtering with an FIR filter \( G_m(z) \). The output of each interpolator is added together to form \( \hat{r}(n) \).

In this chapter it will be shown that the transformation discussed in Section 1.5 can be implemented via the synthesis stage of the multirate filter bank shown in Figure 2.1. The matrix representation of filter banks (both the time-domain and \( z \)-domain) will be discussed with particular emphasis on the perfect reconstruction property and its connection to a unitary matrix transformation. A simplified two-channel filter bank will then be introduced and it will be shown that an \( m \)-band structure can be constructed using the two-band case as a building block and a technique called **progressive optimality**. Finally the formulation of the spreading codes which result from using filter banks will be presented and expressions for two important properties, the cross correlations and the autocorrelations, will be developed.
2.1 Block Transforms and Multirate Filter Banks

Consider a matrix $T$ whose columns contain a set of spreading codes such that

$$T = [t_0 \ t_1 \ ... \ t_{M-1}].$$

(2.2)

where $t_0, t_1, \ldots, t_{N-1}$ are the spreading codes. Let the synthesis filters of Figure 2.1 each contain, as their filter coefficients, one column of $T$ (i.e. one particular spreading code) so that

$$g_{m,n} = t_m(N - n)$$

(2.3)

where $g_{m,n}$ is the $n$th element of the impulse response of $G_m(z)$ and $t_m(n)$ is the $n$th element of the vector $t_m$. Let $x_m$ be a unit vector of all zeros except for the $m$th element which contains a one. If $x_m$ is processed by the synthesis filter bank, the output will be the impulse response of $G_m(z)$ and the filter bank will implement

$$t_m = Tx_m$$

(2.4)

where $t_m$ is the desired spreading code. The properties of the spreading codes contained in $T$, therefore, can be directly related to the properties of the subbands of a multirate filter bank. The properties of the subbands, in turn, can be determined by properly designing the filters in the synthesis tree.
If the transform implemented is a unitary transform, that is, $T^T T = I$, where $I$ is the identity matrix, then the analysis filters and the synthesis filter are identical within a time reversal and a Perfect Reconstruction (PR) system is achieved [48]. Perfect reconstruction ensures that, in the absence of any subband processing, the output of the filter bank in Figure 2.1 will be a delayed copy of the input or $\hat{r}(n) = r(n - n')$ where $n'$ is a positive integer. Since the filters are identical within a time reversal, the relationship between the analysis and synthesis filters becomes

$$G_m(z) = z^{-N} H_m(z^{-1})$$  \hspace{1cm} (2.5)

where $z^{-N}$ is needed for causality.

Now consider the spreading sequence $t_m$ produced by the synthesis tree or, equivalently, by Equation 2.4. If this spreading sequence is processed by the analysis bank and the filter bank has the perfect reconstruction property, then the output of each decimator will be zero except for that which corresponds to the $m$th subband. The value of this subband will equal one. This operation is equivalent to

$$y_m = T^T t_m$$  \hspace{1cm} (2.6)

where $y_m$ is a vector which represents the output of the analysis bank. The operation in Equation 2.6 corresponds to correlating $t_m$ with each possible spreading code. The output vector $y_m$, therefore, will be a unit vector with the $m$th element equal to one. This is the same vector which produced the spreading code via the synthesis bank.

The analysis filter bank, therefore, provides one method of demodulating a received spreading sequence. In practice, however, this is computationally redundant since the only subband output of interest is that associated with $H_m(z)$ and a traditional correlator receiver as discussed in Section 1.1 is preferred.

### 2.2 Matrix Representation of Multirate Filter Banks

Since it is the unitary solution to the filter bank design which is of interest, it is necessary to develop the conditions on the filters which will result in a perfect reconstruction system where the analysis filters are time reversed copies of the synthesis filters. In order to look at these conditions effectively, it is necessary to introduce matrix representation of the filter banks. Two different representations will be introduced. The polyphase representation looks at the filter bank properties in the z-domain, while the time domain representation extends the transforms given by Equations 2.4 and 2.6. The conditions for a perfect reconstruction filter bank are given for both the polyphase and the time-domain matrix forms.
2.2.1 Polyphase Matrix Representation

Consider a decimation filter $H_m(z)$ in the filter bank in Figure 2.1. If the downsampling is by a factor of $N$, an efficient description of the decimation is given by its polyphase decomposition [6]

$$H_m(z) = \sum_{n=0}^{N-1} H_{m,n}(z^N)z^{-n}$$

(2.7)

$$H_{m,n}(z^N) = \sum_{i=0}^{\infty} h_{m,n+iN}z^{-iN}$$

(2.8)

where $h_{m,n+iN}$ is the $(n + iN - 1)$th element of the impulse response of $H_m(z)$ and the $H_{m,n}(z^N)$ terms are called the polyphase components of $H_m(z)$. The polyphase decomposition is useful since all terms of the same phase (modulo $N$) are grouped together in the polyphase components given by Equation 2.8. Substitution of these polyphase components into Equation 2.7 verifies the validity of the decomposition.

The entire system of decimators in Figure 2.1 can be represented by a polyphase component matrix which has the form [47]

$$H_p(z) = \begin{bmatrix}
H_{0,0}(z) & H_{0,1}(z) & \cdots & H_{0,N-1}(z) \\
H_{1,0}(z) & H_{1,1}(z) & \cdots & H_{1,N-1}(z) \\
\vdots & \vdots & \ddots & \vdots \\
H_{M-1,0}(z) & H_{M-1,1}(z) & \cdots & H_{M-1,N-1}(z)
\end{bmatrix}$$

(2.9)

where each of the elements are directly derived from the polyphase components of Equation 2.8. Each element in this matrix therefore corresponds to the output of a one filter at a particular phase. For example, suppose a unit impulse is processed by the analysis bank. The output of the decimators is represented by a column of the polyphase matrix. The column is determined by the relative phase of the impulse with the downsampling operation.

A similar formulation exists for the synthesis filter bank. If the $M$ filters in the synthesis filter bank are represented by $G_m(z)$ then the polyphase matrix becomes

$$G_p(z) = \begin{bmatrix}
G_{0,N-1}(z) & G_{0,N-2}(z) & \cdots & G_{0,0}(z) \\
G_{1,N-1}(z) & G_{1,N-2}(z) & \cdots & G_{1,0}(z) \\
\vdots & \vdots & \ddots & \vdots \\
G_{M-1,N-1}(z) & G_{M-1,N-2}(z) & \cdots & G_{M-1,0}(z)
\end{bmatrix}$$

(2.10)

where $G_{m,n}$ are the polyphase components which are defined in a similar fashion as the $H_{m,n}$. 
Recall that the solution of interest is PR system with FIR filters where the analysis filters are time reversed copies of the synthesis filters. For this type of system, the analysis polyphase matrix must satisfy [47]

\[
[H_p(z^{-1})]^T H_p(z) = I
\]  

(2.11)

where \(I\) is the identity matrix. The synthesis filters then become time reversed copies of the analysis filters so that

\[
G_p(z) = z^{-l}H_p(z^{-1})
\]  

(2.12)

where \(z^{-l}\) is needed to ensure the synthesis filters are causal.

### 2.2.2 Time-Domain Matrix Representation

The time domain operation of the filter bank can be described by extending the matrix in Equation 2.6 to a block-circulant matrix. This is done so that processing on input vectors longer than \(M\) can be represented. For the analysis bank, the block-circulant matrix becomes [48]

\[
T_a = \begin{bmatrix}
    D_0 & D_1 & \cdots & D_{K-1} \\
    D_0 & D_1 & \cdots & D_{K-1} \\
    D_0 & D_1 & \cdots & D_{K-1} \\
    \vdots & \vdots & \ddots & \vdots \\

deleted{Di} & \cdots & \cdots & De
\end{bmatrix}
\]  

(2.13)

with zeros being inserted into any blank entries. Each of the rows in the matrix contain the coefficients of the analysis bank filters and can be formed by partitioning the matrix of Equation 2.6 as

\[
T^T = \begin{bmatrix}
    D_0 & D_1 & \cdots & D_{K-1}
\end{bmatrix}
\]  

(2.14)

The number of columns in each of the \(D_k\) sub-matrices is equal to the decimation factor \(N\) and the number of rows is equal to the number of subbands \(M\).

In a similar fashion, the synthesis filter bank has a time-domain representation of

\[
T_s = \begin{bmatrix}
    \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
    B_{K-1}^T & B_1^T & B_0^T & B_{K-1}^T & B_1^T & B_0^T & \cdots & \cdots \\
    B_{K-1}^T & B_1^T & B_0^T & B_{K-1}^T & B_1^T & B_0^T & \cdots & \cdots \\
    \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{bmatrix}
\]  

(2.15)
and, once again, zeros are inserted into the blank entries. This time, each of the sub-
matrices, $B_k$ are of size $M$ by $N$ and are constructed from the matrix transform of
Equation 2.4 by

$$
T = \begin{bmatrix}
B_{k}^T \\
B_{k-1}^T \\
\vdots \\
B_{1}^T \\
B_{0}^T
\end{bmatrix}.
$$

(2.16)

Each of the two transformation equations can now be extended. In general, if $x$ is a
column vector of input data, then the output of the analysis bank, $y$, is generated by

$$
y = T_a x.
$$

(2.17)

The output vector consists of output from each of the subbands time-multiplexed into a
single vector. Likewise, the synthesis bank is mathematically represented by

$$
x = T_s y.
$$

(2.18)

The final relationship to be established is that between the polyphase matrices of
Equations 2.9 and 2.10 and the time domain matrices of Equation 2.13 and 2.15. To
accomplish this, the polyphase matrices are factored as polynomials with matrix coeffi-
cients so that [48]

$$
H_p(z) = \sum_{k=0}^{K-1} H_{pk} z^{-k}
$$

(2.19)

$$
G_p(z) = \sum_{k=0}^{K-1} G_{pk} z^{-k}.
$$

(2.20)

The relationship between the time-domain and the polyphase form now becomes

$$
D_{K-k-1} = H_{pk} J
$$

(2.21)

$$
B_k = G_{pk} J
$$

(2.22)

where $J$ is the antidiagonal matrix and is necessary to time reverse the filter coefficients
such that convolution (as opposed to correlation) takes place.

As previously mentioned, the solution of interest is a unitary solution\(^{1}\) where the
amount of downsampling is equal to the number of subbands, also known as maximal

\(^{1}\)Notice that the unitary matrix will not be square. See Appendix A
decimation [45]. It was already stated that, under these conditions, the polyphase matrix must satisfy

\[ [H_p(z^{-1})]^T H_p(z) = I. \] (2.23)

It can be shown that the time-domain solution to this is [48]

\[ T_a^T T_a = I. \] (2.24)

In order to achieve the above condition, the matrices in \( T_a \) must satisfy

\[ \sum_{i=0}^{K-1} D_i^T D_i = 0, \quad k = 1, \ldots, K - 1. \] (2.25)

The synthesis filters can now be a time reversed copy of the analysis filters so that

\[ B_k = D_{k-1}. \] (2.26)

This, in turn, will lead to a unitary transformation matrix to be used in Equations 2.4 and 2.6 which can then be utilized to generate the spreading codes.

### 2.3 The Two-Channel Subband Filter Bank

The simplest multirate subband tree is the two-channel subband filter bank shown in Figure 2.2. The two-channel filter bank is used due to the simplicity of the filter design. Additionally, more complex structures can be developed from the two-channel bank without the rigors of a direct \( m \)-band solution.

The two filters, \( H_0(z) \) and \( H_1(z) \) are often Quadrature Mirror Filters (QMF). The term Quadrature Mirror stems from the frequency responses of the filters. If \( H_0(z) \) is a lowpass filter, then \( H_1(z) \) will be a highpass filter whose frequency response is generated by mirroring the response of \( H_0(z) \) about the frequency \( \pi/2 \) as shown in Figure 2.3. If the FIR filter \( H_0(z) \) is known, then its QMF counterpart, \( H_1(z) \), can easily be generated by [6]

\[ H_1(z) = z^{-(N-1)} H_0(-z^{-1}) \] (2.27)

where \( N \) is the filter order of \( H_0(z) \).

The perfect reconstruction conditions given above can now be applied to the two-channel filter bank. Since there are only two subbands and the downsampling is by a factor of two, each of the polyphase matrices given by Equations 2.9 and 2.10 are of dimension two by two. Additionally, each of the factors of the matrix polynomials of
Figure 2.2: Two-Channel Subband Filter Bank

Figure 2.3: Quadrature Mirror Filter Frequency Responses
Equations 2.19 and 2.20 are also two by two as are the submatrices $D_k$ and $B_k$. The number of these matrices, $K$, is determined by the filter length of $H_0(z)$ and $H_1(z)$ so that

$$K = \frac{N}{2}$$

where $N$ is the FIR filter length. Using Equation 2.21 gives

$$\begin{bmatrix} D_0 & D_1 & \cdots & D_K \end{bmatrix} = \begin{bmatrix} h_{0,N-1} & h_{0,N-2} & \cdots & h_{0,0} \\ h_{1,N-1} & h_{1,N-2} & \cdots & h_{1,0} \end{bmatrix}$$

(2.29)

where $h_{0,n}$ and $h_{1,n}$ are the $n$th components of the impulse responses of $H_0(z)$ and $H_1(z)$ respectively. Finally, applying Equation 2.25 gives the perfect reconstruction condition for $H_0(z)$ as [38]

$$\sum_{k=0}^{N-1} h_{0,k} h_{0,k+2n} = \delta_n \quad \forall \ n \geq 0$$

(2.30)

Two things should be noted here. The first is that only one of the four filters shown in Figure 2.2 needs to be designed. Once the design of $H_0(z)$ is complete, the other three filters follow directly from the above equations. The second note is that the design of $H_0(z)$ is itself limited. For an $N$ tap FIR filter, there are $N/2$ conditions which the tap weights must satisfy for perfect reconstruction to occur. The remaining $N/2$ degrees of freedom are available to design the filter to fit the particular application.
2.3.1 Subband Tree Structures

The model discussed above is for a simple two channel subband filter bank. This simple model, however, can be used as the building block for larger structures which will decompose the input into multiple subbands and emulate the \( m \)-band tree shown in Figure 2.1. Although it is possible to design perfect reconstruction \( m \)-band filter banks directly [47] [39], it is often sufficient and simpler to use the two-band case as the building block for a hierarchical tree structure which achieves an \( m \)-band split.

The \( m \)-band structure employed in this thesis is known as the full binary tree and is shown in Figure 2.4 [45]. If \( H_0(z) \) and \( H_1(z) \) are ideal low and high pass filters respectively, then the full binary tree structure will decompose the input signal into frequency bands which are of equal width and equally spaced as shown in Figure 2.5. A second popular tree structure, the Dyadic Tree, is shown in Figure 2.6 [45]. For clarity, only the analysis section of the filter bank is depicted. Recently, the dyadic tree has gained popularity due to its close connection with the Discrete Wavelet Transform (DWT) [27]. Unlike the full binary tree, each successive stage in the dyadic tree divides only the low frequency portion of the spectrum as shown in Figure 2.7. For this reason it is also known as an Octave Band subband tree. By decomposing only the lowest frequencies of the input signal, some time resolution of \( x(n) \) is gained at the expense of frequency resolution at the upper bands.

The actual frequency response of a subband in an \( m \)-band tree can be calculated by determining the response of the product filter for that subband. The product filter is calculated by using the noble identities shown in Figure 2.8 which allow for the inter-
Figure 2.5: Normalized Frequency Response of an Ideal L-Stage Full Binary Tree

Figure 2.6: Dyadic Tree Structure
changing of a filtering and downsampling operation \[45\]. Implementing these identities

\[
\begin{align*}
H(z) &\equiv H_0(z^N) \\
H(z)_N &\equiv H_0(z^N)
\end{align*}
\]

(a)

(b)

Figure 2.8: The Noble Identities for Decimation and Interpolation

in the four-band full binary tree of Figure 2.4 gives the equivalent structure shown in Figure 2.9 which involves only a single decimation/interpolation along each branch. This idea can easily be extended to larger tree structures. For example, consider a full binary tree with \(L\) levels. The product filter for the subband along the branch which contains all of the \(H_0(z)\) filters is

\[
\tilde{H}_0(z) = \prod_{i=0}^{L} H_0(z^{2^i}).
\]  

(2.35)

The frequency response of \(\tilde{H}_0(z)\) is the frequency response of the subband. The \(2^i\) term appears in the right hand side of the equation because the downsampling, which occurs in each decimator, must be accounted for using a noble identity. A similar formulation can be made for any other branch of a subband tree structure.
2.4 Progressive Optimality and Filter Bank Design

It has been shown that recursively using the same set of QMF filters in the design of hierarchical subband structures does not necessarily produce an optimal tree [43]. Additionally, the task of determining the cross correlations and other properties between all subband outputs quickly becomes computationally complex. Therefore, a technique known as Progressive Optimality will be used [42]. The method of progressive optimality states that, at each node in the tree, a new set of filters should be designed which specifically incorporate the criteria at that particular stage. For example, each tree construction will start with the design of QMF pair $A_1(z)$ and $A'_1(z)$, shown in Figure 2.10. The design problem will be applied using the two subbands associated with $A_1(z)$ and $A'_1(z)$. Once this initial filter design is complete, the design focus shifts to the QMF pair occurring after the $A_1(z)$ branch as shown in Figure 2.11. The design performed at this node will only consider the subbands associated with the new QMF pair, $B_1(z)$.
and $B'(z)$, cascaded with the $A_1(z)$ decimator. Subbands from the lower half of the tree are ignored. Once this second set of filters is complete, the lower QMF pair, shown highlighted in Figure 2.12, is then designed while ignoring the subbands from the upper half of the tree. This process continues until the entire tree is completed.

2.5 Subband Tree Applications

The original motivation for the development of the subband tree structures came from the field of source coding for audio and video signals. By using the proper filters, the energy from a source can be isolated to a few subbands, thereby allowing a more efficient bit allocation scheme and larger coding gains [50]. Since any linear transform can be realized by an $m$-band tree structure, the use of multirate trees has quickly pervaded many other areas of signal processing research such as feature extraction [8], interference suppression [28], and transmultiplexer design [46] to name a few.
Recently, it was shown that the popular Discrete Wavelet Transform can be implemented as a Dyadic subband tree [7, 27]. This connection between wavelets and subband tree applications has generated a large amount of interest in time-frequency decompositions and research in the area has extended to many different applications [24].

As will be shown, the transform implemented by an analysis bank employing perfect reconstruction quadrature mirror filters forms an orthonormal basis. This motivates the use of the tree structures for communications. By using the basis functions as the spreading codes, an \( N \)-dimensional orthogonal signaling set can be realized. Proper choice of the filter coefficients can then tailor the waveforms to suit a particular communications channel.

### 2.6 Properties of PR-QMF Based Spreading Codes

Two important properties which must be studied for the PR-QMF based spreading codes are the cross correlation between the codes and the autocorrelation of the codes. To this end, the time-domain matrix introduced in Section 2.2.2 will be partitioned and the resulting matrices utilized to construct the codes generated by the hierarchical full binary tree structure of Section 2.3.1. Once representations of these codes are developed, the properties mentioned above will be described in equation form for use in the filter coefficient design problem.

#### 2.6.1 Generation of the PR-QMF Based Spreading Codes

Consider the full binary tree structure shown in Figure 2.4. If the filters along the branch leading to a particular subband are known, the product filter for that branch can be calculated as specified in Section 2.3.1. By taking the inverse \( z \)-transform of that product filter, the spreading code associated with that subband will be generated. An alternative method is to use the time domain matrix notation introduced earlier. This approach has the advantage that the spreading codes are represented directly in terms of the filter coefficients and no intermediate transforms are required.

Consider the time-domain matrix representation for the two-band filter bank shown in Figure 2.2. The matrix equation for the filter bank operation was given in Equation 2.17 as

\[
y = T_{a}x
\]  

where \( x \) is a column vector of infinite length which represents the input data. The output vector \( y \) consists of multiplexed output from each of the subbands. For a filter
bank using maximal decimation, the amount of downsampling is equal to the number of subbands and the input and output vectors are of equal length. For the two-channel case, therefore, every other element of the output vector y contains a sample from $H_0(z)$ while the remaining interleaved samples are from $H_1(z)$.

For the representation of spreading codes it is desirable to represent each subband independently. Therefore, the time-domain matrix $T_a$ will be partitioned into two different matrices each of which will represent one branch of decimation. Let $H_0$ be a matrix which contains every other row of $T_a$, that is, $H_0$ is a matrix containing the filter coefficients of $H_0(z)$ and has the form
\[ H_0 = \begin{bmatrix} \ldots & h_{0,N-1} & h_{0,N-2} & \cdots & h_{0,0} \\ h_{0,0} & h_{0,N-1} & h_{0,N-2} & \cdots & h_{0,0} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ h_{0,N-3} & \cdots & h_{0,0} & h_{0,N-1} & h_{0,N-2} \end{bmatrix} \]  

(2.37)

where \( h_{0,n} \) are the elements of the impulse response of \( H_0 \). The remaining rows of \( T_3 \) are used to construct \( H_1 \) which has a similar form.

Likewise, if \( G_0(z) \) is used in an interpolator, the matrix operator for its representation is generated by partitioning \( T_3 \) and has the form

\[ G_0^T = \begin{bmatrix} \ldots & g_{0,N-1} & g_{0,N-2} & \cdots & g_{0,0} \\ g_{0,0} & g_{0,N-1} & g_{0,N-2} & \cdots & g_{0,0} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ g_{0,N-3} & \cdots & g_{0,0} & g_{0,N-1} & g_{0,N-2} \end{bmatrix} \]  

(2.38)

Both of the above matrices are unbounded and given for the unrealistic case of infinite length input vectors. To account for the edge effects, present when using finite length vector inputs, the matrix operators will be modified to a circulant form. For a decimator using \( H_0(z) \), the modified matrix operator is

\[ H_0 = \begin{bmatrix} \ldots & h_{0,N-1} & h_{0,N-2} & \cdots & h_{0,0} \\ h_{0,0} & h_{0,N-1} & h_{0,N-2} & \cdots & h_{0,0} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ h_{0,N-3} & \cdots & h_{0,0} & h_{0,N-1} & h_{0,N-2} \end{bmatrix} \]  

(2.39)

The expression for the input/output relationships for the decimators are now

\[ y_0 = H_0x \]  

(2.40)

\[ y_1 = H_1x \]  

(2.41)

The actual size of the matrix is dependent upon the length of the input vector. Notice that there are twice as many columns as there are rows. Therefore, the output vector \( y_0 \) will contain exactly one half as many elements as the input vector, \( x \), thereby maintaining consistency with the idea of downsampling a signal by two. A similar formulation can
be made for an interpolator. In this case, the relationships become

\[ x_0 = G_0 y \]  
(2.42)

\[ x_1 = G_1 y \]  
(2.43)

Notice that the output vectors from these operations, \( x_0 \) and \( x_1 \) will contain twice as many elements as the input vector. Unless otherwise specified, operator matrices in this thesis refer to the modified operators for finite length data vectors.

Since the operator matrices introduced above are partitions of the time-domain matrices \( T_a \) and \( T_s \), the perfect reconstruction conditions are still valid. Specifically, if the perfect reconstruction conditions are satisfied then

\[ H^T_0 H_0 = I \]  
(2.44)

\[ H^T_1 H_1 = I. \]  
(2.45)

Since the synthesis filters are time reversed copies of the analysis filters, similar results are obtained for \( G_0 \) and \( G_1 \). Finally, since \( H_0(z) \) and \( H_1(z) \) are quadrature mirror filters, it follows that

\[ H^T_0 H_1 = 0. \]  
(2.46)

Using the operator matrices defined above, the spreading codes can be generated directly and without using product filters and the \( z \)-transform. Let \( A \) be an operator matrix for the decimation process associated with an \( N \) tap FIR filter \( A(z) \). The matrix for the corresponding interpolation associated with the reconstruction filter in the synthesis bank is, therefore, the transpose of \( A \). Let the column vector \( x \) be the input vector to the synthesis bank whose first element is a one with all others being zero. If \( A(z) \) is used in the simple two band structure of Figure 2.2, then the corresponding spreading code generated by the synthesis bank is [19]

\[ c = A^T x. \]  
(2.47)

In general, for a tree of depth \( L \), the spreading code along a branch with filters \( A_1(z), A_2(z), \ldots, A_L(z) \), and \( A_1(z) \) as the first stage filter is

\[ c = \prod_{i=1}^{L} (A_i)^T x \]  
(2.48)

where the matrices \( A_1 \) to \( A_L \) are the decimation matrices, each of appropriate dimension, and the product is carried out in ascending order as follows

\[ \prod_{i=1}^{L} (A_i)^T = (A_1)^T (A_2)^T \ldots (A_L)^T. \]  
(2.49)
By using Equation 2.48 to represent a particular spreading code, the properties of the codes can be directly formulated in terms of the operator matrices. This allows a direct connection between the spreading code properties and the filter coefficients used in the subband tree.

Equation 2.48 can also be used to determine the length of a spreading code. If only a single stage with an \( N \) tap filter is used, the spreading code length will be equal to the number of taps in the filter. The operator matrix for that stage will have \( N/2 \) rows and \( N \) columns. Each subsequent stage in the filter bank will double the length of the spreading code (there is an upsampling by two) and the operator matrix for that stage will have twice as many rows and columns as the previous stage. Therefore, for a filter bank with \( L \) stages using \( N \) tap filters, the length of the spreading code is

\[
l = N \cdot 2^{L-1}
\]

(2.50)

For example, a four stage tree using four tap filters will result in codes of length 32.

2.6.2 Orthogonality Between Spreading Codes

As mentioned in Section 1.2 performance in a multiuser channel is highly dependent upon the cross correlations between spreading codes. These cross correlations can now be calculated using the matrix expression of Equation 2.48 for a spreading code generated by a PR-QMF filter bank. Recall from Section 1.5.1 that calculations must be made for both a synchronous and an asynchronous communications system. Additionally, for the asynchronous system, there are two different polarity cases to consider.

The Synchronous Case

Consider two arbitrary codes, \( c_b \) and \( c_c \), generated from a tree of depth \( L \). If the two branches which generate these codes diverge in the tree at level \( M \), then the branches have \( M - 1 \) common filters. At level \( M \), each branch contains one filter from a QMF pair. Beyond level \( M \), the filters along each branch differ. Let the operator matrices for the first \( M - 1 \) filters be represented by \( A_1 \ldots A_{M-1} \) as shown in Figure 2.13. The QMF pair at level \( M \) will be denoted by matrix operators \( A_M \) and \( A'_M \). Finally, let \( B_{M+1} \ldots B_L \) and \( C_{M+1} \ldots C_L \) represent the operators for the differing filters of codes \( c_b \) and \( c_c \), respectively. The two codes can now be represented by

\[
c_b = \left[ \prod_{i=1}^{M-1} (A_i)^T \right] \left[ \prod_{j=M+1}^{L} (B_j)^T \right] x
\]

(2.51)

\[
c_c = \left[ \prod_{i=1}^{M-1} (A_i)^T \right] \left[ \prod_{j=M+1}^{L} (C_j)^T \right] x.
\]

(2.52)
The cross correlation between these two codes is

\[ r = c_b^T c_c \]

\[ = \left( \prod_{i=1}^{M-1} (A_i)^T [A_{M}] [\prod_{j=M+1}^{L} (B_j)^T] \right)^T \]

\[ = \left( \prod_{i=1}^{M-1} (A_i)^T [A_{M}^T] [\prod_{j=M+1}^{L} (C_j)^T] \right) \]

\[ = x^T \left( \prod_{j=L}^{M+1} (B_j) [A_M] [\prod_{i=M-1}^{1} (A_i)] \right) \]

\[ = x^T \left( \prod_{j=L}^{M+1} (B_j) [A_M^T] [\prod_{j=M+1}^{L} (C_j)^T] \right) \]

\[ x^T [\prod_{j=L}^{M+1} (B_j)] [A_M^T] [\prod_{j=M+1}^{L} (C_j)^T] x = 0 \]

since \( A_i^T A_i = I \) due to the perfect reconstruction condition and \( A_M A_M^T = 0 \) for any quadrature mirror filter pair. This result assures the orthogonality between any two spreading codes generated by the PR-QMF tree. This is consistent with the fact that the transformation generated by the PR-QMF synthesis tree is a unitary transformation. If each of the spreading codes are orthogonal to each other, then any off diagonal element of the multiplication of a matrix of these spreading codes by its transpose will be zero and this multiplication will result in the identity matrix.

**The Asynchronous Case**

When arbitrary delays are introduced, the cross correlations between user transmissions can no longer be guaranteed to be zero. Therefore, the polarity of the data bits being
modulated by the spreading codes becomes significant. As shown in Figure 1.6, there are two different polarity cases to consider.

For case one, all of the data bits are of positive polarity. Let the two codes be represented by column vectors \( c_1 \) and \( c_2 \). For a given delay time of \( \delta \) chips, the cross correlation between the two codes is

\[
\rho_\delta = (c_1)_\delta^Tc_2
\]  

(2.54)

where \((c_1)_\delta\) is a circular shift down of the vector \( c_1 \) by \( \delta \) positions. In a similar fashion, the cross correlations for case two, where a polarity change occurs, can be represented by

\[
\rho_\delta' = (c_1)_\delta^TK_\delta c_2
\]  

(2.55)

where \( K_\delta \) is a diagonal matrix whose first \( \delta \) diagonal elements are negative one and the remaining elements are positive one.

Now consider a node in a subband tree which occurs at stage \( L \). Let the filters along the branch leading to that node be designated by \( A_1(z), A_2(z), \ldots, A_{L-1}(z) \) and let the final QMF pair be designated as \( A_L(z) \) and \( A'_L(z) \). The codes generated by these two branches are

\[
c = \left[ \prod_{i=1}^{L-1} (A_i)^T \right] A_L^T x
\]  

(2.56)

\[
c' = \left[ \prod_{i=1}^{L-1} (A_i)^T \right] A'_L^T x.
\]  

(2.57)

To obtain the cross correlations, the circular shift \((c)_\delta\) must be generated. In matrix notation this becomes [19]

\[
(c)_\delta = (A_1)_\delta^T \left[ \prod_{i=2}^{L-1} (A_i)^T \right] A_L^T x
\]  

(2.58)

where \((A_1)_\delta\) is a circular shift down by \( \delta \) rows. For a given delay of \( \delta \) chips, the cross correlation between the two codes under polarity case one is

\[
\rho_\delta = (c_1)_\delta^Tc_2
\]  

(2.59)

\[
= \left( \prod_{i=2}^{L-1} (A_i)^T \right) A_L^T x^T A_L [\prod_{i=2}^{L-1} (A_i)^T] A_L^T x
\]

\[
= x^T A_L [\prod_{i=L-1}^{2} (A_i)] [(A_1)_\delta A_L^T] [\prod_{i=2}^{L-1} (A_i)^T] A'_L^T x
\]

\[
= a_L^T P^T Q_\delta P a'_L
\]
where \( \mathbf{a}_L \) and \( \mathbf{a}'_L \) are column vectors containing the filter coefficients of \( A_L(z) \) and \( A'_L(z) \) respectively and

\[
P = \left[ \prod_{i=2}^{L-1} (A_i)^T \right]. \tag{2.60}
\]

Both the coefficient vectors and the matrix \( P \) are not dependent on the shift \( \delta \). The shift is represented by

\[
\mathbf{Q}_\delta = (A_1)^T \mathbf{a}_1.
\]

A similar formulation can be made for \( \rho^- \), however, in this case let

\[
\mathbf{Q}_\delta^- = (A_1)^T \mathbf{K}_\delta \mathbf{a}_1 \tag{2.62}
\]

so that

\[
\rho^- = \mathbf{a}_L^T \mathbf{P}^T \mathbf{Q}_\delta^- \mathbf{P} \mathbf{a}'_L. \tag{2.63}
\]

Equations 2.60 and 2.63, therefore, represent the cross correlations between the spreading codes directly in terms of the operator matrices. Notice that, if \( \delta = 0 \), then \( \mathbf{K}_\delta = \mathbf{I} \) and \( \mathbf{P}^T \mathbf{P} = \mathbf{I} \). Since, for a QMF pair, \( \mathbf{a}_L^T \mathbf{a}'_L = 0 \), the cross correlation between the codes is zero and they are orthogonal for both polarity cases. This can be seen as a special case of Equation 2.53 where \( M = L \).

### 2.6.3 Autocorrelation Properties of PR-QMF Spreading Codes

Another important property which must be considered is the autocorrelation of the spreading code. The autocorrelation directly effects the receiver synchronization performance as well as the performance of the system in the presence of multipath interference.

Consider a code generated by one branch of a PR-QMF tree of depth \( L \). Let the filters along that branch be designated by \( A_1(z), A_2(z), \ldots, A_L(z) \). The autocorrelation of the code with a delay of zero is

\[
\xi_0 = (\prod_{i=1}^{L} (A_i)^T \mathbf{x})^T (\prod_{i=1}^{L} (A_i)^T \mathbf{x}) \tag{2.64}
\]

\[
= \mathbf{x}^T (\prod_{i=L}^{1} (A_i)) (\prod_{i=1}^{L} (A_i)^T) \mathbf{x} \]

\[
= 1
\]

due to Equations 2.44 and 2.45. If, as in the asynchronous cross correlation case, delays of the codes are taken into account, then there are, once again, the two polarity cases.
of Figure 1.6. This time, however, the interfering data bits are using the same code as the signal of interest. The remainder of the autocorrelation sequence can therefore be represented by [20]

$$\xi_\delta = ((A_1)^T \prod_{l=2}^{L-1} (A_l)^T A_L^T x) (A_1)^T \prod_{l=2}^{L-1} (A_l)^T A_L^T x)$$

(2.65)

$$= x^T A_L [ \prod_{l=L-1}^{2} (A_l)] [(A_1)^T \prod_{l=2}^{L-1} (A_l)^T A_L^T x]$$

$$= a_L^T P^T Q_\delta^- P a_L$$

where P and Q are defined as in Section 2.6.2 and a_L is a column vector of the A_L(z) filter coefficients.

For case 2, a similar formulation can be made giving

$$\xi_\delta^- = a_L^T P^T Q_\delta^- P a_L$$

(2.66)

where, again, Q_\delta^- is defined by Equation 2.62.

Both the autocorrelations and the cross correlations of the spreading codes have now been formulated directly in terms of the filter coefficients. As expected, for the synchronous system, the cross correlations were identically zero and the autocorrelations were normalized to unity. For the asynchronous system, however, this was not the case since it is impossible for finite length codes to be completely orthogonal over all time shifts and all polarity cases.
Chapter 3

Optimized Filter Design for PR-QMF Based Spreading Codes

Since the spreading codes are simply the impulse responses of the PR-QMF subband synthesis stage, the coefficients used in the filters which comprise the subband tree clearly have a direct influence over the resulting properties of the codes. As shown earlier, for any two channel PR-QMF subband tree only one of the four filters needs to be designed. Furthermore, the freedom in the design of that filter is restricted by the perfect reconstruction conditions. However, for an \(N\)-tap FIR filter, there still remain \(N/2\) degrees of freedom which can be used for design purposes.

When imposing the additional design criteria such that the filters, and therefore the resulting spreading codes, have desirable properties, the number of conditions on the tap weights increases so that the problem becomes over constrained, i.e. the desired properties cannot be achieved while still maintaining perfect reconstruction. Therefore, the coefficient search will be set up as a multivariable optimization problem in which the filter tap weights are the variables of optimization [3]. The properties which the spreading codes should obey will be represented as an objective function to be minimized and the optimization will be constrained by the perfect reconstruction conditions. The solution to the constrained optimization search will be used as the tap weights in the filter being designed.

In Chapter 2 a formulation of the PR-QMF based codes was developed directly in terms of the coefficients of the filters in the subband tree. Additionally, several properties of the codes were developed using these code representations. The task remaining, therefore, is to formulate the objective functions which utilize these expressions such that, when employed in the multivariable optimization, spreading codes will be designed with the desired properties.
In this chapter, objective functions will be developed for several different types of interference channels. The simplest type of interference is that which can be modeled by a stationary random process. This type of model is well suited for a variety of interference sources such as narrowband jamming. In addition to stationary interference, the two interference sources discussed in Sections 1.2 and 1.3, namely multiuser and multipath interference, will be considered. An objective function will then be developed for a multiuser channel where there is partial synchronization between the users. Finally, an objective function will be presented for a channel which contains interference from multiple sources.

3.1 Optimized Filter Design for Anti-Jam Communications

One of the most common types of interference encountered in communications is stationary interference. Examples of stationary interference sources are intentional jamming by hostile forces, unintentional interference caused by known or unknown RF transmitters, and electromagnetic interference. Additionally, there are some channels where the available spectrum is shared by both narrowband and spread spectrum signals. In many of these situations, the interference can be measured and recorded, thereby providing the spread spectrum system some a priori knowledge of the interference source. Under such situations, it is desired to develop spreading codes such that the interference will have little impact on the spread spectrum system.

To communicate successfully in the presence of a stationary interference source, the energy from the interference should be isolated from the energy of the signal. In the context of the system under consideration, it is desired that the interference energy be isolated, as much as possible, to a few subbands. The codes associated with those subbands will not be used as spreading codes. The remaining subbands will have very little interference energy in them and, therefore, the corresponding codes will be unaffected by the interference and suitable for use in the system. An ideal example of this is shown in Figure 3.1. In this simple four-band system, the analysis bank is being used to demodulate the received signal as described in Section 2.1. If all of the interference energy is isolated to the subband using $H_4(z)$, while the spreading code was generated using $H_2(z)$, then the interference will have no impact upon the decision of the spreading code polarity and the bit decision. Similarly, codes generated by the subbands using $H_0(z)$ or $H_3(z)$ could also be used without interference from the jammer.

In order to design the filters such that the interference energy is isolated to a small number of subbands, some a priori knowledge about the interference source is required. Specifically, we assume that the interference is stationary and the autocorrelation ma-
A measure known as \textit{energy compaction} can then be applied to the problem [22]. Energy compaction is the ability of a filter to isolate the energy of a given signal. Let $\mathbf{x}$ and $\mathbf{y}$ be the infinite length input and output vectors, respectively, for a filter $A(z)$. The autocorrelation matrix for the output of the filter can be calculated as follows [45]

$$
\mathbf{y} = \mathbf{Ax}
$$

$$
E[\mathbf{y}\mathbf{y}^T] = E[\mathbf{Ax}\mathbf{x}^T A^T]
$$

$$
\mathbf{R}_{yy} = A\mathbf{R}_{xx} A^T
$$

where $\mathbf{R}_{xx}$ and $\mathbf{R}_{yy}$ are the autocorrelation matrices of $\mathbf{x}$ and $\mathbf{y}$, respectively, and $A$ is an infinite length operator matrix for the filter $A(z)$. The energy of the output will be greatest when the diagonal elements of $\mathbf{R}_{yy}$ are maximized. Each of these identical elements are given by

$$
[R_{yy}]_{k,k} = \sigma_y^2 = a^T \mathbf{R}_{xx} a
$$

where $[\cdot]_{i,j}$ represents the $i$th row and $j$th column of the matrix inside the bracket and $a$ is a column vector of the filter coefficients.

This last expression provides a measure of the energy compaction of a filter to a particular input. For any QMF pair being designed, one filter from the pair will maximize this measure. The complementary filter in the QMF pair will therefore minimize the measure. For example, if the interference source contains primarily low frequency energy, a filter which compacts this energy will be a lowpass filter. The QMF counterpart will therefore be a highpass filter and, thus, will attenuate most of the interference energy.
The optimization problem for a channel impaired by stationary interference can now be given as

\[ F_{AI} = \min \{-a^T R_{xx} a\} \]  

subject to the perfect reconstruction conditions,

\[ \sum_{k=0}^{N-1} a_k a_{k+2n} = \delta_n \quad \forall \ n \geq 0 \]  

where \( a_k \) are the filter coefficients, \( R_{xx} \) is the autocorrelation matrix of the interference, and \( \delta_n \) is the unit impulse function. The change of sign in the objective function is included to allow a minimization to be performed. The constraints are the perfect reconstruction conditions for a two-channel PR-QMF filter bank given by Equation 2.34.

If progressive optimality is to be used in the filter bank design, a new set of filters must be designed at each node. In the original development of the progressively optimal design technique, the product filters for each branch were calculated as described in Section 2.3.1. The optimization was then performed on these product filters [42]. In this application, it is computationally simpler to calculate the new statistics of the interfering source after it has been decimated. For example, consider the design of \( A_1(z) \) as shown in Figure 3.2a. It is assumed that \( A_0(z) \) has already been designed and the autocorrelation function of the interference source, \( R_{xx} \), is known. Let \( y' \) be the filter output of \( A_0(z) \) prior to the downsampler, and let \( y \) be the output after the first downsampling of two. Finally, let \( L_n \) be a linear operator which represents the discrete time filtering operation of \( A_0(z) \). The autocorrelation matrix coefficients of \( y' \) are given by [40]

\[ [R_{y'y'}]_{m,n} = L_m \{L_n \{[R_{xx}]_{m,n}\} \} \]  

Figure 3.2: Interchange of a Filter and Downsampler

where \( m \) and \( n \) are the discrete time indexes of operation. Now, let \( A_1(z) \), the filter to be designed, have an impulse response vector \( a_1 \). Using the noble identity for a decimator, shown in Figure 2.8a, the order of the filter and the downsampler can be interchanged.
in the tree such that \( A_i(z) \) will operate directly on \( R_{yy'} \) as shown in Figure 3.2b. The identity gives the \( z \)-transform of the new filter as \( A_i(z^2) \). If energy compaction is again used as the optimization criteria, the new objective function becomes

\[
F_{AJ} = \min \left\{ -a_i^T R_{y'y'} a_i \right\}
\]

(3.6)

where \( R_{y'y'} \) is an autocorrelation matrix constructed from the autocorrelation sequence of \( y' \) downsampled by a factor of two [18]. This process continues until the spreading codes are of the desired length.

Once the entire tree is complete, the codes suitable for use in the system must be selected. This selection is most easily done by calculating the cross correlation of each generated code with the anticipated interference and selecting those codes most orthogonal to the interference source. This set then provides a "pool" of codes which the transmitter can use by either selecting one to use for every bit, or by hopping among the valid codes according to some predetermined sequence. Although the latter is more complex, especially from a receiver synchronization point of view, an advantage occurs in the spectral flatness of the resulting transmission [18].

### 3.2 Optimization Functions for the Multiuser Channel

The optimization problem for the stationary interference channel formulated above is relatively simple and straightforward. It does however, provide a clear illustration of the subband tree design method; that is, formulate an objective function for the interference, determine the effects of decimation on the interference source or objective function, and design the subband tree using progressive optimality.

The objective function for the multiuser channel is both theoretically and computationally more complex. It is dependent upon both the expected number of users in the channel and the anticipated signal to noise ratio. In many practical applications, however, both of these values are known to the system designer. Therefore, use of these quantities to design the codes is not unreasonable. Finally, it will be shown that in the most important case, a channel with a large number of users, the two quantities are not needed.

The BER for a multiuser channel is directly related to the cross correlations between the users and, therefore, the set of spreading codes being utilized. As shown in Section 2.6.2 this cross correlation is identically zero for the synchronous case. For the asynchronous case, however, this is not so and all relative time delays between all generated codes must be considered. Additionally, for the partial synchronization case, only certain time delays need to be considered. For an arbitrary full subband tree of depth \( L \) this quickly becomes computationally complex and unmanageable. Therefore,
Once again, the tree will be progressively optimized and only one set of two codes will be considered at any one time. For example, consider the ideal case of two codes which are completely orthogonal; that is, their cross correlation is zero for all polarities and all relative time delays between the two codes. These codes must, therefore, be disjoint in the frequency domain. Any further linear processing by the decimators will not cause the signals to spectrally overlap and, therefore, all codes generated by subsequent operations on them will be completely orthogonal as well.

### 3.2.1 The Two User Channel

Although it is clearly not a realistic and practical scenario, an objective function will first be developed for a system in which there are only two users transmitting at any particular time. This two user case will illustrate the process whereby the BER is determined as a function of the cross correlations. Once that is established and the objective function developed, a channel with multiple users will be considered.

If there are only two users in the channel, then one user will be transmitting the signal of interest and the second user will be an interference source. Assume that both users are transmitting with equal power and the thermal (AWGN) noise in the channel has a variance of $\sigma^2_n$. Also, assume that both the users and the noise are independent. If the receiver for the signal of interest is using the correlator receiver discussed in Section 1.1, the decision variable (after the correlation) can be modeled as

$$r = \pm s + \eta + \rho_5$$  \hspace{1cm} (3.7)

where $s$ is due to the signal, $\eta$ is a random component due to AWGN, and $\rho_5$ is due to the interference from the other user (i.e. the cross correlation between the two codes) and is dependent upon the relative delay $\delta$ between the two codes. The calculation of this quantity, $\rho_5$, for two codes associated with a given QMF pair was given in Section 2.6.2.

Assume that a +1 is transmitted such that the polarity of $s$ is positive. The BER can now be calculated conditioned on a specific delay $\delta$. First the conditional expectation is taken giving

$$\mu_{r|\delta,+1} \triangleq E[s + \eta + \rho_5]$$

$$= s + \rho_5$$  \hspace{1cm} (3.8)

since the noise is a zero mean process and, given a fixed $\delta$, the other two quantities are deterministic. The deterministic nature of these two variables also affects the second moment of the decision variable. Since the noise is the only random quantity it follows that

$$\sigma^2_{r|\delta,+1} \triangleq E[(s + \eta + \rho_5)^2] - \mu^2_{r|\delta,+1}$$

$$= \sigma^2_\eta.$$  \hspace{1cm} (3.9)
The conditional BER can now be calculated as [29]

\[
P_{e|i, i+1} = Q\left(\frac{H_r-i}{\sigma_r}\right) = Q\left(\frac{s + \rho s}{\sigma_n}\right)
\]

where

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-y^2/2} dy
\]

is the Gaussian tail probability commonly referred to as the Q-function.

The unconditional BER can be calculated by assuming each delay is equally likely. Additionally, due to the different bit polarity possibilities discussed in Section 1.5.1, for every positive offset from the signal mean \(s\) (i.e. a positive value of the cross correlation), there is a corresponding negative offset as well. Therefore, the unconditional BER is

\[
P_e = \sum_i \frac{1}{N} [Q(\frac{s + \rho s}{\sigma_n}) + Q(\frac{s - \rho s}{\sigma_n})]
\]

where \(N\) is the total number of possible delays. Since an identical result would occur for a -1 being transmitted, the conditioning upon the data bit polarity can be removed.

For the two user channel, this probability is the quantity which should be minimized. The objective function for the two user channel therefore becomes

\[
F_{MU} = \min \left\{ \sum_i \frac{1}{N} [Q(\frac{s + \rho s}{\sigma_n}) + Q(\frac{s - \rho s}{\sigma_n})] \right\}
\]

or

\[
F_{MU} = \min \left\{ \sum_i [Q(\frac{s + \rho s}{\sigma_n}) + Q(\frac{s - \rho s}{\sigma_n})] \right\}
\]

since the \(1/N\) term is just a scaling factor and will not affect the minimization. Once the signal power and the signal to noise ratio is fixed, the value of the above function is determined solely by the cross correlation values which are directly related to filter coefficients.

### 3.2.2 Channels With Few Users

The simple two-user case discussed above showed the connection between the cross correlation values between two codes and the performance of the codes in terms of the bit
error rate. In the two-user model a conditional BER was calculated from a given test statistic of the received signal. This test statistic included an offset, $\rho_5$, which is based upon the relative delay between the two users. The unconditional BER was then calculated by summing up all of these possibilities dividing by the total number of delays. Although this same principle could be applied to a channel with more than one user, the computational effort increases exponentially with the number of users. Therefore, for a channel with more than one user, the distribution of all possible cross correlations will be considered and the unconditional probability of error will be calculated based upon that distribution.

Consider a channel with $N$ users as shown in Figure 3.3 where $N$ is a relatively small number. Assume that all users are transmitting with equal power. If the signal of interest is being transmitted by one of the users, then there are $N - 1$ signals which will cause interference. Once again there will be an offset to the mean of the signal of interest at the output of the correlator similar to that represented by Equation 3.8. This offset, however, is now caused by a combination of all possible cross correlations of every code with the signal of interest. All of these possible cross correlations will form some sort of distribution. By calculating all of these possibilities and then forming a histogram, an approximation to this distribution can be found.

Once this histogram is known, the procedure and functions developed in Section 3.2.1 can be used with two modifications. First, instead of using the offset, $\rho_5$, caused by an individual user cross correlation, the center of each histogram bin, $\rho_i$, should be used for the calculation of the conditional BER. Secondly, since each possible offset is no longer equally likely, the probabilities cannot be ignored in the objective function. Instead, the unconditional BER must be calculated using the probability of each offset giving

$$F_{MU} = \min \left\{ \sum_i P_i Q\left( \frac{s - \rho_i}{\sigma_q} \right) \right\}$$

where $P_i$ is the probability associated with each histogram bin centered at $\rho_i$. Notice that since the histograms are symmetrical (due to the different polarity cases), only one $Q$-function is needed.

If progressive optimality is used to design the tree, only two codes can be under consideration at any one time and a histogram representing the cross correlation distribution of all codes cannot be generated. Therefore, an approximation to the histogram must be constructed using only the two available codes. This can be done by treating the cross correlations between two codes as a random variable. For example, consider the channel shown in Figure 3.3 with $N = 3$. In this case there are two users adding interference into the channel. Let the cross correlation between the signal of interest and the first interferer be a random variable denoted by $\rho_{i1}$ and for the second interferer, $\rho_{i2}$. Since the interference is added in the channel, the aggregate interference is formed by adding the two random variables. The distribution of the aggregate interference is
therefore determined by convolving the distributions of $\rho_{I_1}$ and $\rho_{I_2}$ [40]. This can be extended beyond the case of two interferers by performing more convolutions using each interference distribution.

For progressively optimized codes, however, there is only one distribution available since only two codes are being considered at one time. Therefore, the composite histogram, representing the distribution of the sum off all user interference, can be approximated by convolving the available distribution with itself the appropriate number of times. For example, if the channel is expected to have four interferers, the histogram should be convolved with itself four times. The optimization can then proceed as discussed above.

### 3.2.3 Channels With Many Users

For even a modest number of users, the method described above for calculating the objective function quickly exceeds current processing capabilities. For a large number of users, a different objective function must be found which will still accurately "weight" the cross correlation values in accordance with how they effect the BER.

Fortunately, the problem where there are a large number of users in the channel is actually the simplest case to design for. The objective function can be obtained by extending the arguments from Section 3.2.2 to a limiting case. The model for this is also shown in Figure 3.3. The random variable representing the composite interference signal is the sum of each individual interference source which are themselves zero mean random variables. By using arguments from the Central Limit Theorem [10], this sum converges to a zero mean Gaussian distribution. If this second source of interference in the channel of Figure 3.3 is Gaussian distributed, it is easy to show that the BER is minimized when the variance of the distribution is minimized. Furthermore, the variance of this
Gaussian distribution is smallest when the variances of the contributing distributions are minimized [52].

Once again, if progressive optimization is used, only one set of cross correlation values are available and only one distribution is available. Therefore, the objective will be to minimize the variance of this distribution which, in turn, will minimize the variance of the resulting Gaussian distribution. In terms of the cross correlations the objective function becomes

\[ F_{MU} = \min \left\{ \sum_{\delta} [(\rho_{\delta})^2 + (\rho_{\delta}^2)] \right\} \]

(3.16)

where \( \rho_{\delta} \) is calculated in accordance with Section 2.6.2.

Figure 3.4 compares the function developed above with that of Equation 3.14 for two different SNRs. The functions are normalized over the range of \( \rho_{\delta} \) so a comparison can be made. As the additive channel noise (both from thermal noise and interference) increases the approximation of Equation 3.16 tends towards the ideal.

3.3 Multiuser Channel With Coarse Synchronization

In many communication systems, synchronization between the users is achieved through the use of a beacon or timing signal transmitted by a base station. For example, consider the mobile to base transmissions as shown in Figure 3.5. Previously, it was assumed that an asynchronous system occurred because of both transmit clock differential and variances in the propagation paths. Suppose, however, that the base station is transmitting
a timing signal which each mobile unit can use to synchronize their respective transmit clocks. The only cause for different delay times, therefore, would be the different propagation paths between the users and the base station.

The *microcell* [41] trend in cellular communications has the effect of shortening this distance and thus the delay times as well. Originally proposed to increase capacity in a PCS environment, the microcell architecture limits the physical size of a cell. Under these conditions, partial synchronization between the users is possible and there are some delay times which need not be considered in the objective function.

### 3.3.1 Alternate Representation of Spreading Code Shifts

Although the formulation of this objective function would seem to be a straightforward extension of the previous section, the use of progressive optimality in a hierarchical tree structure prevents this. Previously, the goal was to produce codes which were completely orthogonal over all time shifts. Linear processing by subsequent decimation did not negate any orthogonally which was already attained between two codes and, therefore, the progressively optimal approach worked. In this case, however, the codes are not completely orthogonal. It must therefore be determined how the final objective, i.e., codes with low cross correlations over a subset of all possible time shifts, affects the design of filters in the earlier stages of the tree.

In order to “backtrack” the objective through the tree, the expressions for a circular shift of a code must be redefined in a more complex format. This is best seen by first looking at an example prior to giving the formula for the general case. Consider a code generated by a full binary subband tree structure with three levels and eight tap filters.
in each decimator. Equation 2.48 gives the equation for this code as

\[ c = A^T_1 A^T_2 A^T_3 x \]  

(3.17)

where \( x \) is a unit vector and \( A_i \) is an operator matrix representing a decimation using the filter \( A_i(z) \). In this case \( A_1(z) \) is used in the first split in the subband tree. To represent a circular shift of the code Equation 2.58 is used so that

\[ (c)_\delta = (A_1)^T_\delta A^T_2 A^T_3 x \]  

(3.18)

where \((\cdot)_\delta\) is a circular shift of the vector or matrix.

An alternative and more complex method of representing the circular shift involves performing a shift on more than one matrix or vector in the right hand side of Equation 3.18. For the code under consideration, this alternative method has the form

\[ (c)_\delta = (A_1)^T_{\delta_1} (A_2)^T_{\delta_2} (A_3)^T_{\delta_3} (x)^T_{\delta_x} \]  

(3.19)

Each of the matrix shift indicators, \( \delta_1, \delta_2, \) and \( \delta_3 \), can take on a value of either zero or one. The values allowable for \( \delta_x \) is dependent upon the filter length. In this example since each of the filters are of length eight, the matrix \( A_3 \) has eight rows and four columns. The vector \( x \), therefore, must be of length four and the shift indicator, \( \delta_x \), can take on values of zero, one, two, or three.

The effect on each of the shift indicators on \( \delta \) is as follows. If \( \delta_1 \) is a one then \( c \) will be circularly shifted by one position. If \( \delta_2 \) is a one then \( c \) will be circularly shifted by two positions. Finally, if \( \delta_3 \) is a one then \( c \) will be circularly shifted by four positions. For the unit vector shift, \( \delta_x \), number of shifted positions of the spreading code is equal to \( 8 \cdot \delta_x \). Other shift values for \((c)_\delta\) are generated by combining different values of the shift indicators on the right hand side of Equation 3.19. For example, if a shift of 19 is desired, the indicators would be \( \delta_1 = 1, \delta_2 = 0, \delta_3 = 1, \) and \( \delta_x = 2 \). Notice that the maximum shift which can be indicated is when \( \delta_1 = \delta_2 = \delta_3 = 1 \) and \( \delta_x = 3 \). In this case \( \delta \) will equal 31. Since a code generated by a three stage full binary tree using eight tap filters is of length 32, it is possible to specify every shift using the above notation. Notice that although it is possible for each \( \delta \) to take on values other than zero or one, those two values are the only ones necessary to represent each possible shift.

Now consider the general case of a code generated by a full binary tree with \( L \) stages and \( N \)-tap filters in each decimator. Let the filters along the branch generating the code be \( A_1(z), A_2(z), \ldots, A_L(z) \) with \( A_1(z) \) occurring in the first split. A shift of \( \delta \) positions of the code \( c \) can be represented by

\[ (c)_\delta = \left[ \prod_{l=1}^{L} (A_l)^T_{\delta_l} \right] (x)^T_{\delta_x}. \]  

(3.20)
The shift indicators are chosen so that

\[ \delta = \delta_x 2^L + \sum_{i=1}^{L} \delta_i 2^{i-1}. \]  

(3.21)

The allowable values for the shift indicators are

\[ \delta_l \in \{0, 1\} \]  

(3.22)

\[ \delta_x \in \{0, 1, 2, \ldots, \frac{N}{2}\}. \]  

(3.23)

Although this formulation is much more complex than that given by Equation 2.58 it is necessary to consider how a given shift of a code will effect every filter in the branch generating that code.

### 3.3.2 Objective Functions for Coarse Synchronization

#### First Stage Optimization

Now that the new representation of a circularly shifted code has been developed, it can be combined with the expression for the cross correlations of the codes. The first case which will be considered is the design of the QMF pair which occurs at the first split in a hierarchical subband tree structure as shown in Figure 3.6. Equations 2.54 and 2.55 in Section 2.6.2 gave the cross correlation between two spreading codes as

\[ \rho_\delta = (c_c)_{\delta}^T c_b \]  

(3.24)

for polarity case one of Figure 1.6 and

\[ \rho_{\delta^-} = (c_b)_{\delta^-}^T K_{\delta^-} c_c \]  

(3.25)

\[ \rho_{\delta^-} = (c_b)_{\delta^-}^T K_{\delta^-} c_c \]  
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for polarity case two. Recall that $K_{\delta}$ is a diagonal matrix whose first $\delta$ diagonal elements are negative one and the remaining elements are positive one.

Consider the cross correlations between two codes generated by the branches shown in Figure 3.6. For polarity case one substitution of Equation 3.20 into Equation 3.24 gives

$$\rho_{\delta} = \left( (A_1)_{\delta_i} \left[ \prod_{i=2}^{L} (C_i)_{\delta_i} \right] (x)_{\delta_x} \right)^T \left( (A'_1)^T \left[ \prod_{i=2}^{L} (B_i)^T \right] x \right)$$

(3.26)

$$= \left( x \right)_{\delta_x}^T \prod_{i=L}^{2} (C_i)_{\delta_i} (A_1)_{\delta_i} (A'_1)^T \left[ \prod_{i=2}^{L} (B_i)^T \right] x.$$

For polarity case two, a similar result is attained by substitution of Equation 3.20 into Equation 3.25

$$\rho_{\delta} = \left( (A_1)_{\delta_i} \left[ \prod_{i=2}^{L} (C_i)_{\delta_i} \right] (x)_{\delta_x} \right)^T K_{\delta} \left( (A'_1)^T \left[ \prod_{i=2}^{L} (B_i)^T \right] x \right)$$

(3.27)

$$= \left( x \right)_{\delta_x}^T \prod_{i=L}^{2} (C_i)_{\delta_i} (A_1)_{\delta_i} K_{\delta} (A'_1)^T \left[ \prod_{i=2}^{L} (B_i)^T \right] x.$$

The filter coefficients for $A_1(z)$ are contained in the two terms in the middle of the above equations

$$V_{\delta} = (A_1)_{\delta_i} A'_1$$

(3.28)

$$V_{\delta}^- = (A_1)_{\delta_i} K_{\delta} A'_1$$

(3.29)

As discussed above, the shift indicator can be only a zero or a one. Since the operator matrices are generated from a QMF pair, the result for $\delta_1 = 0$ is $V_{\delta} = V_{\delta}^- = 0$. For $\delta_1 = 1$, the multiplications result in matrices which are dependent upon $\delta$.

Since every element in the matrices $V_{\delta}$ and $V_{\delta}^-$ contributes to the cross correlation values, these are the terms which should be minimized. For computational simplicity, the objective will be to minimize the squares of the elements. The objective function thus becomes

$$F_{CS} = \min \left\{ \sum_{\delta} \sum_{i} \sum_{j} \left( [V_{\delta}]_{i,j}^2 + [V_{\delta}^-]_{i,j}^2 \right) \right\}$$

(3.30)

where $[\cdot]_{i,j}$ represents the $i$th row and the $j$th column of the matrix inside the brackets. The outer summation should only be performed over the shifts $\delta$ which are of interest.

Once again, the resulting objective function is very computationally intensive and unrealistic given current processing capabilities. For this reason, approximations are
made by not including every element of \( V_\delta^- \). Due to the structure of the operator matrices, \( V_\delta \) is a circulant matrix. Additionally, an analysis of \( V_\delta^- \) shows that nearly every row is identical to, within a circular shift, or an additive inverse of, the same row which comprises \( V_\delta \). Therefore, an objective function which approximates the one given by Equation 3.30, yet is able to be implemented, is

\[
F_{CS} = \min \{ \mathbf{vv}^T \} \tag{3.31}
\]

where \( \mathbf{v} \) is a vector which represents the row that can be used to construct \( V_\delta \). Using this approximation, some of the rows unique to \( V_\delta^- \) are not being considered. Generation of the vector \( \mathbf{v} \) is easily accomplished by using Equation 3.28, with \( \delta_i = 1 \) and then extracting the first row of \( V_\delta \).

**Subsequent Stage Optimizations**

The optimization for subsequent stages becomes even more complex than the first stage optimization discussed above. Things are again simplified, however, by not considering the matrices generated under polarity case two and using only Equation 3.24. Again, although this is only an approximation, it allows for optimization function which can be calculated using current processing capabilities.

Consider the design of a filter at stage \( M \) as shown in Figure 2.13 which is reproduced as Figure 3.7 for convenience. It has already been shown that the two codes generated by the two different subbands depicted in the figure can be represented by

\[
c_b = \left[ \prod_{i=1}^{M-1} (A_i)^T \right] A_M^T \left[ \prod_{j=M+1}^L (B_j)^T \right] \mathbf{x} \tag{3.32}
\]

and

\[
c_c = \left[ \prod_{i=1}^{M-1} (A_i)^T \right] A_M^T \left[ \prod_{j=M+1}^L (C_j)^T \right] \mathbf{x}. \tag{3.33}
\]
Using both of these expressions in Equation 3.24 along with Equation 3.20 gives

\[
\rho_\delta = \left( \prod_{i=1}^{M-1} (A_i)^T \right) (A_M)^T \left[ \prod_{j=M+1}^L (B_j)^T \right] (x)_{\delta_i}^T
\]

(3.34)

\[
= (x)_{\delta_i}^T \left[ \prod_{j=L}^{M+1} (B_j) \right] (A_M)_{\delta_i} W_{\delta} A_M^T \left[ \prod_{j=M+1}^L (C_j)^T \right] x
\]

where

\[
W_{\delta} = \left[ \prod_{m=M-1}^1 (A_m)_{\delta_m} \right] \left[ \prod_{m=1}^{M-1} (A_m)^T \right]
\]

(3.35)

and represents the filters in Figure 3.7 which have already been designed. Once again, it is the middle of Equation 3.34 which is of interest since that contains the filter coefficients to be optimized. Therefore, let

\[
V_{\delta} = (A_M)_{\delta_i} W_{\delta} A_M^T
\]

(3.36)

As in the previous section, for any particular \( \delta \), the rows of \( V_{\delta} \) are identical except for a circular shift. Let \( v_\delta \) be a row from \( V_{\delta} \). Since the shift indicators on the right hand side of the above equation can take on only one of two values and since there are \( M \) of these indicators, there are \( 2^M \) different possibilities for \( v_\delta \). The objective function then becomes

\[
F_{CS} = \min \left\{ \sum_\delta v_\delta v_\delta^T \right\}
\]

(3.37)

which again provides an approximation which can be implemented.

Final Stage Optimization

At the \( L \)th stage of the subband tree, shown in Figure 3.8, each of the filters along the branch except for the final QMF pair will already have been designed. Equation 3.34 then becomes

\[
\rho_\delta = (x)_{\delta_i}^T (A_L)_{\delta_i} \left[ \prod_{i=L-1}^1 (A_i)_{\delta_i} \right] \left[ \prod_{i=1}^{L-1} (A_i)^T \right] A_L^T x
\]

(3.38)

\[
= (x)_{\delta_i}^T (A_L)_{\delta_i} \left[ \prod_{i=L-1}^2 (A_i) \right] (A_1)_{\delta_i} A_1^T \left[ \prod_{i=2}^{L-1} (A_i)^T \right] A_L^T x
\]

(3.39)
\[ x^T A_L \left[ \prod_{i=L-1}^{2} (A_i) \right] (A_1) \delta A_1^T \left[ \prod_{i=2}^{L-1} (A_i)^T \right] A_L^T x \]

\[ = A_L^T P^T Q_\delta P a_L \]  

where

\[ P = \prod_{i=2}^{L-1} (A_i)^T. \]

and

\[ Q_\delta = (A_1) \delta A_1^T. \]

This expression is identical to Equation 2.60 from Section 2.6.2. Since this is the simpler form of the cross correlation and is easier to calculate, all of the methods of Section 3.2 can be used. The difference is that only the relevant shifts of \( \delta \) should be considered in the objective function.

### 3.4 Optimized Filter Design for Multipath Channels

As discussed in Section 1.3, a spread spectrum system is often used to combat the fading which occurs in a multipath channel. In particular, if the bandwidth of the spread signal is much larger than the coherence bandwidth of the multipath interference, frequency selective fading occurs and communications may still be possible since only a portion of the signal will be affected. It is desirable, therefore, that a spreading code, and thus the resulting transmitted signal, be spectrally flat within the assigned bandwidth, thereby producing a broadband signal.
A property of a spreading code which can be used for this measure is the autocorrelation function of the signal. This is possible since the Fourier Transform directly relates the Power Spectral Density (PSD) of the signal with its autocorrelation [40]. Ideally, the PSD of the transmitted signal should be flat. Therefore, the autocorrelation of the spreading sequence should be an impulse.

Another approach to the problem is from a time-domain point of view. Each of the multipath components arriving at the receiver will be a delayed version of the transmitted signal (along with some attenuation and a phase shift). If each of these delayed components is uncorrelated with the desired signal, then no interference will be encountered. Therefore, the ideal autocorrelation sequence for a signal in a multipath channel would be an impulse response.

A second reason why it is desirable for a spreading code to exhibit an impulse function for its autocorrelation sequence is that it becomes easier for the receiver to achieve synchronization. As discussed in Section 1.1, a spread spectrum receiver must either synchronize the spreading code in phase to the received signal or sample the sliding correlator output at the appropriate time. It can be shown that a spreading sequence whose autocorrelation is nearly an impulse function will decrease the probability that the receiver will synchronize incorrectly or begin sampling at the wrong time [9].

Let, $\xi_0$ and $\xi_0^-$, be the autocorrelation values of the spreading sequence with a delay of $\delta$ for the two polarity cases shown in Figure 1.6. The calculation of these quantities in terms of the filter coefficients used in the subband tree was given in Section 2.6.3. From the perfect reconstruction condition given in Equation 2.34, it is known that

$$\xi_0 = 1$$

$$\xi_0^- = 1.$$  (3.45)

For all other values of $\delta$, the autocorrelation should be driven towards zero. Again, for simplicity, a quadratic measure will be used so the objective function becomes

$$F_{MP} = \min \left\{ \sum_{\delta=1}^{N-1} \left[ (\xi_0^\delta)^2 + (\xi_0^-)^2 \right] \right\}.$$  (3.46)

As with the other objectives, this minimization should be constrained by the perfect reconstruction conditions.

### 3.5 Optimized Filter Design for Composite Channels

It is a rare situation when the communications system engineer is presented with a channel in which only one type of interference occurs. Often, two or more of the interference
sources discussed in this chapter are present. In this case, an objective function must be generated which incorporates all the interference types which are present. There is, however, no one set of filter coefficients which will generate a set of codes ideal for every set of channel conditions. Therefore, the designer must first analyze the channel and the expected channel conditions to determine the priority or weight which each objective function should be given. For example, if little or no narrowband interference is expected then the weight which that objective function receives in the optimization problem should be small.

Once the relative weights are determined, the composite optimization problem can be formulated as

\[ F_C = \alpha F_{AJ} + \beta F_{MU} + \gamma F_{MP} + \cdots \]  \hspace{1cm} (3.47)

subject to

\[ \sum_{k=0}^{N-1} a_k a_{k+2n} = \delta_n \quad \forall \ n \geq 0 \]

where the different objective functions are denoted by \( F_{AJ}, F_{MU}, \) and \( F_{MP} \) and \( \alpha, \beta, \) and \( \gamma \) are the relative weights assigned to the different objectives. As in each of the earlier sections, progressive optimality should be incorporated in the filter bank design.

### 3.6 Objective Functions for Other Interference Sources

In this section, objective functions were developed for several different types of commonly encountered interference sources for which a spread spectrum system is employed to combat. The general method for the subband tree design was also demonstrated. First, formulate the objective for the spreading codes. Next, determine the effects of the decimation/interpolation upon the spreading code objectives. Finally, design the subband tree structure using a progressively optimal approach.

This method of designing spreading codes can be extended to all applications where spread spectrum signals are used such as LPI/D or high resolution ranging applications. Additionally, objective functions can be developed for applications where spreading codes are not normally utilized. Examples of these are non-linear channels [32] and OFDM applications.
Chapter 4

Performance Analysis and Results

Once the subband filter bank, and therefore the resulting spreading codes, are designed, it is desirable to know the performance of the codes when employed in the various interference channels. To this end, an analytical expression and algorithm will be developed so that the BER and other results can be calculated given the spreading codes and the expected type of interference. Similar to the approach utilized for the designing of the codes in Section 3.2 the decision variable generated in the receiver (after correlation) will be used to generate statistics from which a conditional BER can be calculated. This conditional BER can then be employed, along with the appropriately generated probabilities, to arrive at an unconditional BER for the set of codes.

Finally, in order to test the merits of the newly developed spreading codes, several example subband trees were generated using the objectives and constraints of Chapter 3. The codes were then extracted from the trees as described in Chapter 2 and compared to \textit{m}-sequences and Gold codes in the narrowband interference and the multiuser channel, respectively. Additionally, the properties of the codes, as they relate to the objective functions, are also examined.

Each of the optimizations performed in this section were accomplished using the Mat-\textit{lab} Optimization Toolbox [14]. The algorithm employed by this toolbox for a constrained optimization is the Sequential Quadratic Programming method. Since there is no guarantee that a global minimum will be reached it, was suggested to start the optimization from different starting points [14]. In each of the design problems, the optimization was performed with at least 100 different starting vectors whose elements were randomly chosen from a uniform distribution ranging from minus one to one.
4.1 Performance in the Presence of Stationary Interference

The first channel considered in Chapter 3 was the simple case of a channel which, in addition to the ever present AWGN, contains a stationary interference source. Codes were then designed which were uncorrelated with the interference so that the decision variable at the output of the correlator would be unaffected by the interference source. To analyze the performance of these codes, the statistics of this correlator output will be used to determine the effectiveness of this method.

4.1.1 Analysis

Consider a set of $N$ codes developed from a PR-QMF subband tree. Out of this set of $N$ codes, assume that $M$ of the codes are selected for use in the system in accordance with Section 3.1; that is, it was determined that $M$ of the codes are sufficiently uncorrelated with the anticipated interference such that they can be successfully used in the system. Finally, assume the transmitter is hopping over all of the usable codes such that the probability of using any one of the $M$ codes is equal.

The interference in this analysis will be modeled as a single tone jammer of a given frequency, $\omega$, and a given phase, $\theta$. The receiver will be modeled as one of the structures discussed in Section 1.1 where the received signal is processed by a correlator receiver. No other processing of the received signal (i.e. equalization, excision, etc.) is assumed. If a signal corrupted by AWGN and interference is input to the receiver, the decision variable at the correlator output can be represented by

$$r = s + \rho_{m,\omega,\theta} + \eta$$

(4.1)

where $\eta$ is the thermal noise component, with zero mean and variance of $\sigma^2_\eta$, and $\rho$ is correlation between the spreading sequence and the interference with frequency $\omega$ and phase $\theta$. The subscript $m$ in the correlation term indicates that the correlation is calculated for only one of the $M$ possible spreading codes. The signal component is represented by $s$ and, without loss of generality, is assumed to be of positive polarity.

Similar to the method used in Section 3.2.1, a conditional BER can be determined from the above decision variable. First, the mean of $r$ is calculated by

$$\mu_{r|m,\omega,\theta} \triangleq E[s + \rho_{m,\omega,\theta} + \eta]$$

$$= s + \rho_{m,\omega,\theta}$$

(4.2)

since $\eta$ is a zero mean process and, given a particular spreading code, interference frequency, and phase, the other two quantities are deterministic. Additionally, because
everything but the noise is deterministic, the variance of \( r \) is the variance of the noise so that

\[
\sigma_{r|m,\omega,\theta}^2 \triangleq E [(s + \rho_{m,\omega,\theta} + \eta)^2] - \mu_{r|m,\omega,\theta}^2
\]

(4.3)

\[
\sigma_{r|m,\omega,\theta}^2 = \sigma_\eta^2
\]

where the noise variance is denoted by \( \sigma_\eta^2 \). The conditional BER therefore becomes [29]

\[
P_{e|m,\omega,\theta} = \frac{\mu_{r|m,\omega,\theta}}{\sigma_{r|m,\omega,\theta}} \quad (4.4)
\]

\[
= Q \left( \frac{s + \rho_{m,\omega,\theta}}{\sigma_\eta} \right)
\]

where \( Q(\alpha) \) is the \( Q \)-function defined by Equation 3.11.

The unconditional BER for a given spreading code can now be calculated by integrating over the range of anticipated jammer frequencies and all possible phases (assuming phase and frequency are independent and uniformly distributed) so that

\[
P_e|m \quad = \quad \frac{1}{2\pi \Delta_\omega \theta} \int_{\Omega} \int_{-\pi}^{\pi} Q \left( \frac{s + \rho_{m,\omega,\theta}}{\sigma_\eta} \right) d\theta d\omega
\]

(4.5)

where \( \Delta_\omega \) is the range of jammer frequencies. The integral over \( \Omega \) indicates that the integration should take place over all jammer frequencies.

Since all \( M \) codes are equally likely, the unconditional BER is the average of the BERs conditioned upon the spreading codes. This gives the final expression for the BER as

\[
P_e \quad = \quad \frac{1}{M} \sum_m P_{e|m}
\]

(4.6)

\[
= \frac{1}{2M\pi \Delta_\omega \theta} \sum_m \int_{\Omega} \int_{-\pi}^{\pi} Q \left( \frac{s + \rho_{m,\omega,\theta}}{\sigma_\eta} \right) d\theta d\omega.
\]

The above result can easily be modified to account for different interference scenarios. For example, suppose that each jammer frequency is not equally likely (note that phase will almost always be uniformly distributed). The term \( \frac{1}{\Delta_\omega} \) would then be replaced by a probability measure of that frequency \( p_\omega(\omega) \). Since this is a frequency dependent term, it must be brought inside the integral so that

\[
P_e \quad = \quad \frac{1}{2M\pi \theta} \sum_m \int_{\Omega} \int_{-\pi}^{\pi} p_\omega(\omega) Q \left( \frac{s + \rho_{m,\omega,\theta}}{\sigma_\eta} \right) d\theta d\omega
\]

(4.7)
4.1.2 Results

In Section 3.1 the objective function for filter design was developed for a channel characterized by narrowband interference. The objective function was based upon the energy compaction criteria where some knowledge of the expected interference was given. The optimization problem was formulated as

$$F_{AJ} = \min \left\{ -a^T R_{xx} a \right\}$$

subject to

$$\sum_{k=0}^{N-1} a_k a_{k+2n} = \delta_n \quad \forall \ n \geq 0$$

where $a_k$ are the filter coefficients, $a$ is a column vector of these coefficients, $R_{xx}$ is the autocorrelation matrix of the interference, and $\delta_n$ is the unit impulse function.

This optimization problem was utilized to design a full binary subband tree of 5 stages using 4-tap FIR filters, resulting in spreading codes of length 64. The interference source for which the codes were optimized was a set of single tone jammers whose normalized range spanned $\omega = \left[ \frac{\pi}{5}, \frac{\pi}{2} \right]$. Each jammer in this range was considered to be equally likely and the power of the interference was assumed to be independent of frequency and phase. After each stage was designed, a new autocorrelation function for the decimated interference was calculated as described in Section 3.1 so that the progressively optimal approach could be used.

After three stages of the tree, product filters were calculated according to Section 2.3.1. The frequency responses of the product filters, and therefore the corresponding subbands, are shown in Figure 4.1. For reference, the range of jammers considered is drawn in the figures as a rectangular box. It can be seen from the figures that after three stages of decimation, a significant amount of jammer energy is isolated to a few subbands while other subbands contain only trace amounts of energy.

By continuing the tree construction to five stages, 64 possible spreading codes, each of length 64, were developed. Out of these 64 possible codes, only 32 codes are unique. The remaining codes are time shifted versions of the others. This is due to the construction process of the codes. Each subband in the tree is able to produce one unique spreading code. A five stage full binary tree, therefore, can produce 32 different codes. Since four tap filters are being used, an operator matrix for a decimator at level five will be of size two by four. The unit vector in Equation 2.48, therefore, is of length two.

Of the set of codes generated by the tree, it was determined that 24 of the 32 codes were sufficiently uncorrelated with the range of expected interference energy and, therefore, were suitable for use in the system. The results for a single tone jammer were calculated in accordance with Section 4.1.1 and are shown in Figure 4.2. The power of
Figure 4.1: Magnitude Responses of the 3rd Stage Subbands
the jammer tested is 10dB and refers to the power of the jammer divided by the power of the signal. The range of interference tested is the entire frequency range for which the tree was designed. For reference, similar calculations were performed for a DSSS system using m-sequences. The m-sequence tested was 63 chips long. As can be seen from the figure, the PR-QMF Based Spreading Codes show significant improvement over the m-sequences. This, however, is not surprising since some a priori knowledge about the interference was available when designing the system.

Additional insight can be gained by looking at the normalized frequency spectrum of the signal being transmitted over the channel. This was generated by a computer simulation of the DSSS system shown in Figure 1.1 using the newly developed codes. The set of 24 codes used to generate the curve in Figure 4.2 were randomly chosen, one code per bit, for use as the sequence to spread the random bit stream. The frequency spectrum of the transmitter output was then taken and normalized. The result is shown in Figure 4.3. Notice that there exists a null in the spectrum in the range of frequencies of the interference. It is this null which accounts for the improved performance shown in Figure 4.2.

As outlined above, only the portion of the codes generated which are least correlated with the interference are used. It follows, therefore, that if improved performance is desired, fewer codes should be included in the pool of usable codes. In other words, keep eliminating codes from the pool until the desired level of performance is attained. The
The results of doing this for a 15dB single tone jammer are shown in Figure 4.4. Note that the jammer power is 5dB more than that for the earlier results. In reducing the number of usable codes from 24 to 20, the codes which were most correlated with the interference were removed. The price paid for the improved performance is that of spectral flatness of the transmitted signal. Since fewer codes are used, all subband frequencies are not present in signal. Although the depth of the null shown in Figure 4.3 would be greater, the width of the null would increase as well.

Finally, in order to verify the analytical results developed in Section 4.1.1 a computer model of the system shown in Figure 1.1 was constructed. A Monte Carlo simulation was then used to determine the performance in the presence of AWGN and a jammer with a randomly chosen phase. The spreading codes were generated prior to the start of the simulation and a table look-up was used to reference them. For each simulation point, a minimum of 200 errors were counted before calculation of the BER. Results were generated using a code pool of 24 codes and a channel with a 10dB single tone jammer transmitting at a frequency of 7 cycles per data bit or a normalized frequency of $7\pi/32$. Figure 4.5 shows the simulation results plotted along with the results calculated analytically for a jammer at that frequency. The close agreement between the two results helps verify the analytical method of calculating the BER.

Figure 4.3: Frequency Spectrum of the PR-QMF Based System
Figure 4.4: Results Using a Reduced Code Pool, JSR=15dB

Figure 4.5: Results for a Single Tone Jammer, ω=0.687, JSR=10dB
4.2 Multiuser Channel

4.2.1 Analysis

Conditional BER For the Multiuser Channel

Similar to the analysis developed above for the stationary interference channel, the BER for the multiuser channel can be calculated by first generating a conditional BER expression and then removing the conditioning through either an integration or, in the case of the multiuser channel, a summation. To calculate the conditional BER, a test statistic from the correlator output will again be utilized.

Consider a set of codes generated from a PR-QMF subband tree. If the full binary tree is being used then each of the codes will have identical length and the number of codes generated, \( N \), will be equal to the number of subbands

\[
N = 2^L
\]

where \( L \) is the depth of the tree. Assume that the codes are to be used in a channel in which \( M \) users are transmitting at any one time and each user is assigned only one of the \( N \) codes which is used such that the entire code modulates a single data bit at a time. After correlation in the receiver, the decision variable presented to the threshold device can be represented by

\[
r = s_i + \rho_{i,1}\delta_1 + \rho_{i,2}\delta_2 + \cdots + \rho_{i,M-1,\delta_{M-1}} + \eta
\]

(4.10)

where \( s_i \) is the signal of interest, \( \rho_{i,m}\delta_m \) is the correlation between the spreading codes of user \( m \) and the signal of interest, and \( \eta \) is the channel noise with variance \( \sigma_n^2 \). The third index, \( \delta_m \), in the cross correlation terms signifies that the cross correlation is dependent upon the delay time of interfering signal. Since the receiver is assumed to be synchronized on the signal of interest, the delay time for \( s_i \) is always zero. As in Section 4.1.1, the conditional BER is calculated as

\[
P_{e|i,\chi,\delta_1,\cdots,\delta_{M-1}} = Q\left(\frac{\mu_{r|i,\chi,\delta_1,\cdots,\delta_{M-1}}}{\sigma_{r|i,\chi,\delta_1,\cdots,\delta_{M-1}}}\right)
\]

(4.11)

\[
= Q\left(\frac{s_i + \rho_{i,1}\delta_1 + \cdots + \rho_{i,M-1,\delta_{M-1}}}{\sigma_n}\right)
\]

where the numerator and denominator of the \( Q \)-function were calculated using methods similar to Equations 4.2 and 4.3. The conditioning upon \( \chi \) in the left hand side of Equation 4.12 represents the particular set of \( M \) codes which are using the channel out of a total number of \( N \) available codes.
Calculating the Unconditional BER

The expression given in Equation 4.12 can now be used to calculate the unconditional BER by summing over all possibilities, each weighted by the appropriate probabilities, so that

\[
P_e = \sum_{i=1}^{N} \sum_{\chi} \sum_{\delta_1} \sum_{\delta_2} \cdots \sum_{\delta_{M-1}} p_{i\chi} p_{\delta_1|\chi} p_{\delta_2|\chi} \cdots p_{\delta_{M-1}|\chi} P_e|\chi,\delta_1,\cdots,\delta_{M-1}. \tag{4.12}
\]

where \( p_{\delta_m|\chi} \) is the probability that code \( m \) of the set of codes contained in \( \chi \) has a delay of \( \delta_m \). The summation over \( \chi \) indicates that all subsets of \( M \) codes out of \( N \) possibilities must be considered. Finally, the summation over \( i \) indicates that calculations over each of the \( N \) codes must be performed.

The first set of summations considered are the innermost summations which are dependent upon the relative delays associated with a particular code in \( \chi \) and the code used by the signal of interest. Since summing over all delay possibilities is intensive, a histogram can be used to represent the distribution of cross correlation values between codes \( i \) and \( m \) as shown in Figure 4.6. In the histogram, a particular cross correlation value between code \( i \) and code \( m \) is represented by \( \rho_{i,m} \). The probability of this value occurring is \( p_{\rho_{i,m}} \). By summing over all of these appropriately weighted relative delays, an expression for the BER conditioned upon \( s_i \) and \( \chi \) can be formulated as

\[
P_e|s_i,\chi = \sum_{\rho_{i,1}} \sum_{\rho_{i,2}} \cdots \sum_{\rho_{i,M-1}} p_{\rho_{i,1}} p_{\rho_{i,2}} \cdots p_{\rho_{i,M-1}} P_e|s_i,\chi,\rho_{i,1},\cdots,\rho_{i,M-1}. \tag{4.13}
\]
where the summations over the histogram bin values are performed for every code contained in $\chi$.

An alternative and more efficient method is to treat each of the cross correlations between code $i$ and code $m$ as a random variable whose distribution is approximated by the histogram discussed above. Since from Equation 4.10 each of these random variables is added in the channel, their sum can be represented by a single random variable whose distribution is the convolution of each of the individual distributions. Once again, a histogram can be used to approximate this distribution. Let the bin centers of this histogram be denoted by $\rho_{i,\chi}$ since the histogram is constructed using every code in $\chi$. The probability of each of these bin centers can be represented by $p_{\rho_{i,\chi}}$. Equation 4.13 can now be formulated as

$$P_{e|i,\chi} = \sum_{\rho_{i,\chi}} p_{\rho_{i,\chi}} P_{e|i,\chi,\rho_{i,\chi}}$$

(4.14)

where

$$P_{e|i,\chi,\rho_{i,\chi}} = Q\left(\frac{s_i + \rho_{i,\chi}}{\sigma_\eta}\right)$$

(4.15)

Since the above equation involves only one summation, the number of calculations do not increase exponentially as $M$ increases.

The next conditioning to consider is the conditioning based on the set of codes contained in $\chi$. If there is a total of $N$ codes available and $M$ users are in the channel (including user $s_i$), then there are

$$C_\chi = \frac{(N - 1)!}{(M - 1)!(N - M)!}$$

(4.16)

possible code combinations. If all of these combinations are equally likely then probability of any particular set of codes being used by the interfering users is

$$p_x = \frac{1}{C_\chi}.$$ 

(4.17)

Finally, if there is an equal possibility that any one code will be used for the signal of interest then

$$p_i = \frac{1}{N}.$$ 

(4.18)

By combining Equations 4.12, 4.14, 4.17, and 4.18 the final expression for the unconditional BER for the multiuser channel can be written as

$$P_e = \frac{1}{NC_\chi} \sum_{i=1}^{N} \sum_{\chi} P_{e|i,\chi}.$$ 

(4.19)

As with the stationary interference analysis model of Section 4.1.1, the result given in Equation 4.19 can be modified and used to calculate other results of interest about a multiuser system.
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Calculation of Other Multiuser Results

As stated in Section 1.2 the goal of a multiuser system is to maximize the number of users while maintaining acceptable performance, which in this case, is measured by the BER. It is therefore desirable to calculate the BER as a function of the number of users such that some measure of the capacity of the channel is attained. In this case, capacity refers to the number of users which can share the same time frequency space using a CDMA system. To calculate the capacity, the signal to thermal noise ratio in Equation 4.15 is fixed and the BER is calculated for different values of $M$.

A second modification which can be incorporated into Equation 4.19 is to include the effects of imperfect power control. This is also known as the *near-far problem* since it occurs when one transmitter is in close proximity to the receiver while the other is far away[23]. If both are using equal power, the signal from the near transmitter will arrive at the receiver with a much higher signal level than the far transmitter.

In an FDMA or TDMA system, the users attain a high degree of orthogonality due to the guard zones which are placed between the user transmissions and, therefore, these two multiuser systems are unaffected by imperfect power control. In a CDMA system, however, orthogonality is achieved by the low cross correlations between the codes. Since these cross correlations can never be zero, poor power control can seriously degrade system performance [5].

In a cellular system, perfect power control, can theoretically be achieved by the use of a pilot signal of known power transmitted by the base station [12]. Each of the mobile units receiving the pilot can determine the power level of the pilot and then inversely adjust their transmitted power accordingly. In a practical situation, however, field trials have shown that this method can achieve only a certain amount of accuracy [49].

In the above model for determining multiuser performance it was assumed that the signal received from each user had identical power. To modify this for the case of imperfect power control discussed above, the cross correlation values in Equation 4.10 must be changed to reflect the different received signal levels. For example, if user $m$ has a received signal level which is larger than the level of the signal of interest, the cross correlation value, $\rho_{i,m,s_m}$, would increase. The conditional BER in Equation 4.12 must also reflect this. Therefore, when calculating the unconditional BER, additional integrals must be performed to account for the probabilities of each interfering user having a power different from the normalized power used in Equation 4.10.

Let $P_{e|i,X,g_1,\ldots,g_{M-1}}$ be the BER conditioned upon a given user, $i$, a given set of interfering codes, $X$, and a set of gains, $g_1,\ldots,g_{M-1}$, which represent the imperfections of the power control loop described above. The cross correlations in Equation 4.10 are each multiplied by these gains and $P_{e|i,X,g_1,\ldots,g_{M-1}}$ can be calculated in the same manner.
as Equation 4.14. The next step is to remove the conditioning on the gain factors by integrating so that

\[ P_{e|i,X} = \int_{G_1} \int_{G_2} \cdots \int_{G_{M-1}} p_{g_1} p_{g_2} \cdots p_{g_{M-1}} P_{e|i,X,g_1,\ldots,g_{M-1}} dg_1 dg_2 \cdots dg_{M-1} \ ] (4.20)

where \( G_m \) is the range of the possible gains and \( p_{g_m} \) is the probability distribution of the gains. The remainder of the BER calculation remains unchanged.

The final modification to the analysis of Section 4.2.1 which will be discussed is the case of coarse synchronization discussed in Section 3.3. In this case, the modification is straightforward and consists of only conditioning on and summing over the delay times of interest. Alternatively, for the values of \( \delta_m \) which are known not to occur, the value of \( p_{g_1|x} \) in Equation 4.12 can simply be set to zero. If the histogram approach of Equation 4.13 or 4.14 is used, then the generation of the histograms should not include data points generated by time shifts which cannot occur.

### 4.2.2 Multiuser/Multipath Interference Results

In this section, a number of different subband trees are designed in order to demonstrate the results of developing and using the PR-QMF based codes in a communications system. In addition to the BER results derived from the analysis given above, a number of other aspects, such as the frequency response of the codes, will be examined. Also, since the objective functions are based upon the cross correlation between the codes, these will also be examined to determine how well the objectives are met. Comparisons will be made to the Gold codes since these are the most commonly used set of codes in currently fielded CDMA systems [54].

It should be noted that the title of this section includes both multiuser and multipath interference and that results from using both objectives are examined. Subband trees are designed using both the multiuser and multipath criteria by utilizing the composite interference objective function given in Section 3.5. This is done since, as will be shown, the two objectives and the corresponding results are both closely linked to the concepts about multiuser communications discussed in Section 1.2.

In general, the multivariable optimization problem considered in this section is to minimize

\[ F_C = \alpha F_{MU} + \beta F_{MP} \ ] (4.21)

subject to

\[ \sum_{k=0}^{N-1} h_k h_{k+2n} = \delta_n \quad \forall \ n \geq 0 \ ] (4.22)
where \( h_k \) are the filter coefficients being designed. The function \( F_{MP} \) is the multipath objective function given by Equation 3.46. The multiuser objective function, \( F_{MU} \), is either the objective function for which all delays, \( \delta_m \), are possible (Section 3.2) or the situation in which partial synchronization between the users is achieved (Section 3.3). Due to processing limitations, the simplified approximations to the objectives will be used in each case.

As mentioned in Section 3.5, \( \alpha \) and \( \beta \) are weighting factors which determine the importance of the multiuser and multipath objectives in the overall minimization. Since it is the resulting arguments of the minimization which are of interest, the actual values of \( \alpha \) and \( \beta \) are not important. Instead, it is the ratio of the two weighting factors which will influence the optimization result. Therefore, for each of the designs in this section, the multipath weighting factor in Equation 4.21 is always taken to be

\[
\beta = 1 - \alpha
\]

(4.23)

and only \( \alpha \) needs to be specified. As always, the filter banks are designed using the concept of progressive optimality.

**Two Special Cases**

There are two special cases of the subband filter bank design problem which deserve special attention. In the first case, the weighting is chosen as \( \alpha = 1 \) and the multipath objective criteria are completely ignored as the subband tree is constructed. Under these conditions, a three stage full binary subband tree was designed which contained eight tap filters at each stage. This design process resulted in a set of eight spreading codes each of length 32. The users in the channel were assumed to be operating asynchronously so the multiuser objective function of Section 3.2 was used.

After completion of the tree, the codes were constructed and their frequency response was calculated. The normalized frequency response of the eight codes are shown in Figure 4.7. Notice that each of the codes is narrowband and that the set of responses resembles the channels in an FDMA system. This result is due the construction of the objective function which contained only a multiuser objective. The goal of the multiuser optimization was to construct codes which are completely orthogonal. As discussed in Section 1.2, this orthogonality can be achieved in two ways 1) time domain orthogonality (TDMA) or 2) frequency domain orthogonality (FDMA). During the construction of the objective function, however, any possible orthogonality in the time domain was eliminated by considering all relative delays between the two codes under construction. Therefore, any orthogonality achieved by the optimization must occur in the frequency domain. This factor resulted in the generation of narrowband codes and, therefore, an FDMA-like system. If this approach is taken to the limiting case of a direct \( m- \)
Figure 4.7: Frequency Response of Multiuser Codes

band design with infinite length filters, a pure FDMA unitary transformation matrix, as discussed in Section 1.5, would result.

The second interesting case to consider is the pure multipath objective or when $\alpha = 0$. In this case, cross correlations between the codes are not considered in the objective function and the first stage optimization becomes

$$F_{MP} = \min \left\{ \sum_{\delta=1}^{N-1} \left[ (\xi_\delta)^2 + (\xi^-_\delta)^2 \right] \right\}$$

(4.24)

where $\xi_\delta$ and $\xi^-_\delta$ are the autocorrelation functions developed in Section 2.6.3. Unlike the optimizations considered up to this point, this constrained minimization has an exact solution where the objective function achieves its minimum value of $F_{MP} = 0$ when the filter coefficients are

$$h_1 = [1 \ 0 \ 0 \ \cdots \ 0]^T$$

(4.25)

and

$$h_2 = [0 \ 0 \ \cdots \ 0 \ 1]^T$$

(4.26)

where $h_1$ and $h_2$ are vectors containing the coefficients of the QMF pair at the first split. Furthermore, this solution exactly satisfies the perfect reconstruction constraint of
Equation 4.22. The optimal solution, therefore, is to modulate the data by an impulse function thereby attaining the desired result of a wideband transmitted signal. If the impulses are ideal, then each delayed version of the signal appearing at the receiver will be completely uncorrelated with the received signal and the effect multipath interference will be negated.

If this design were continued such that a full binary tree is constructed, the resulting spreading codes would be a series of impulses, each occurring at a different time interval. This, however, is a TDMA system discussed in Section 1.2. Once again, the ideal case can be attained by directly constructing an \( m \)-band tree. Instead of having infinite length filters as the FDMA model, the filter length must equal the number of subbands (or decimation factor) since this is the minimum filter length such that an orthogonal transformation results. The solution again becomes a series of time space impulses and the transformation matrix becomes the identity matrix of pure TDMA discussed in Section 1.5. Although such a system might work well for the multipath channel, it is easy to see that it is virtually useless for the asynchronous multiuser channel where the start time of the user transmissions are completely unregulated.

Cross Correlation Analysis

The objective function for the multiuser channel attempts to drive the cross correlation between each of the codes to zero. As a simple example of how well this objective was met, two sample codes were extracted from the multiuser tree designed in the previous section. The cross correlations between these two codes were calculated for all possible time shifts and are plotted in Figure 4.8a. For comparison purposes, the same calculation and plot was performed on two different 31 chip Gold codes and two different PR-QMF based codes using Daubechies' four tap filter coefficients for an orthonormal wavelet basis [7]. The plots are shown in Figures 4.8b and 4.8c respectively. It is easy to see from the figure that the two optimized codes clearly have a lower cross correlations values than the other two sets and should perform much better in a multiuser environment.

This same calculation was then performed between all different possible pairs of the optimized PR-QMF based codes; that is, the cross correlations were calculated for every combination of two codes and over every possible delay value. A histogram was then generated from the resulting cross correlation values and is plotted in Figure 4.9a. Again, for comparison purposes, a similar plot is provided for length 31 Gold codes and is shown in Figure 4.9b. Since the Gold codes are binary valued sequences, the cross correlations between two codes take on a finite set of values. These discrete values are shown as spikes in the figure as opposed to histogram bins.

There are several things which should be noted here. The most obvious is the variance of the cross correlations for the PR-QMF Based Codes is much smaller than that for the
Figure 4.8: Cross Correlation Values of Sample Codes

Gold Codes. In fact a calculation of the sample variance for the two sets of codes shows that the variance of the Gold Codes is between two and three times that of the PR-QMF Based Codes. This is not surprising since the objective function was to minimize the variance of the cross correlations between two spreading codes generated by a QMF pair. It can be seen from the figure, however, that there are several cross correlations which are much larger than desired (i.e. $|\rho| > 0.5$). These are due to the progressively optimal approach and edge effects. For example, the finite length filters cannot produce completely orthogonal codes at the early stages. This non-orthogonality then manifests itself through high cross correlation results during the later stages of the tree. Finally, in Section 1.4 it was stated that there are only three possible cross correlation values for any two Gold codes. This, however, is true only for polarity case one of Section 1.5.1 where the bit polarity of the interference does not change. If the case where one of the data bits changes polarity is considered (Figure 1.6b), then several other cross correlation values will be produced as reflected in the above plot.

**BER Analysis**

The most important measure of performance is the bit error rate achieved when using the codes in a channel characterized by multiuser interference. Therefore, BER results
Figure 4.9: Histograms of Cross Correlation Values
were generated using the PR-QMF based codes which were optimized with the multiuser objective. The first BER curve, shown in Figure 4.10, compares the results using the analytical expressions derived in Sections 4.2.1 and 4.2.1 with the results of using the codes in a computer simulation of a multiuser spread spectrum system. The channel was assumed to have four users (three interferers) each operating asynchronously with perfect power control. The simulations used several different sets of codes randomly chosen from the eight codes available. The delay times were also randomly chosen and equiprobable. The results of all simulations were averaged to generate the data in the curve. The analytical methods of BER calculation outlined in section 4.2 was then performed using the same subset of codes and delay times. The curves show good agreement between the two different methods which, as with the single tone jammer channel, serve to verify the analytical development.

The unconditional BER was then calculated using the analytical method and the optimized multiuser PR-QMF based codes. Once again, the results were generated for a four user channel with perfect power control. In this case, however, every possible code combination and all possible delay times were taken into account when removing the conditioning. The curve is shown in Figure 4.11. Again, for comparison purposes, identical calculations were performed for 31 chip Gold codes and the results are plotted on the same graph. The lower most curve in the figure is the theoretical curve for BPSK and represents what would be achieved if no multiuser interference was present. It can be seen that the PR-QMF based codes provide about 2 dB better performance than similar
length Gold Codes, however, this improvement is gained at the expense of emulating an FDMA system, thus sacrificing some of the other desirable features of a spread spectrum system.

Spreading Codes for Composite Objective Functions

The two different filter banks designed above and the succeeding analysis demonstrate the two extremes of multiuser communications. It also shows the duality between multipath and multiuser communications and the connection to the duality of the TDMA and FDMA systems discussed in Section 1.2. Each of these two different techniques, TDMA and FDMA, can thus be considered a special case of a CDMA. The PR-QMF based codes using a full binary tree and the objective function of Equation 4.21 can approximate these two special cases by choosing $\alpha$ to be either a zero or a one. By choosing other values of $\alpha$, the filter banks represent a whole class of codes of varying spread and of different performance characteristics when employed in a multiuser channel.

Several filter banks were thus designed for various values of $\alpha$ and the spreading codes were extracted accordingly. For each case, a three stage full binary tree with eight tap filters was constructed so that length 32 spreading codes were generated. Following the methods of Section 4.2.1, the capacity of the system, in terms of the number of users supported, was then calculated. The results for different code sets, along with that for 31 chip Gold codes, are shown in Figure 4.12. Once again, perfect power control is assumed. The energy per bit to the thermal noise power spectral density is 13dB so that

Figure 4.11: Multiuser BER Results
As expected, as the multiuser objective is decreased, the multiuser performance of the PR-QMF based codes degrades accordingly. At the target rate of $P_e = 1 \times 10^{-3}$, the Gold codes are capable of supporting at most three users in the channel at one time. The PR-QMF codes based mostly on multiuser interference, however, were able to support more than that. The codes for $\alpha = 6$ and $\alpha = 8$ each could support four users while the codes based only upon multiuser interference could support five users at a time. This shows that even in the somewhat trivial case of short code lengths, the PR-QMF codes show increased capacity.

Notice, that for two or three users, the Gold codes equal or outperform the optimized codes. This is due to the outliers in the PR-QMF cross correlation histogram of Figure 4.9. Since the BER is averaged over all possibilities, these few cross correlation terms significantly degrade the performance. This degradation, however, is not of much concern since the optimized codes were designed for a channel with eight different users. Had only two codes been desired, a single stage tree using 32 tap filters would have been designed and performance with only two users would improve significantly.

Finally, some subjective comparisons can be made about the frequency responses of the different codes. The frequency responses of sample codes from two different filter bank designs are shown in Figure 4.13. Both of the codes were generated by the same subband of the two different subband trees. The effect of decreasing $\alpha$ is clearly seen
since the code generated by the tree with $\alpha = 0.6$ contains much more "out of band" energy than the code designed solely for multiuser interference. In figure 4.14 a similar comparison is made, however, the second code is taken from a subband tree designed for primarily multipath interference. Notice that the code is now very wideband and that any frequency localization of the subband is completely lost. As shown in Figure 4.12, however, the performance of these codes in a multiuser channel is decidedly worse than the other PR-QMF based codes, as well as, the performance of the Gold codes.

**Effects of Inaccurate Power Control**

In each of the above results, it was assumed that the users were operating with perfect power control so that the received signal level at the base station would be identical for each code. As mentioned in Section 4.2.1 perfect power control is difficult to achieve in a practical situation and power variations can degrade the performance of a CDMA system. As shown in Figure 4.9, the cross correlations of the PR-QMF based codes are generally smaller in magnitude than those for the Gold codes. It is therefore suspected that, although some impairment would exist, the effect will not be as great as for the Gold codes.

To verify this, capacity results were generated for a system where the users display inaccurate power control. The gain factors, $g_m$, and their corresponding probabilities,
$p_{gm}$, were taken from experimental results of implementing, in a city cellular environment, a power control system similar to that described above [49]. Three different gain factors were used, -2dB, 0dB, and +2dB, with their respective probabilities of occurrence being 0.112, 0.702, and 0.186. Each code set was weighted by the gain factors prior to calculating the BER. Every possible combination was considered. A weighted BER, using the appropriate probabilities, was then calculated. The results for the multiuser based codes are shown in Figure 4.15. As expected, the lack of perfect power control shows a slight degradation in the PR-QMF based system performance.

**Codes with Partial Synchronization**

The final set of subband trees which were designed are for a system where, through the use of a timing signal or beacon, some synchronization between the users is attained. Unlike the subband trees designed earlier, the trees designed in this section consist of a full binary tree with five stages and eight tap filters at each stage. This design resulted in 32 spreading codes each of length 128. The larger tree was chosen for two reasons. The first reason was to verify that the progressively optimality and PR-QMF method of generating codes could successfully be extended beyond the academic cases to codes of practical length. Current effective spreading margins of proposed spread spectrum systems (both cellular and otherwise) are on the order of 128 chips per data bit and above [25, 23].
A second reason for the longer codes is so a practical system with partial synchronization can be modeled. Assume that maximum distance between the transmitters and the base station receiver is three kilometers. If a timing beacon is transmitted from the base station, the maximum round trip delay time is six kilometers divided by the speed of light or 20 microseconds. If the vocoder operates at 9.6 kilobits per second and each data bit is spread by a code of length 128, then the chip duration is 813.8 nanoseconds and the delay times can vary over only the first 25 values of the spreading code. For example, suppose that the user transmitting the signal of interest is co-located with the base station and the interfering user is located three kilometers away. The differential delay between the start of each users bit interval will be twenty microseconds or 25 chips. Due to physical symmetry (i.e. the two mobile units swap positions), there is uncertainty over the last 25 chips as well. For simplicity, assume every possible delay in the ±25 chip range is equally likely.

Under these conditions, a five stage tree was constructed as described in Section 3.3 using a weighting factor of $\alpha = 0.7$. After extracting the codes from the tree, the cross correlations between all of the codes were calculated. A histogram of these cross correlations are shown in Figure 4.16. The lower histogram is the same calculation for 127 chip Gold codes. Once again, the histogram for the PR-QMF based codes shows a much narrower spread than that of the Gold codes. Note that only the cross correlations possible in the above scenario were calculated and plotted. Cross correlations not included in the minimization were ignored. A cursory look at these "unimportant" values showed many which were well above the values shown in the figure ($|\rho_m| > .75$).
Figure 4.16: Cross Correlation Results for Codes With Partial Synchronization
After extracting the codes from the tree, the capacity was calculated and is plotted in Figure 4.17. The same calculations were again performed for 127 chip Gold codes.

![Graph showing capacity results for Gold and PR-QMF codes.](image)

Figure 4.17: Capacity Results for Codes With Partial Synchronization

The improvement attained by the PR-QMF based codes demonstrates both the validity of the partial synchronization objective function, as well as, the ability of the PR-QMF based technique to extend to longer length spreading codes.

One final interesting result is the frequency response of two codes which were optimized for partial synchronization. The response of two codes generated by two adjacent subbands (one from each decimator of a QMF pair) are plotted in Figure 4.18. Notice that the frequency response of the two codes almost completely overlap. The cross correlations of interest, however, are still small in magnitude. These cross correlations can be seen in Figure 4.19. The cross correlation values are plotted versus the delay between the two codes. Although some of these values are considerably large, the values over the range of interest, the first 25 and the last 25, were successfully minimized. This demonstrates the ability of two or more codes to attain low cross correlation properties using both time domain and frequency orthogonality.
Figure 4.18: Frequency Response of Codes With Partial Synchronization

Figure 4.19: Cross Correlations of Two Codes Designed For Partial Synchronization
Chapter 5

Conclusions

5.1 Summary of Work

An original class of spreading codes based upon multirate subband filter banks has been introduced and developed in this thesis. Unlike maximal length sequences, this new set of codes is not limited to having binary valued chips. Instead, the elements of the sequences are determined by an optimization process which emphasizes certain desirable code properties.

It was shown that a set of spreading codes could be modeled as a linear transformation on a unit vector and that the design of a particular set of spreading codes is directly related to the design of that transformation. It also was shown that some other areas of spreading code design research [31, 11] are encompassed by this problem and that subsequent transformations of the signal set do not replace the problem of properly designing the transformation matrix. The design of this transformation matrix, therefore, is actually the more general problem since the other methods can be represented as a factorization of this matrix.

It was next shown that these linear transformations can be modeled using a multirate subband filter bank and that a linear transformation design can be replaced by the corresponding filter bank design. Although the use of multirate filter bank to perform a linear transformation is a common technique, using the resulting transformation to form a set of spreading codes is a new concept.

Other areas of research are actively involved in using a wavelet basis to construct communications waveforms [26]. The work performed in this thesis extends and generalizes this concept in several ways. Many of the conditions and restrictions imposed by a wavelet basis were removed in the design of the filters. Conditions such as regularity
were not included in the design process. More importantly, progressive optimality was employed in the filter bank design instead of the simpler method of reiterating the same filter throughout the subband tree. Finally, the more general and interesting cases of the asynchronous channel and the partially synchronous channel were explored.

The use of a multivariable optimization problem to design subband trees was extended to the communications problem in this thesis. A general methodology was given for the design process and objective functions were developed for several channels of interest to the mobile communications problem. It was shown that the method could extend beyond the academic cases to spreading codes of practical length. Other work has already utilized these concepts for a different communication channel [32].

In addition to the design methodology, an analytical method of BER analysis was developed in this thesis. For the stationary interference channel, the interference was modeled as single-tone interference. First, a conditional BER was calculated for a specific frequency and phase of the tone. This was then removed through an integration over all phases and over the frequencies of interest. For the multiuser channel, a similar method was used. First a conditional BER was calculated and then, using one of several methods to decrease the computational load, the conditioning was removed. An expression was given so the capacity and other results of interest could be attained. The validity of the analytical BER analysis was verified by comparison with computer simulation of the systems.

5.2 Conclusions

The design of several example filter banks show some interesting and important results. For a channel characterized by stationary interference, the PR-QMF based codes performed significantly better than maximal length sequences. This is due to channel information being incorporated into the design of the codes.

When designing for an asynchronous multiuser system, the optimal design becomes an FDMA like system with the ideal extension to an m-band structure becoming pure FDMA. The dual problem is when a system is designed for purely multipath interference. In this case the full binary tree resembles a TDMA system and the ideal m-band structure becomes pure TDMA. Both of these systems are approximated by the full binary subband tree structures examined in this thesis. Furthermore, by choosing various weighting factors, an entire class of CDMA codes can be developed from the subband tree structure. It was shown that when the multiuser objective was heavily weighted the codes outperform (in terms of BER and capacity) the Gold codes.

The last filter bank studied was for a system where the users acquire partial synchro-
In this situation, some orthogonality can be attained in the time domain. A look at the frequency response of the codes shows that two codes can spectrally overlap, yet still retain the required orthogonality over the time shifts of interest. Additionally, the longer length codes showed that the PR-QMF based method, coupled with progressive optimality, can be successfully extended to codes of practical length.

5.3 Future Directions

The work accomplished in this thesis has laid the groundwork for the design of communication signals using the multirate filter bank approach. This is more flexible than previous heuristic methods and is more general than other active areas of research which limit the underlying basis used to construct the codes. Additionally, unlike other design methods, the more interesting and complex problem of the asynchronous communications channel is addressed.

Continuation of this work can extend in several areas. Objective functions can be developed for other types of interference sources such as pulsed interference or non-linear interference [32]. Additionally, more work can be done to further refine the objective function for the multipath interference so that the objective can represent more specific multipath channels. Finally, using techniques suggested in this thesis, filter design for an OFDM or multitone channel can be accomplished. It may be possible to match the channel more accurately with a fewer number of carriers if the filters are designed specifically for the channel characteristics.

Further study is also needed to determine some of the practical aspects of implementing the waveforms. Some amount of quantization of the code values will be required and the effect of this quantization must be studied. Additionally, a linear mapping to a carrier was assumed in this thesis. Further work can be done to provide an extension to a non-linear mapping such as phase modulation.

Another obvious extension of this work is to consider objectives and constraints for a direct \( m \)-band design. If the limiting cases are included, these designs should provide exact reproductions of the TDMA and FDMA systems. Possibilities include the use of both real and complex modulated filter bank structures [44].

The design for users with partial synchronization also shows a great deal of promise. As computing power increases, many of the compromises which were necessarily made in the objective functions can be removed. By combining this with a possible direct \( m \)-band design considerable gains may be attainable by the resulting spreading codes. Additionally, as processing capability increases, longer codes may be synthesized which will allow for new applications.
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Appendix A

Matrix Notation and Operations

The representation of linear transforms, the perfect reconstruction conditions, and the properties of the PR-QMF based codes are all heavily dependent upon matrix notation to represent the various operations. In this chapter, therefore, some of the basic matrix notations and manipulations utilized in this thesis are reviewed.

A.1 Notation and Specialized Matrices

Unless otherwise stated, all vectors in this thesis are column vectors and are denoted by a lower case bold face letter such as $\mathbf{x}$. A matrix uses an upper case bold face letter such as $\mathbf{X}$. The transpose of a matrix or vector is denoted by $\mathbf{X}^T$. For any two matrices $\mathbf{X}$ and $\mathbf{Y}$

$$(\mathbf{XY})^T = \mathbf{Y}^T \mathbf{X}^T.$$  \hspace{1cm} (A.1)

If a matrix is the function of another variable, for example $z$, then it is written as $\mathbf{X}(z)$.

There are several special vectors and matrices which need to be defined. The identity matrix is denoted by $\mathbf{I}$ with its size determined from the context. The antidiagonal matrix, $\mathbf{J}$, is of the form

$$\mathbf{J} = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 & 0 & 1 \\ 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0 \end{bmatrix}. \hspace{1cm} (A.2)$$
The antidiagonal matrix is useful for reversing the columns of matrix. For example, let

\[ X = \begin{bmatrix} x_1 & x_2 & \cdots & x_N \end{bmatrix} \]  \hspace{1cm} (A.3)

where the \( x_n \) are column vectors. Multiplying by \( J \) gives

\[ XJ = \begin{bmatrix} x_N & x_{N-1} & \cdots & x_1 \end{bmatrix}. \]  \hspace{1cm} (A.4)

In this thesis, a unit vector is defined as a vector which contains all zeros except for a single element which a one. The non-zero element is indicated by a subscript. For example, the unit vector \( y_3 \) is

\[ y_3 = \begin{bmatrix} 0 & 0 & 1 & 0 & \cdots & 0 \end{bmatrix}^T. \]  \hspace{1cm} (A.5)

The unit vector and its transpose are useful for extracting a column or row from a matrix. For example, multiplying \( X \) from Equation A.3 by unit vector \( y_i \) gives

\[ z = Xy_i, \]
\[ = \begin{bmatrix} x_1 & x_2 & \cdots & x_N \end{bmatrix}y_i \]
\[ = x_i. \]  \hspace{1cm} (A.6)

Extraction of a row is accomplished by a premultiplication of the matrix with the transpose of a unit vector.

A matrix \( C \) is called a block-circulant matrix if it has the form

\[ C = \begin{bmatrix} C_1 & C_2 & C_3 & \cdots & C_{N-2} & C_{N-1} & C_N \\ C_N & C_1 & C_2 & \cdots & C_{N-3} & C_{N-2} & C_{N-1} \\ \vdots & & & \ddots & \vdots \\ C_3 & C_4 & C_5 & \cdots & C_N & C_1 & C_2 \\ C_2 & C_3 & C_4 & \cdots & C_1 & C_N & C_1 \end{bmatrix}. \]  \hspace{1cm} (A.7)

where the \( C_n \) are themselves matrices. The simplest case occurs when each submatrix is a single element and the matrix is called a circulant matrix.

A matrix \( X \) is called a unitary matrix if it satisfies

\[ XX^T = I. \]  \hspace{1cm} (A.8)

Traditionally, \( X \) is a square matrix, however, in the context of multirate subband systems, the definition is extended to include any matrix (square or otherwise) which fits the above definition. If the elements of a unitary matrix are functions of a variable, then the matrix is known as a paraunitary matrix.
A.2 Shift Operations on Vectors and Matrices

Let \( \mathbf{x} \) be a finite length column vector with \( N \) elements \( x_1 \) through \( x_N \). A shift of \( \mathbf{x} \) is denoted by \( (\mathbf{x})_\delta \) where \( \delta \) is the number of shifted positions. The shift is a circular shift down so that

\[
(\mathbf{x})_\delta = \begin{bmatrix} x_{N-\delta+1} & x_{N-\delta+2} & \cdots & x_N & x_1 & \cdots & x_{N-\delta} \end{bmatrix}^T.
\]  

(A.9)

If \( \mathbf{X} \) is a matrix, then the shift is performed upon each column in \( \mathbf{X} \) so that

\[
(\mathbf{X})_\delta = \begin{bmatrix} (x_1)_\delta & (x_2)_\delta & \cdots & (x_N)_\delta \end{bmatrix}.
\]  

(A.10)

If a shift and a transpose of a vector or matrix are both defined as in \( (\mathbf{x})_\delta \) or \( (\mathbf{X})_\delta^T \), then the shift is performed prior to the transpose.

Let \( \mathbf{Z} \) be a matrix resulting from the multiplication of two matrices \( \mathbf{X} \) and \( \mathbf{Y} \). It is straightforward (yet tedious) to show that

\[
(\mathbf{Z})_\delta = (\mathbf{X}\mathbf{Y})_\delta = (\mathbf{X})_\delta \mathbf{Y}.
\]  

(A.11)

This is easily extended to more than one multiplication. Now suppose \( \mathbf{X} \) is a block circulant matrix with blocks of size \( M \) by \( N \). Let \( \mathbf{Z} \) be the multiplication of this matrix by a vector \( \mathbf{y} \). A shift of \( M \) positions can be accomplished in two different ways. The first method is to shift \( \mathbf{X} \) by \( M \) positions as in Equation A.11. A second method is to shift \( \mathbf{y} \) by \( N \) positions so that

\[
(\mathbf{Z})_M = \mathbf{X}(\mathbf{y})_N.
\]  

(A.12)

This can also be extended to more than one multiplication (c.f. Section 3.3.1).
Appendix B

Filter Coefficients of the Subband Trees

This appendix contains the filter coefficients for each of the subband trees designed in this thesis. The coefficients for each filter given, are listed with the highest order tap given first. The filter are referenced as follows. Each level in the analysis tree is denoted by a letter starting with “A” for the initial two-band split. A five stage tree, therefore, would contain levels A, B, C, D, and E. Within each level, the filters are numbered in sequence starting with one. For example, at level two, the filters are denoted by B1, B2, B3, and B4 with B1 and B2 being associated with A1 and the other two with A2. This continues throughout the remainder of the tree. For example, consider the subband associated with the filter E14. The filters along the branch leading to that subband are A1, B2, C4, D7, and E14.

Only one filter from each QMF pair is given. For example, D3 and D4 will form a QMF pair so only the coefficients of D3 are given. D4 can be determined by using Equation 2.27. Additionally, the filter given is not necessarily the low pass filter from that particular QMF pair.

Finally, for the multiuser and multipath subband trees, only the coefficients for the filters in the top half of the tree are given. Since the channel is symmetric in the frequency domain, the resulting codes can be grouped in pairs similar to a QMF subband pair. Each of the codes resulting from the bottom half of the subband tree can be generated by first calculating the codes from the top half of the tree and then, using Equation 2.27, find the corresponding code for the subband in the bottom half.
**B.1 Filter Coefficients for Section 4.1.2**

Structure - Full Binary Tree, Five Stages
Filters - Four Tap FIR Filters
Objective - Energy Compactation
Interference - Single Interference Ranging From $[\pi/8, \pi/4]$  

A1=[0.56925516692869 0.7589929443112 0.2529512208665 -0.18977324346751]
B1=[0.76328748691989 0.18100823204623 0.14310345596798 -0.60344811967495]
B3=[0.59985790044806 0.72482148765989 0.26103005288342 -0.21602690061248]
C1=[0.59982676519455 0.81482823194596 0.2374675194556 -0.14635249189917]
C5=[0.53333210930287 0.7922831886575 0.24574732970723 -0.16390375040624]
C7=[0.4922354566689 0.82926344443128 0.22756382969299 -0.1350186679085]
D1=[0.53057731163895 0.79641357006782 0.24100821001652 -0.16051754083232]
D3=[0.63827544793489 0.67525324493361 0.26863037236336 -0.25391770310747]
D5=[0.49669334312602 0.82568012506479 0.22920866790858 -0.13781988155014]
D7=[0.5487426101372 0.78521599745753 0.24500957010884 -0.16939210324886]
D9=[0.51043300627073 0.814315358826 0.23412048340300 -0.14675246307451]
D11=[0.52007840654593 0.80600833193658 0.23746753705778 -0.15322650511454]
D13=[0.4877312910708 0.8327744193495 0.22593518929341 -0.13234413384244]
D15=[0.51108280000201 0.81376443035315 0.2343485965682 -0.1471820699699]
E1=[0.54711942544432 0.78115252761416 0.24635196891874 -0.1725498055887]
E3=[0.5461218471888 0.78207429011022 0.24605108407845 -0.17182996466225]
E5=[0.54429625828327 0.7836184371678 0.24564153275339 -0.1704430776370]
E7=[0.54429630583602 0.82586012506479 0.22920866790858 -0.13781988155014]
E9=[0.5629755885191 0.76540992952591 0.25117452519218 -0.1847467833902]
E11=[0.52488438722928 0.8017635183354 0.2391085297758 -0.1565399824064]
E13=[0.54511942544432 0.78115252761416 0.24635196891874 -0.1725498055887]
E15=[0.50850146659434 0.81594569932904 0.233498324687 -0.1454890126674]
E17=[0.52006279383827 0.8062020647280 0.23746198782715 -0.1532155936333]
E19=[0.53655484748613 0.79115043009290 0.24297369579608 -0.1647372423167]
E21=[0.54561150170487 0.78260344268087 0.258779878382 -0.1714194874324]
E23=[0.54924264744859 0.77909645179513 0.2470155273159 -0.1741394329876]
E25=[0.70710678118770 0.00000000000041 0.00000000000041 0.70710678118769]
E27=[0.50393468877447 0.81975739557703 0.23181772480576 -0.14250678758256]
E29=[0.53546117530565 0.7921638463876 0.2426192123105 -0.16399630080356]
E31=[0.00000000000094 0.70710678119271 0.70710678118039 -0.00000000000595]
B.2 Filter Coefficients for Section 4.2.2.1

Structure - Full Binary Tree, Three Stages
Filters - Eight Tap FIR Filters
Objective - Minimize Cross Correlations
Interference - Multiuser Interference

\[ A_1 = [0.06139303854177, -0.01702240455379, -0.09015611352235, 0.33174685245139, 0.76915511255569, 0.51893443118977, -0.03469806409340, -0.12514210737434] \]

\[ B_1 = [0.07418392437531, -0.08322970440740, -0.07281265709927, 0.43229813020650, 0.77978182048409, 0.4216814055606, -0.07280228248762, -0.0648980174643]\]

\[ C_1 = [0.19912252579444, -0.16031981420496, -0.02576729462679, 0.07094930070005, -0.10902554059585, 0.09696553059470, 0.59747383151588, 0.74208231226756] \]

\[ C_3 = [0.07959130894727, -0.11474922047559, -0.06471939162881, 0.45444111766106, 0.77984853184655, 0.39354638615846, -0.06750888287818, -0.04682489633979] \]

B.3 Filter Coefficients for Section 4.2.2.4

Structure - Full Binary Tree, Three Stages
Filters - Eight Tap FIR Filters
Objective - Minimize Cross Correlations and Autocorrelations
Interference - Multiuser and Multipath Interference, \( \alpha = .8 \)

\[ A_1 = [-0.05911448630152, 0.10187908985342, 0.04849141298087, -0.20114190203630, -0.09869017910996, 0.44073504190888, 0.74371278352434, 0.43153309690105] \]

\[ B_1 = [-0.01795020725105, -0.05342912399986, 0.00240918206924, 0.17079705181030, -0.04218460652784, -0.6789478306441, 0.67361150973633, -0.22630852428887] \]

\[ C_1 = [0.18572289980417, -0.21532379774293, -0.26266893764112, 0.18523085266579, 0.70150154292065, 0.53342878306441, 0.67361150973633, -0.1292923850667] \]

\[ C_3 = [-0.16355236661009, -0.16332366503577, 0.00691707310682, 0.03976362439386, 0.06568936036508, 0.07189850169291, -0.68343014184950, 0.68438714677306] \]

Structure - Full Binary Tree, Three Stages
Filters - Eight Tap FIR Filters
Objective - Minimize Cross Correlations and Autocorrelations
Interference - Multiuser and Multipath Interference, \( \alpha = .6 \)

\[ A_1 = [-0.05911448630152, 0.10187908985342, 0.04849141298087, -0.20114190203630, -0.09869017910996, 0.44073504190888, 0.74371278352434, 0.43153309690105] \]

\[ B_1 = [0.00847057563847, 0.02725312912747, -0.01759146552161, -0.14257834574333, 0.06327265927773, 0.66420006779596, -0.6974201330167, 0.21676593404349] \]
Structure - Full Binary Tree, Three Stages
Filters - Eight Tap FIR Filters
Objective - Minimize Cross Correlations and Autocorrelations
Interference - Multiuser and Multipath Interference, $\alpha = .4$

$A_1 = [0.00076202191380\ -0.04003599787824\ -0.99839799400399\ 0.03990502628101$
$0.00235680887663\ 0.00013503171274\ -0.00000721911404\ -0.00000013740964]$
$B_1 = [-0.46831215893045\ 0.64129851484526\ 0.51293951721567\ 0.25324146759773$
$0.15331644144742\ -0.06996219810043\ -0.0519032264603]$
$C_1 = [-0.5817998541997\ -0.34737585639643\ 0.54037088751192\ -0.4019432285231$
$0.13838146339107\ -0.2605235197524\ -0.00823136658461\ 0.01378624348119]$
$C_3 = [-0.15642098953557\ -0.02809454751648\ -0.61799220126938\ -0.14529298807407$
$-0.1429631422715\ -0.51693489480963\ -0.07061383899778\ 0.5286063978821]$

B.4 Filter Coefficients for Section 4.2.2.6

Structure - Full Binary Tree, Five Stages
Filters - Eight Tap FIR Filters
Objective - Minimize Cross Correlations Over Limited Set of Time Shifts and Autocorrelations
Interference - Multiuser and Multipath Interference, $\alpha = .7$

$A_1 = [-0.213593613993253\ -0.04200549364874\ 0.50492951429500\ 0.73929394303632$
$0.36655665160661\ -0.0437493282931\ -0.02349413575564\ 0.11946526338282]$
$B_1 = [-0.09533119258461\ -0.14151100726811\ 0.04852644884045\ 0.1915780243650$
$0.09798410604555\ -0.35512216489134\ 0.74000081527981\ -0.4985135893369]$
$C_1 = [0.18438608855810\ 0.0976759857987\ -0.36955792092046\ -0.70770361636661$
$0.5233952018188\ 0.00461699311069\ 0.0939494236292\ -0.1876310176027]$,
$C_3 = [-0.1042584969688\ -0.1480274139847\ 0.04917680978848\ 0.19624487488344$
$-0.10199341989006\ -0.3616308971138\ 0.72498917483712\ -0.50931439279704]$
$D_1 = [0.15687635384402\ -0.10503623732347\ 0.08739048045484\ 0.37379315656622$
$0.79309983403068\ 0.36045873340715\ -0.13405877471346\ -0.2002282132098]$
$D_3 = [-0.09582515495590\ 0.01616308188318\ -0.0143100817987\ -0.28644511646105$
$-0.7926367680502\ -0.4716246648105\ 0.0399017402321\ 0.23656320407326]$
$D_5 = [-0.19594583533495\ -0.06917599341445\ 0.4248813217842\ 0.68998025895005$
$0.50030403372568\ -0.05823273043921\ -0.06036136236176\ 0.1709738429839]
D7 = [-0.11924139613643, -0.14199938954771, 0.06083552016496, 0.17473489118001, -0.12631963924206, -0.31278495134626, 0.69244845909081, -0.58147095758751]
E1 = [0.35726793968229, 0.20273450479324, 0.27450611170414, 0.27450611170414, -0.17552162537932, 0.59675921921949, -0.39120085095114, -0.22934024216418, 0.40415377682155]
E3 = [-0.00019389311448, 0.00155143566703, 0.01707612580017, -0.07615879233128, -0.24215152812457, -0.94826434039879, 0.18843716309968, 0.02355023030270]
E5 = [-0.00142350418149, 0.00530174784689, -0.01805015899213, -0.01466072678289, -0.21186637879770, 0.94447522648760, 0.24146438866725, 0.06483249993699]
E7 = [-0.00147288403473, -0.00273109792938, 0.02141973652705, -0.03438959792140, -0.07277046267087, -0.99329092279117, -0.07055875858176, 0.03805241397896]
E9 = [-0.00053445106876, 0.00152379861464, 0.03606424375635, -0.06255558122686, -0.20804131785974, -0.97004267189379, 0.09678463449951, 0.03394585797006]
E11 = [-0.00214326351182, 0.00604620259715, -0.01588506851328, -0.0335603569143, -0.207193085599725, 0.94865809359034, 0.22244413560980, 0.07885220374949]
E13 = [-0.00119002793754, -0.00423228530333, -0.00143694178820, 0.04672301670476, 0.38581673132215, 0.87256181459036, -0.28488638725668, 0.08010394752743]
E15 = [0.01182025421925, 0.01683239348255, -0.12438942230497, -0.20652298519614, -0.49987802126206, -0.38735003813615, 0.60223242518676, -0.42290719808582]
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ABSTRACT

Recently, a new class of spreading codes has been developed based upon the time-frequency duality of multirate filter bank structures. Unlike the maximal length sequences, these new codes are not limited to being binary valued. Instead, the elements of the sequences are determined by an optimization process which emphasizes certain desirable code properties. In this paper, spreading codes based upon multi-rate filter banks are developed for use in a cellular or micro-cellular channel in which partial synchronization is maintained between the users. This situation allows the cross-correlation between the codes to be optimized over a fraction of the total range of possible phase shifts between the codes. Codes are designed for an example set of channel conditions and bit error rate results are generated. These results show that the new codes perform better than conventional Gold codes.

1 INTRODUCTION

Traditionally, the DSSS/CDMA systems utilize maximal length sequences (m-sequences) as the spreading codes.\(^1\) As an alternative, Perfect Reconstruction Quadrature Mirror Filter (PR-QMF) based spread spectrum codes have been proposed.\(^2\) Whereas the m-sequences are limited to being two-valued codes, no restriction is placed upon the individual “chip” values in the PR-QMF based codes. Instead, the values are determined to provide the certain code properties. Finally, instead of using binary feedback shift registers for code generation, the codes are generated within the framework of a PR-QMF subband tree.

Consider the typical filter bank structure shown in Figure 1. The spreading codes considered are generated by taking the impulse response of each of the subbands of the PR-QMF synthesis stage. The codes are then used to modulate (i.e. spread) the data prior to transmission. The receiver can de-spread the data in one of two ways. One method is to use the analysis bank to process the received signal. In the absence of noise and other interference, all of the signal energy will be isolated to a single subband which can then be sent to a threshold device. This method is similar to a trans-multiplexer using subband tree structures.\(^3\) A second and more computationally efficient method is to simply correlate the received signal with a synchronized locally-generated copy of the spreading

\(^*\)This work partially supported by the Air Force Materiel Command, Rome Laboratory contract no. F30602-95-C-0167
The result of the correlation can then be sent to the threshold device.

Since the spreading codes which modulate the message bits are the impulse responses from a PR-QMF synthesis tree, the tap weights used in the filters from which the tree is constructed have a direct impact upon the structure and performance of the codes. Previous studies have focused upon the performance of codes optimized for a channel characterized by interference such as narrowband or multipath interference. In this paper, a new set of codes is designed for use in a coarsely-synchronized cellular or micro-cellular environment. The performance of the new codes is compared to that for Gold codes.

2 MULTIUSER CHANNEL WITH COARSE SYNCHRONIZATION

In many communication systems, synchronization between the users is achieved through the use of a beacon or timing signal transmitted by a base station. For example, consider the mobile to base transmissions as shown in Figure 2. In earlier work, it was assumed that an asynchronous system occurred because of both transmit clock differential and variances in the propagation paths. Suppose, however, that the base station is transmitting a timing signal which each mobile unit can use to synchronize their respective transmit clocks. The only cause for different delay times, therefore, would be the different propagation paths between the users and the base station.

The microcell trend in cellular communications has the effect of shortening this distance and thus the delay times as well. Originally proposed to increase capacity in a Personal Communication System (PCS) environment, the microcell architecture limits the physical size of a cell. Under these conditions, partial synchronization between the users is possible and there are some delay times which need not be considered in the filter design.

2.1 Alternate Representation of Spreading Code Shifts

As in the previous work, the filter design, and therefore the spreading code design, will be accomplished via a multivariable constrained optimization using the filter coefficients as the optimization variables. Once again, the constraints will be the perfect reconstruction conditions for a QMF filterbank. The problem, therefore, is
to formulate a suitable objective function for the scenario described above.

Although the formulation of this objective function would seem to be a straightforward extension of our previous work, the use of progressive optimality in a hierarchical tree structure prevents this. Previously, the goal was to produce codes which were completely orthogonal over all time shifts. Linear processing by subsequent decimation did not negate any orthogonally which was already attained between two codes and, therefore, the progressively optimal approach worked. In this case, however, the codes are not completely orthogonal. It must therefore be determined how the final objective, i.e. codes with low cross correlations over a subset of all possible time shifts, affects the design of filters in the earlier stages of the tree.

In previous work, the spreading codes were represented in terms of operator matrices which correspond to the filters along a particular subband path which produced the code. The objective function then used these code representations to formulate cross correlations between the codes subject to various phase shifts (delay values) of the codes. A similar approach will be used here with a slight modification.

In order to “backtrack” the objective through the tree, the expressions for a circular shift of a code must be redefined in a more complex format. This is best seen by first looking at an example prior to giving the formula for the general case. Consider a code generated by a full binary subband tree structure with three levels and eight tap filters in each decimator. The equation for this code is

$$c = A_1^T A_2^T A_3^T x$$

where $x$ is a unit vector and $A_l$ for $l = 1, 2, 3$, is an operator matrix representing a decimation using the filter $A_l(z)$. The filters $A_1(z)$, $A_2(z)$ and $A_3(z)$ are the filters along the branch associated with spreading code $c$ and $A_1(z)$ is associated with the first split in the subband tree. To represent a circular shift of the code we can use

$$(c)_\delta = (A_1)_\delta^T A_2^T A_3^T x$$

where $(\cdot)_\delta$ is a circular shift (downward) of the vector or matrix.

An alternative and more complex method of representing the circular shift involves performing a shift on more than one matrix or vector in the right hand side of Equation 2. For the code under consideration, this alternative method has the form

$$(c)_\delta = (A_1)_{\delta_1}^T (A_2)_{\delta_2}^T (A_3)_{\delta_3}^T (x)_{\delta_x}^T$$

Each of the matrix shift indicators, $\delta_1$, $\delta_2$, and $\delta_3$, can take on a value of either zero or one. The values allowable for $\delta_x$ is dependent upon the filter length. In this example since each of the filters are of length eight, the matrix...
A_3 has eight rows and four columns. The vector x, therefore, must be of length four and the shift indicator, δ_x, can take on values of zero, one, two, or three.

The effect on each of the shift indicators on δ is as follows. If δ_1 is a one then c will be circularly shifted by one position. If δ_2 is a one then c will be circularly shifted by two positions. Finally, if δ_3 is a one then c will be circularly shifted by four positions. For the unit vector shift, δ_x, number of shifted positions of the spreading code is equal to 8 - δ_2. Other shift values for (c)_δ are generated by combining different values of the shift indicators on the right hand side of Equation 3. For example, if a shift of 19 is desired, the indicators would be δ_1 = 1, δ_2 = 0, δ_3 = 1, and δ_x = 2. Notice that the maximum shift which can be indicated is when δ_1 = δ_2 = δ_3 = 1 and δ_x = 3. In this case δ will equal 31. Since a code generated by a three stage full binary tree using eight tap filters is of length 32, it is possible to specify every shift using the above notation. Notice that although it is possible for each δ_i to take on values other than zero or one, those two values are the only ones necessary to represent each possible shift.

Now consider the general case of a code generated by a full binary tree with L stages and N-tap filters in each decimator. Let the filters along the branch generating the code be A_1(z), A_2(z), ..., A_L(z) with A_1(z) occurring in the first split. A shift of δ positions of the code c can be represented by

\[(c)_δ = \left[ \prod_{i=1}^{L} (A_i)^T \right] (x)_δ.\]  

(4)

The shift indicators are chosen so that

\[δ = δ_x 2^L + \sum_{i=1}^{L} δ_i 2^{i-1}.\]  

(5)

The allowable values for the shift indicators are

\[δ_1 ∈ \{0, 1\}\]  

(6)

\[δ_x ∈ \{0, 1, 2, ..., N\}.\]  

(7)

This formulation, though somewhat complex, is necessary to consider how a given shift of a code will effect every filter in the branch generating that code.

### 2.2 Objective Functions for Coarse Synchronization

#### 2.2.1 First Stage Optimization

Now that the new representation of a circularly shifted code has been developed, it can be combined with an expression for the cross correlations between the codes. The first case which will be considered is the design of the QMF pair which occurs at the first split in a hierarchical subband tree structure as shown in Figure 3. The cross correlation between two spreading codes with a relative time shift of δ can be expressed as

\[ρ_δ = (c_c)^T c_b\]  

(8)

for the case when the polarity of the code c_c does not change (case 1) and

\[ρ_δ^- = (c_b)^T K_δ c_c\]  

(9)

for the case where the polarity of the code c_c does change (case 2), indicating a change in data bit polarity. See Figure 4 for an illustration of the two polarity cases. K_δ is a diagonal matrix whose first δ diagonal elements are
Figure 3: Branch Split at Stage 1

Figure 4: Illustration of the Two Polarity Cases
negative one and the remaining elements are positive one.

Consider the cross correlations between two codes generated by the branches shown in Figure 3. For polarity case one substitution of Equation 4 into Equation 8 gives

$$
\rho_\delta = \left( (A_1)^T \prod_{l=2}^{L} (C_l)^{i\delta_l} \right) (x)_{\delta_x} \left( (A_1')^T \prod_{l=2}^{L} (B_l)^{T} \right) x
$$

(10)

$$
= (x)^T \prod_{l=L}^{2} (C_l)^{i\delta_l} (A_1)_{\delta_x} (A_1')^T \prod_{l=2}^{L} (B_l)^{T} x.
$$

For polarity case two, a similar result is attained by substitution of Equation 4 into Equation 9

$$
\rho_\delta = \left( (A_1)^T \prod_{l=2}^{L} (C_l)^{i\delta_l} \right) (x)_{\delta_x} \left( (A_1')^T \prod_{l=2}^{L} (B_l)^{T} \right) x
$$

(11)

$$
= (x)^T \prod_{l=L}^{2} (C_l)^{i\delta_l} (A_1)_{\delta_x} K_\delta (A_1')^T \prod_{l=2}^{L} (B_l)^{T} x
$$

The filter coefficients for \( A_1(z) \) are contained in the two terms in the middle of the above equations

$$
V_\delta = (A_1)_{\delta_x} A_1'^{T}
$$

(12)

$$
V^-_\delta = (A_1)_{\delta_x} K_\delta A_1'^{T}
$$

(13)

As discussed above, the shift indicator can be only a zero or a one. Since the operator matrices are generated from a QMF pair, the result for \( \delta_1 = 0 \) is \( V_\delta = V^-_\delta = 0 \). For \( \delta_1 = 1 \), the multiplications result in matrices which are dependent upon \( \delta \).

Since every element in the matrices \( V_\delta \) and \( V^-_\delta \) contributes to the cross correlation values, these are the terms which should be minimized. For computational simplicity, the objective will be to minimize the squares of the elements. The objective function thus becomes

$$
F_{CS} = \min \left\{ \sum_{\delta} \sum_{i} \sum_{j} \left( [V_\delta]_{i,j}^2 + [V^-_\delta]_{i,j}^2 \right) \right\}
$$

(14)

where \([\cdot]_{i,j}\) represents the \( i \)th row and the \( j \)th column of the matrix inside the brackets. The outer summation should only be performed over the shifts \( \delta \) which are of interest.

Once again, the resulting objective function is very computationally intensive and unrealistic given current processing capabilities. For this reason, approximations are made by not including every element of \( V^-_\delta \). Due to the structure of the operator matrices, \( V_\delta \) is a circulant matrix. Additionally, an analysis of \( V^-_\delta \) shows that nearly every row is identical to, within a circular shift, or an additive inverse of, the same row which comprises \( V^-_\delta \). Therefore, an objective function which approximates the one given by Equation 14, yet is able to be implemented, is

$$
F_{CS} = \min \left\{ \mathbf{v} \mathbf{v}^T \right\}
$$

(15)

where \( \mathbf{v} \) is a vector which represents the row that can be used to construct \( V_\delta \). Using this approximation, some of the rows unique to \( V^-_\delta \) are not being considered. Generation of the vector \( \mathbf{v} \) is easily accomplished by using Equation 12, with \( \delta_1 = 1 \) and then extracting the first row of \( V_\delta \).
2.2.2 Subsequent Stage Optimizations

The optimization for subsequent stages becomes even more complex than the first stage optimization discussed above. Things are again simplified, however, by not considering the matrices generated under polarity case two and using only Equation 8. Again, although this is only an approximation, it allows for optimization function which can be calculated using current processing capabilities.

Consider the design of a filter at stage $M$ as shown in Figure 5. The two codes generated by the two different

![Figure 5: Spreading Code Branches](image)

subbands depicted in the figure can be represented by

$$c_a = \left[ \prod_{i=1}^{M-1} (A_i)^T \right] A_M^T \left[ \prod_{j=M+1}^{L} (B_j)^T \right] x$$

and

$$c_c = \left[ \prod_{i=1}^{M-1} (A_i)^T \right] A_M'^T \left[ \prod_{j=M+1}^{L} (C_j)^T \right] x.$$

Using both of these expressions in Equation 8 along with Equation 4 gives

$$\rho_\delta = \left( \left[ \prod_{i=1}^{M-1} (A_i)^T \right] (A_M)^T \left[ \prod_{j=M+1}^{L} (B_j)^T \right] (x)_{s_x} \right)^T$$

$$\left( \left[ \prod_{i=1}^{M-1} (A_i)^T \right] A_M'^T \left[ \prod_{j=M+1}^{L} (C_j)^T \right] x \right)$$

$$= (x)_{s_x}^T \left[ \prod_{j=L}^{M+1} (B_j)_{s_j} \right] (A_M)_{s_M} W_\delta A_M'^T \left[ \prod_{j=M+1}^{L} (C_j)^T \right] x$$

where

$$W_\delta = \left[ \prod_{m=M-1}^{1} (A_m)_{s_m} \right] \left[ \prod_{m=1}^{M-1} (A_m)^T \right]$$

and represents the filters in Figure 5 which have already been designed. Once again, it is the middle of Equation 18 which is of interest since that contains the filter coefficients to be optimized. Therefore, let

$$V_\delta = (A_M)_{s_M} W_\delta A_M'^T$$
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As in the previous section, for any particular $\delta$, the rows of $V_{\delta}$ are identical except for a circular shift. Let $v_{\delta}$ be a row from $V_{\delta}$. Since the shift indicators on the right hand side of the above equation can take on only one of two values and since there are $M$ of these indicators, there are $2^M$ different possibilities for $v_{\delta}$. The objective function then becomes

$$F_{CS} = \min \left\{ \sum_{\delta} v_{\delta} v_{\delta}^T \right\}$$

which again provides an approximation which can be implemented.

### 2.2.3 Final Stage Optimization

At the $L$th stage of the subband tree, shown in Figure 6, each of the filters along the branch except for the final QMF pair will already have been designed. Equation 18 then becomes

$$\rho_{\delta} = (x)^T_{\delta} (A_L)_{\delta} \left[ \prod_{l=L-1}^{1} (A_l)_{\delta l} \right] \left[ \prod_{l=2}^{L-1} (A_l)^T \right] A_L'^T x$$

$$= (x)^T_{\delta} (A_L)_{\delta} \left[ \prod_{l=L-1}^{2} (A_l)_{\delta l} \right] (A_1)_{\delta} A_1'^T \left[ \prod_{l=2}^{L-1} (A_l)^T \right] A_L'^T x$$

$$= x^T A_L \left[ \prod_{l=L-1}^{2} (A_l) \right] (A_1)_{\delta} A_1'^T \left[ \prod_{l=2}^{L-1} (A_l)^T \right] A_L'^T x$$

$$= A_L^T P^T Q_{\delta} P a'_{L}$$

where

$$P = \left[ \prod_{l=2}^{L-1} (A_l)^T \right]$$

and

$$Q_{\delta} = (A_1)_{\delta} A_1^T.$$

Figure 6: Final Stage Split
2.3 Example Design and Results

A set of subband trees were designed for a system where some synchronization between the users is maintained. These trees consist of a full binary tree with five stages and eight tap filters at each stage, resulting in 32 spreading codes each of length 128. Assume that maximum distance between the transmitters and the base station receiver is three kilometers. If a timing beacon is transmitted from the base station, the maximum round trip delay time is six kilometers divided by the speed of light or 20 microseconds. If the vocoder operates at 9.6 kilobits per second and each data bit is spread by a code of length 128, then the chip duration is 813.8 nanoseconds and the delay times can vary over only the first 25 values of the spreading code. For example, suppose that the user transmitting the signal of interest is co-located with the base station and the interfering user is located three kilometers away. The differential delay between the start of each users bit interval will be twenty microseconds or 25 chips. Due to physical symmetry (i.e. the two mobile units swap positions), there is uncertainty over the last 25 chips as well. For simplicity, assume every possible delay in the ±25 chip range is equally likely.

Under these conditions, a five stage tree was constructed using an objective function which weights multiuser performance by 0.7 and multipath performance by 0.3. After extracting the codes from the tree, the cross correlations between all of the codes were calculated. A histogram of these cross correlations are shown in Figure 7. The lower histogram is the same calculation for 127 chip Gold codes. The histogram for the PR-QMF based codes shows a much narrower spread than that of the Gold codes. Note that only the cross correlations possible in the above scenario were calculated and plotted. Cross correlations not included in the minimization were ignored. A cursory look at these “unimportant” values showed many which were well above the values shown in the figure.

After extracting the codes from the tree, the capacity, i.e. the number of users in the channel at a given
BER, was calculated and is plotted in Figure 8. The same calculations were again performed for 127 chip Gold
codes. The improvement attained by the PR-QMF based codes demonstrates both the validity of the partial
synchronization objective function, as well as, the ability of the PR-QMF based technique to extend to practical
length spreading codes.

Figure 9 shows the cross correlations between the codes that were generated. The cross correlation values
are plotted versus the delay between the two codes. Although some of these values are considerably large, the
values over the range of interest, the first 25 and the last 25, were successfully minimized. This demonstrates
the ability of two or more codes to attain low cross correlation properties using both time domain and frequency
orthogonality.

One final interesting result is the frequency response of two codes which were optimized for partial synchro-
nization. The response of two codes generated by two adjacent subbands (one from each decimator of a QMF
pair) are plotted in Figure 10. Notice that the frequency response of the two codes almost completely overlap.

3 CONCLUSIONS

This paper describes a method for designing non-binary spreading codes for multiuser communications through
the use of multi-rate filter bank techniques. Example results are presented for a quasi-synchronous cellular system
and the codes designed specifically for the case under consideration out-perform conventional Gold codes by
producing less multiuser interference.

4 REFERENCES

Figure 9: Cross Correlations of Two Codes Designed For Partial Synchronization


Figure 10: Frequency Response of Codes With Partial Synchronization
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ABSTRACT

A system that uses orthogonal frequency division multiplexing (OFDM) as a spread spectrum modulation is introduced and its performance is evaluated in the presence of tone interference. Interference excision, in which some of the transform bins are removed in the detection process, is used in the receiver. The BER performance obtained using a number of block transforms is compared to that obtained using the Modulated Lapped Transform (MLT) and it is shown that the MLT provides much better performance due to its ability to confine the interference energy to a few transform bins.

1. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM), often called multi-carrier modulation, is a method designed to efficiently utilize channels with non-flat frequency responses and/or non-white noise. The information to be transmitted is divided up among the many carriers in the system in a manner which optimizes the capacity for a given channel. This technique has been implemented for a variety of applications, including high-speed transmission over telephone lines. It has recently found application as the signaling standard for asymmetric digital subscriber lines (ADSL) [1].

In this paper, we study the use of OFDM as a spread spectrum modulation, where, rather than dividing up the information among the carriers, the same information is sent on all the carriers in the system. In effect, this technique spreads the signal bandwidth by a factor equal to the number of carriers in the system, assuming that the carriers are grouped together in the spectrum. Processing gain is obtained by coherently combining the signals on the various carriers in the receiver. In the presence of partial-band interference, a decision can be made to exclude some of the carriers from the coherent combiner if those carriers have been “jammed” by the interference. By excluding these carriers, the effect of the interference can be diminished and the performance of the system enhanced. This technique is similar to transform domain excision which has been studied extensively [2, 3, 4, 5].

To a large extent, multi-carrier systems have relied upon sinusoidal carriers to convey information. These systems can be implemented efficiently using the discrete Fourier transform (DFT) implemented efficiently as the fast Fourier transform (FFT). In the modulator, an inverse FFT is used to place the information on the equally-spaced carriers while, at the receiver, a forward FFT is used to frequency translate all the carriers to baseband. One problem with the FFT approach is that there is considerable spectral overlap with a large number of adjacent carriers, a problem which is often mitigated in multipath channels through the use of a cyclic prefix [6]. In the partial-band interference scenario the problem is magnified because processing by a rectangularly-windowed FFT will result in interference components being spread over a much larger portion of the band. To combat this problem, we propose to use non-sinusoidal carriers which are based on Lapped Transforms (LT) and, in particular, Modulated Lapped Transforms (MLT) [7]. This approach is similar to the wavelet-based OFDM system that was proposed by Sanberg [8]. With LTs, the basis vectors are not restricted in length as they are in conventional block transforms like the DFT and discrete cosine transform (DCT). Indeed, whereas the lengths of the block transform basis vectors are limited to the number of transform domain cells, or bins, the LT basis vectors have length, \( L \), that is equal to some even integer multiple of the number of bins, i.e. \( L = 2KM \), where \( M \) is the number of bins and \( K \) is the overlapping factor [7]; the inputs to successive transforms are produced by overlapping segments of the received signal. Thus, in comparison to traditional length-\( M \) basis vectors, the basis vectors associated with LTs typically yield improved stopband attenuation in the frequency domain for a given filter bandwidth. Fortunately, there exist efficient filter bank structures that allow these longer basis vectors to be used while only moderately increasing the number of required arithmetic operations [7]. The improved stopband attenuation will contain partial-band interference to fewer transform bins, allowing the interference to be suppressed by removing fewer bins.

The remainder of the paper discusses the MLT and describes how it can be used in an OFDM system. Bit-error-rate (BER) performance results are presented.
which compare the performance of the MLT-based OFDM system to systems using the FFT, DCT and a full-binary tree (FBT) subband decomposition.

2. MODULATED LAPPED TRANSFORMS

To be consistent with the development of LTs as presented in [8, 7], modulated lapped transforms are considered here as a subset of general LTs with \( K = 1 \). The basic premise of the MLT is to use a 2\( A \)-tap lowpass filter as a subband filter prototype which is shifted in frequency to produce a set of orthogonal bandpass FIR filters spanning the frequency domain. Denoting the lowpass prototype as \( h[n] \), the sinusoidally modulated basis vectors can be expressed as [7]

\[
\psi_k[n] = h[n] \sqrt{\frac{2}{M}} \cos \left( \frac{n + M + 1}{2} \left( k + \frac{1}{2} \frac{\pi}{M} \right) \right),
\]

where \( 0 \leq n \leq 2M - 1 \) and \( 0 \leq k \leq M - 1 \).

Of central importance to the development of the MLT is the design of the lowpass prototype, \( h[n] \). To meet the perfect reconstruction requirements \( h[n] \) must satisfy the following requirements [7],

\[
h[2M - 1 - n] = h[n] \quad 0 \leq n \leq M - 1
\]

and

\[
h^2[n] + h^2[n + M] = 1 \quad 0 \leq n \leq M/2 - 1.
\]

Note that the range over \( n \) in the last equation is limited to \( M/2 - 1 \) due to the symmetry of \( h[n] \) as suggested by Eq. 2. Although there are many solutions to the above equations, the half-sine windowing function [7],

\[
h[n] = -\sin \left[ \left( n + \frac{1}{2} \right) \frac{\pi}{2M} \right],
\]

is used exclusively throughout the remainder of this paper as the MLT lowpass filter prototype. Figure 1 illustrates the frequency response associated with the half-sine windowing function for \( M = 64 \). Whereas non-windowed FFT basis vectors yield sidelobes that are roughly 13 dB down from the main lobe, the sidelobe energy level obtained using the MLT approximately 23.5 dB below that of the main lobe.

3. MLT OFDM SYSTEM

A spread spectrum OFDM system using block transforms and interference excision is shown in Figure 2. The input data is fed into an inverse transform and the result is transmitted through the channel to the receiver. It is assumed that the up- and down-conversion processes in the transceiver are transparent and that the receiver has symbol timing. At the receiver, a forward transform is performed to effectively frequency translate all the carriers to baseband. An exciser determines which carriers are predominantly interference and removes them and the remaining carriers are summed. A decision is then made on the current data bit.

Figure 1. Typical magnitude-squared frequency response of the MLT subband filters.

Figure 2. OFDM system using block transforms and interference excision.

When a MLT is used in place of the block transform, the length of the basis vectors is double that for block transforms for a given number of carriers. Consequently, if the arrangement of Figure 2 were used to produce an MLT-based OFDM system, each data bit would produce a segment of the transmitted signal of length \( 2M \) samples when there are \( M \) carriers. In the case of block transform-based systems, the each data bit produced a transmitted signal containing the same number of samples as there are carriers. As a result, it would seem that the data rate would have to be cut in half to maintain the channel rate. However, due to the orthogonality properties of the MLT basis vectors, it is possible to overlap and sum sequential output vectors from the inverse MLT in the transmitter. When the overlap is 50%, the overlapping tails from adjacent data bits will be orthogonal to the present data bit, meaning that they will not affect detection performance. As a result of the overlap, \( M \) new samples are transmitted for every data bit when \( M \) carriers are used.

Figure 3 shows the processing that replaces the inverse and forward transforms in Figure 2 when the MLT is used. For simplicity, the signals shown are considered
to be vectors of length $M$. The upper diagram shows
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Figure 3. Transmitter (top) and receiver (bottom) processing in a MLT-based OFDM system.

the processing that replaces the inverse transform in the transmitter. A vector of length $M$ is input into the inverse MLT, producing an output vector of length $2M$ which is shown as two vectors of length $M$. One of these vectors represents the “upper” $M$ vector elements and the other represents the “lower” $M$ vector elements. A delay is used to allow the lower $M$ elements from one inverse transform output to be summed with the upper $M$ elements from the next inverse transform output, producing an $M$ element vector for transmission. One of these $M$ element vectors will be transmitted for each data bit.

The lower part of Figure 3 shows the processing which replaces the forward transform in the receiver of Figure 2 when the MLT is used. As is evident from the transmitter processing described above, only one-half of a particular inverse MLT output vector is transmitted at a given time. As a result, the receiver must observe two received vectors of length $M$ in order to assemble the $2M$ vector elements needed for the forward transform. As the figure shows, the $2M$ length vector is produced by using the current received vector as the lower $M$ element and a delayed received vector as the upper $M$ elements for the forward MLT.

4. RESULTS

Simulation has been used to determine the performance of the OFDM spread spectrum system with a number of different transforms, including the FFT, DCT, MLT and a full binary tree (FBT) using 4-tap Daubechies filter coefficients[9]. In all cases a 64-bin transform was used. In the presence of AWGN only, all the systems provide the theoretical BPSK performance, as expected. A more interesting comparison is occurs when a tone jammer is used along with excision. The particular exciser that was used excises, i.e. sets to zero, any bins that exceed a fixed threshold along with a set number of adjacent bins. The removal of these adjacent bins produces a desired “notch width”. To generate the BER results that are presented, Monte Carlo simulations were performed for each of the test systems and data was collected for a range of threshold and notch width values. All the data points presented below are the best results obtained for the threshold and notch width values tested. The results, then, represent a “best case” performance.

Figure 4 shows the BER performance as a function of normalized jammer frequency over the range of 0.125 to 0.140625. The normalization is to a sampling frequency of unity. These frequencies span the range between adjacent bin centers in the transforms. For this plot, the energy per bit to one-sided noise power spectral density $E_b/N_0$ is 4 dB and the jammer-to-signal power ratio (JSR) is 30 dB. As expected, the results show some symmetry around the center frequency value, since each end value places the jammer frequency at a bin center. For the most part, the transforms perform best when the jammer occurs at a bin center due to the fact that these jammer frequencies minimize the spectral spreading due to windowing. For example, the FFT of a signal having a frequency that is a bin center frequency will be confined to a single bin even with rectangular windowing of the input. For other jammer frequencies, additional bins must be excised in order to remove the jammer energy, resulting in additional loss of signal energy and the increasing of the BER.

The MLT significantly outperforms the other transforms, maintaining a BER very near of 0.125, which is the value for AWGN alone with $E_b/N_0 = 4$ dB. This excellent performance is due to the ability to the MLT transform in the receiver to contain the jammer energy to a few bins. It was observed that the best performance for MLT at all the frequencies tested was obtained when the notch width was between one and five bins. The FFT did not perform as well as the MLT, largely due to the fact that more bins had to be excised in order to remove the jammer. In this case the best performance was obtained when the notch width was between 15 and 17 bins except for the frequencies of 0.125 and 0.140625, where excising a single bin provided the best performance. The DCT also required a wide notch width, yet did not perform as well as the FFT. Finally, the FBT performed particularly poorly due to the fact that it cannot confine the jammer energy to a few bins.

Figure 5 shows the BER performance as a function
of $E_b/N_0$ for the various transforms in the presence of a tone jammer with JSR = 30 dB and a normalized frequency of 0.135. Without excision, all the system perform very poorly in the presence of this jammer, with BER performance approaching 0.5. With excision, the MLT provides the best performance.

Figure 5. Performance of different transforms with excision as the SNR is increased; JSR = 30dB, normalized jammer frequency = 0.135.

Figure 6 shows how the performance of the systems varies with JSR. Once again, $E_b/N_0=4$ dB and the normalize jammer frequency is 0.135. When JSR is low, i.e. in there is virtually no jamming, all the transforms provide the same performance of 0.0125. As the JSR increases towards 50 dB, the performance of each of the systems except the MLT degrades to nearly 0.5 BER, with the performance of the FBT falling off first, followed by the DCT and FFT. The spectral containment provided by the MLT again enables outperform the other transforms.

Figure 6. Performance of different transforms with excision as the JSR is increased; $E_b/N_0 = 4$ dB, normalized jammer frequency = 0.135

5. CONCLUSIONS

This paper shows how a OFDM spread spectrum system can be constructed using the MLT. The performance of this MLT OFDM system is compared to that for OFDM systems implemented using block transforms when the channel introduces a tone jammer and the receiver performs interference excision. The superiority of the MLT-based system is clear demonstrated by the fact that, in the presence of a jammer, the BER performance remains near that for a channel for AWGN alone with little sensitivity to jammer frequency and JSR value.

The techniques used to implement the MLT-based system can be extended to transforms which use larger overlaps, such as the Extended Lapped Transform (ELT) [7]. By lengthening the basis functions further, even greater frequency selectivity can be obtained and, presumably, better performance in the presence of narrowband interference.
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ABSTRACT: Two systems that use orthogonal frequency division multiplexing (OFDM) as a spread spectrum technique are described and their performance is evaluated in the presence of tone and pulsed Gaussian interference. One system obtains frequency diversity by sending the same data bit simultaneously on all the carriers while a second system obtains both time and frequency diversity by sequentially sending a given data bit on different carriers until it is sent on all possible carriers. Interference excision, in which some of the transform bins are removed in the detection process, is used in the receivers. Simulated BER performance in AWGN and interference is presented for systems that use a number of different block transforms and the Modulated Lapped Transform (MLT) and it is shown that the MLT provides much better performance due to its ability to confine the interference energy to a few transform bins.

1. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM), often called multi-carrier modulation, is a method designed to efficiently utilize channels with non-flat frequency responses and/or non-white noise. The information to be transmitted is divided up among the many carriers in the system in a manner which optimizes the capacity for a given channel. This technique has been implemented for a variety of applications, including high-speed transmission over telephone lines. It has recently found application as the signaling standard for asymmetric digital subscriber lines (ADSL) [1].

In this paper, we study the use of OFDM as a spread spectrum modulation, where, rather than dividing up the information among the carriers, the same information is sent on all the carriers in the system. In effect, this technique spreads the signal bandwidth by a factor equal to the number of carriers in the system, assuming that the carriers are grouped together in the spectrum. Processing gain is obtained by coherently combining the signals on the various carriers in the receiver. In the presence of partial-band interference, a decision can be made to exclude some of the carriers from the coherent combiner if those carriers have been "jammed" by the interference. By excluding these carriers, the effect of the interference can be diminished and the performance of the system enhanced. This technique is similar to transform domain excision which has been studied extensively [2, 3, 4, 5].

This paper also discusses a variation to this technique in which a given data bit is sent sequentially on all the carriers rather than simultaneously. Consequently, at a given instant, a different data bit is being sent on each of the M carriers. Each data bit is also sent M times, once on each of the M different carriers, and the received energy for a given data bit is coherently combined to make a decision. It will be shown that this approach provides a performance gain when coupled with the exciser in the presence of pulsed Gaussian interference.

To a large extent, multi-carrier systems have relied upon sinusoidal carriers to convey information. These systems can be implemented efficiently using the discrete Fourier transform (DFT), implemented as the fast Fourier transform (FFT). In the modulator, an inverse FFT is used to place the information on the equally-spaced carriers while, at the receiver, a forward FFT is used to frequency translate all the carriers to baseband. One problem with the FFT approach is that there is considerable spectral overlap with a large number of adjacent carriers, a problem which is often mitigated in multipath channels through the use of a cyclic prefix [6]. In the partial-band interference scenario the problem is magnified because processing by a rectangular-windowed FFT will result in interference components being spread over a much larger portion of the band. To combat this problem, we propose to use non-sinusoidal carriers which are based on Lapped Transforms (LT) and, in particular, Modulated Lapped Transforms (MLT) [7]. This approach is similar to the wavelet-based OFDM system that was proposed by Sandberg [8]. With LTs, the basis vectors are not restricted in length as they are in conventional block transforms like the DFT and discrete cosine transform (DCT). Indeed, whereas the lengths of the block transform basis vectors are limited to the number of transform domain cells, or bins, the LT basis vectors have length $L$, that is equal to some even integer multiple of the number of bins, i.e. $L = 2KM$, where $M$ is the number of bins and $K$ is the overlapping factor [7]; the inputs to successive transforms are produced by overlapping segments of the received signal. Thus, in comparison to traditional length-$M$ basis vectors, the basis vectors associated with LTs typically yield improved stopband attenuation in the frequency domain for a given filter bandwidth. Fortunately, there exist efficient filter bank structures that allow these longer basis vectors to be used while only moderately increasing the number of required arithmetic operations [7]. The improved stopband attenuation will contain partial-band interference to fewer transform bins, allowing the interference to be suppressed by removing fewer bins.

The remainder of the paper discusses the MLT and describes how it can be used in an OFDM system. Bit-error-rate (BER) performance results are presented which compare the performance of the MLT-based OFDM system to systems using the FFT, DCT and a full-binary tree (FBT) subband decomposition.

2. MODULATED LAPPED TRANSFORMS
To be consistent with the development of LTs as presented in [9, 7], modulated lapped transforms are considered here as a subset of general LTs with $K = 1$. The basic premise of the MLT is to use a 2M-tap lowpass filter as a subband filter prototype which is shifted in frequency to produce a set of orthogonal bandpass FIR filters spanning the frequency domain. Denoting the lowpass prototype as $h[n]$, the sinusoidally modulated basis vectors can...
be expressed as \[7\]

\[
\psi_k[n] = h[n] \sqrt{\frac{2}{M}} \cos \left( \left( n + \frac{M+1}{2} \right) \left( k + \frac{1}{2} \right) \pi \frac{n}{M} \right),
\]

(1)

where \(0 \leq n \leq 2M - 1\) and \(0 \leq k \leq M - 1\).

Of central importance to the development of the MLT is the design of the lowpass prototype, \(h[n]\). To meet the perfect reconstruction requirements \(h[n]\) must satisfy the following requirements \[7\],

\[
h[2M - 1 - n] = h[n]
\]

(2)

and

\[
h^2[n] + h^2[n + M] = 1
\]

(3)

Note that the range over \(n\) in the last equation is limited to \(M/2 - 1\) due to the symmetry of \(h[n]\) as suggested by Eq. 2. Although there are many solutions to the above equations, the half-sine windowing function \[7\],

\[
h[n] = \sin \left( \frac{\left( n + \frac{1}{2} \right) \pi}{2M} \right),
\]

(4)

is used exclusively throughout the remainder of this paper as the MLT lowpass filter prototype. Figure 1 illustrates the frequency response associated with the half-sine windowing function for \(M = 64\). Whereas non-windowed FFT basis vectors yield sidelobes that are roughly 13 dB down from the main lobe, the sidelobe energy level obtained using the MLT approximately 23.5 dB below that of the main lobe.

![Typical magnitude-squared frequency response of the MLT subband filters.](image)

Figure 1. Typical magnitude-squared frequency response of the MLT subband filters.

### 3. OFDM SPREAD SPECTRUM SYSTEM

A spread spectrum OFDM system which includes interference excision in the receiver is shown in Figure 2. The input data is fed into an inverse transform and the result is passed through the channel to the receiver. It is assumed that the up- and downconversion processes in the transceiver are transparent and that the receiver has symbol timing. At the receiver, a forward transform is performed to effectively frequency translate all the carriers to baseband. An exciser determines which carriers are predominantly interference and removes them and the remaining carriers are summed. A decision is then made on the current data bit.

The lower part of Figure 3 shows the processing which replaces the forward transform in the receiver of Figure 2 when the MLT is used. As is evident from the transmitter processing described above, only one-half of a particular inverse MLT output vector is transmitted at a given time. As a result, the receiver must observe two received vectors of length \(M\) in order to assemble the \(2M\) vector elements needed for the forward transform. As the figure shows, the \(2M\) length vector is produced by using the current received vector as the lower \(M\) element and a delayed received vector as the upper \(M\) elements for the forward MLT.

![OFDM system using block transforms and interference excision](image)

Figure 2. OFDM system using block transforms and interference excision.

![Transmitter (top) and receiver (bottom) processing in a MLT-based OFDM system](image)

Figure 3. Transmitter (top) and receiver (bottom) processing in a MLT-based OFDM system.
4. MODIFIED OFDM SYSTEM

The system of Figure 2 can be modified to insert some additional time diversity into the signal. The basic idea is that, rather than sending the same data on all the carriers simultaneously, a given data bit can sequence through the carriers in some pseudo-random pattern. As before, all the carriers in the system would always be carrying data but, now, a number of different data bits would be modulating carriers at a given time. For instance, each of the $M$ carriers could be modulated by a different data bit and each data bit could modulate a different carrier in $M$ successive intervals. In this case, the same amount of energy would be transmitted for each data bit as before, except that energy would now be spread over $M$ data bit intervals rather than one. Of course, a given data bit could modulate a number of different carriers in each interval and be spread over a shorter time interval, if desired. Coherently combining all of the energy from the received carriers that are modulated by the same data bit would provide the same performance as the earlier system in AWGN.

There are several advantages of this new approach:

- The resulting signal would be much more “random” since the actual transmitted waveform would be the function of multiple data bits. Whereas, the original system would be simply sending the same waveform, inverted or non-inverted, during each data bit interval, this new system would have up to $2^M$ different waveforms which are chosen depending on sequence of data bits being sent. This property would make the signal more suitable for low probability of detection and low probability of intercept (LPD/LPI) applications.
- The time diversity would make the signaling scheme less susceptible to time-varying interference since segments of the signal can be lost while still retaining information from all the data bits.

Figure 4 shows the block diagram of the new system. The new functions are a block in the modulator which maps the input data bits onto the carriers and a block in the demodulator which undoes this mapping operation and re-aligns in time all the energy corresponding to a single data bit. The primary feature of these blocks is that they have memory.

5. RESULTS

5.1. Original System

Simulation has been used to study the performance of the original OFDM spread spectrum system with a number of different transforms, including the FFT, DCT, MLT and a full binary tree (FBT) using 4-tap Daubechies filter coefficients[10]. In all cases a 64-bin transform was used. In the presence of AWGN only, all the systems provide the theoretical BPSK performance, as expected. A more interesting comparison occurs when a tone jammer is used along with excision. The particular exciser that was used excises, i.e. sets to zero, any bins that exceed a fixed threshold along with a set number of adjacent bins. The removal of these adjacent bins produces a desired “notch width”. To generate the BER results that are presented, Monte Carlo simulations were performed for each of the test systems and data was collected for a range of threshold and notch width values. All the data points presented below are the best results obtained for the threshold and notch width values tested. The results, then, represent a “best case” performance.

Figure 5 shows the BER performance as a function of normalized jammer frequency over the range of 0.125 to 0.140625. The normalization is to a sampling frequency of unity. These frequencies span the range between adjacent bin centers in the transforms. For this plot, the energy per bit to one-sided noise power spectral density $E_b/N_0$ is 4 dB and the jammer-to-signal power ratio (JSR) is 30 dB. As expected, the results show some symmetry around the center frequency value, since each end value places the jammer frequency at a bin center. For the most part, the transforms perform best when the jammer occurs at a bin center due to the fact that these jammer frequencies minimize the spectral spreading due to windowing. For example, the FFT of a signal having a frequency that is a bin center frequency will be confined to a single bin even with rectangular windowing of the input. For other jammer frequencies, additional bins must be excited in order to remove the jammer energy, resulting in additional loss of signal energy and the increasing of the BER.

The MLT significantly outperforms the other transforms, maintaining a BER very near of 0.0125, which is the value for AWGN alone with $E_b/N_0 = 4$ dB. This excellent performance is due to the ability of the MLT transform in the receiver to contain the jammer energy to a few bins. It was observed that the best performance for MLT at all the frequencies tested was obtained when the notch width was between one and five bins. The FTF did not perform as well as the MLT, largely due to the fact that more bins had to be excited in order to remove the jammer. In this case the best performance was obtained when the notch width...
was between 15 and 17 bins except for the frequencies of 0.125 and 0.140625, where excising a single bin provided the best performance. The DCT also required a wide notch width, yet did not perform as well as the FFT. Finally, the FBT performed particularly poorly due to the fact that it cannot confine the jammer energy to a few bins.

Figure 6 shows the BER performance as a function of $E_b/N_0$ for the various transforms in the presence of a tone jammer with JSR = 30 dB and a normalized frequency of 0.135. Without excision, all the systems perform very poorly in the presence of this jammer, with BER performance approaching 0.5. With excision, the MLT provides the best performance.

5.2. Modified System

Based on the superior performance of the MLT demonstrated above, the modified system was simulated using only the MLT. In this simulation, the data mapper simply stepped a data bit through the all 64 carriers, i.e. each data bit modulated a different carrier for each of 64 sequential data bit intervals. Initial simulations in AWGN showed that the system performance matched that of BPSK in AWGN, as expected. Additionally, simulations with tone jamming showed that both systems performed virtually the same. This result is expected since the additional time diversity of the modified system does not provide any advantage for a continuous-tone jammer.

Both systems were also tested in the presence of pulsed Gaussian jamming. In this case, the jammer consisted of gated white Gaussian noise with duty factors of 10% and 25% and a repetition period of 7.8125 times the data bit interval. With this repetition period and duty factors, the high-power Gaussian noise does not affect every transform in the receiver. While time-domain excision, in which time segments of the received signal are excised, would be the preferable approach to suppressing this type of jammer, the performance of the original and modified systems with the transform domain excision was studied.

Figures 8 and 9 show the performance of the two systems in the presence of a pulsed Gaussian jammer with JSR = 30 dB and a duty factors of 0.1 and 0.25, respectively. As the figures show, the modified system (labeled as "delay") performs worse than the original system (labeled as "normal") when excision is not used. This performance difference occurs because the pulsed jammer is able to affect all the data bits in the modified system due to the fact that a particular data bit modulates a carrier in 64 successive data bit intervals. In the original system, however, the jammer was inactive during some bit intervals, allowing the correct detection of some data bits. However, when excision is used, the situation is reversed and modified system is clearly superior. In fact, the same reason that the original system is better without excision makes the modified system better with excision. In the original system excision is totally ineffective because, if the pulsed jammer is active during some bit intervals, allowing the correct detection of some data bits. However, when excision is used, the situation is reversed and modified system is clearly superior. In fact, the same reason that the original system is better without excision makes the modified system better with excision.
results with the exciser tended to only worsen the performance of the original system with this jammer. With the modified system, however, excision is very effective since removing jammed portions of the signal removes the contribution of these jammed carriers to the coherent combiner and allows detection to be performed using data bit energy contained in the unjammed carriers.

Comparison of the two figures shows that, as the duty factor increases, the performance of the modified system with excision worsens. Figure 10 shows the BER performance for $E_b/N_0 = 6$dB and JSR =30dB as the duty factor increases. As the duty factor approaches unity, the jammer approaches a white Gaussian jammer and the excision technique becomes totally ineffective.

6. CONCLUSIONS

This paper shows how an OFDM spread spectrum system can be constructed using the MLT. The performance of this MLT OFDM system is compared to that for OFDM systems implemented using block transforms when the channel introduces a tone jammer and the receiver performs interference excision. The superiority of the MLT-based system is clearly demonstrated by the fact that, in the presence of a tone jammer, the BER performance remains near that for a channel with AWGN alone, showing little sensitivity to jammer frequency and JSR value.

Additionally, the OFDM system was modified to spread the data bits in both time and frequency. In this way, it is possible to obtain protection from time-varying channel effects such as pulsed jamming. Results using a MLT and a transform domain exciser demonstrated this protection. Additional work will focus on applying a time-domain exciser under these conditions.
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ABSTRACT

Two systems that use orthogonal frequency division multiplexing (OFDM) as a spread spectrum technique are described and their performance is evaluated in the presence of tone and pulsed Gaussian interference. One system obtains frequency diversity by sending the same data bit simultaneously on all the carriers while a second system obtains both time and frequency diversity by sequentially sending a given data bit on different carriers until it is sent on all possible carriers. Interference excision, in which some of the transform bins are removed in the detection process, is used in the receivers. Simulated BER performance on AWGN and interference is presented for systems that use a number of different block transforms and the Modulated Lapped Transform (MLT) and it is shown that the MLT provides much better performance due to its ability to confine the interference energy to a few transform bins.

1. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has received considerable attention as a method to efficiently utilize channels with non-flat frequency responses and/or non-white noise. The information to be transmitted is divided up among the many carriers in the system in a manner which optimizes the capacity for a given channel. This technique has been implemented for a variety of applications, including high-speed transmission over telephone lines. It has recently found application as the signaling standard for asymmetric digital subscriber lines (ADSL)[1].

This paper considers the use of OFDM as a spread spectrum modulation wherein spectral spreading is accomplished by putting the same data on all the carriers, producing a spreading factor equal to the number of carriers. At the receiver, the energy from all the carriers is coherently combined to produce the decision variable. A benefit of this type of system arises from the presence of partial-band interference since jammed carriers can be efficiently removed from the coherent combining operation. This technique is similar to transform domain excision which has been studied extensively [2, 3, 4, 5] for use in direct sequence spread spectrum receivers. In these systems, a received signal with partial-band jamming is processed by a transform, most often a Fourier Transform or Fast Fourier Transform (FFT), and portions of the transform which are primarily jammer are "excised", i.e. set to zero. The effect is to remove most of the jammer energy and only a small amount of desired signal energy, producing improved receiver performance. In the system discussed in this paper, the excision is performed on a carrier-by-carrier basis, where jammed carriers are omitted from the decision process.

To a large extent, OFDM systems have been implemented efficiently using the discrete Fourier transform (DFT) implemented as the fast Fourier transform (FFT). In the modulator, an inverse FFT is used to place the information on the equally-spaced carriers while, at the receiver, a forward FFT is used to frequency translate all the carriers to baseband. One problem with the FFT approach is that there is considerable spectral overlap among the orthogonal carriers. This overlap is not a problem unless the orthogonality is lost due to channel effects such as multipath fading, producing inter-carrier and inter-symbol interference. This problem is often mitigated through the use of a cyclic prefix [6]. In the partial-band interference case the problem is magnified because processing by a rectangular-windowed FFT will result in interference energy falling into many transform bins even when this interference is confined to a small portion of the transmit spectrum. This problem is the result of the sin x/x frequency response of each bin of the FFT. To combat this problem, we propose to use carriers which are based on Lapped Transforms (LT) and, in particular, Modulated Lapped Transforms (MLT)[7]. This approach is similar to the wavelet-based OFDM system that was proposed by Sandberg [8]. With LTs, the basis vectors are not restricted in length as they are in conventional block transforms like the DFT and discrete cosine transform (DCT). Indeed, whereas the lengths of the block transform basis vectors are limited to the number of transform domain cells, or bins, the LT basis vectors have length, that is equal to some even integer multiple of the number of bins, i.e. $L = 2KM$, where $M$ is the number of bins and $K$ is the overlapping factor[7]; the inputs to successive transforms are produced by overlapping segments of the received signal. Thus, in comparison to traditional length-$M$ basis vectors, the basis vectors associated with LTs typically yield improved stopband attenuation in the frequency domain for a given filter bandwidth. Fortunately, there exist efficient filter bank structures that allow these longer basis vectors to be used while only moderately increasing the number of required arithmetic operations [7]. The improved stopband attenuation will contain partial-band interference to fewer transform bins, allowing the interference to be suppressed by removing fewer bins. The use of LT's in place of FFT's produces a form of partial-response signaling since information derived from a particular data bit will affect each carrier for a period lasting multiple data bits in duration.

Kaleh proposed an OFDM spread spectrum system which has carriers with disjoint frequency support and studied its performance in partial-band Gaussian jamming [9]. He derived the optimal receiver and showed its performance and, in addition, showed a sub-optimal receiver which uses an exciser to remove jammed carriers. The system proposed here is similar to the sub-optimal system, though it differs in that it uses lapped transforms and also introduces time-diversity into the signal. This time diversity is produced by having a given data bit modulate only a subset of the carriers at a given time, therefore requiring multiple data bit intervals to modulate all the carriers. In a simple example, a given data bit may only modulate one carrier at a time, requiring $M$ data bit intervals to step through each of the $M$ carriers. It is important to emphasize that each data bit is still sent on each of
the $M$ carriers; the difference is that each data bit will not modulate all the carriers at the same time. At the receiver, energy from all the $M$ carriers associated with a given data bit is still coherently combined to make a decision.

An advantage of inserting time diversity is that the signal can be less susceptible to time-varying interference, such as a pulsed jammer. Time segments of the received signal can be lost while still maintaining adequate performance. To illustrate this point, we will consider pulsed Gaussian jamming and a receiver equipped with a time-domain exciser, i.e. time segments of the received signal which are jammed will be set to zero. It will be shown that the introduction of time diversity provides a performance gain when coupled with this exciser in the presence of pulsed Gaussian interference.

The use of an OFDM spread spectrum signal rather than the conventional direct sequence signal opens up a number of possibilities:

- The transmitter can adjust the transmit spectrum in response to the jamming conditions by varying the power of each of the carriers.
- Coding can be used in place of simply sending the same data on all the carriers. In essence a repetition code can be replaced by a much better code.
- Inserting time diversity produces a transmitted waveform that is the function of multiple data bits. Consequently, there are up to $2^M$ different waveforms which are chosen depending on sequence of data bits being sent. This property could make the signal more suitable for low probability of detection and low probability of intercept (LPD/LPI) applications.

The remainder of the paper discusses the MLT and describes how it can be used in an OFDM system. Simulated bit-error-rate (BER) performance results are presented which compare the performance of the MLT-based OFDM system to a system using the FFT.

2. MODULATED LAPPED TRANSFORMS

Inherent in the design of LTs is the satisfaction of the perfect reconstruction (PR) criterion, which implies that for an input sequence, $x[n]$, the reconstructed signal samples, $\hat{x}[n]$, are equal to the original values to within a constant scale and delay adjustment, i.e.

$$\hat{x}[n] = c x[n - n'],$$

where $c$ and $n'$ are constants.

To be consistent with the development of LTs as presented in [10, 7], modulated lapped transforms are considered here as a subset of general LTs with $K = 1$. The basic premise of the MLT is to use a $2M$-tap lowpass filter as a subband filter prototype which is shifted in frequency to produce a set of orthogonal bandpass FIR filters spanning the frequency domain. Denoting the lowpass prototype as $h[n]$, the sinusoidally modulated basis vectors can be expressed as [7]

$$\psi_n[n] = h[n] \sqrt{\frac{2}{M}} \cos \left[ \left( n + \frac{M + 1}{2} \right) \left( k + \frac{1}{2} \right) \frac{\pi}{M} \right],$$

where $0 \leq n \leq 2M - 1$ and $0 \leq k \leq M - 1$.

Of central importance to the development of the MLT is the design of the lowpass prototype, $h[n]$. To meet the perfect reconstruction requirements $h[n]$ must satisfy the following requirements [7],

$$h[2M - 1 - n] = h[n] \quad 0 \leq n \leq M - 1.$$  (3)

and

$$h^2[n] + h^2[n + M] = 1 \quad 0 \leq n \leq M/2 - 1.$$  (4)

Note that the range over $n$ in the last equation is limited to $M/2 - 1$ due to the symmetry of $h[n]$ as suggested by (3). Although there are many solutions to the above equations, the half-sine windowing function [7],

$$h[n] = -\sin \left[ (n + \frac{1}{2}) \frac{\pi}{2M} \right],$$  (5)

is used exclusively throughout the remainder of this paper as the MLT lowpass filter prototype. Figure 1 illustrates the frequency response associated with the half-sine windowing function for $M = 64$. Whereas non-windowed FFT basis vectors yield sidelobes that are roughly 13 dB down from the main lobe, the sidelobe energy level obtained using the MLT approximately 23.5 dB below that of the main lobe.

![Figure 1. Typical magnitude-squared frequency response of the MLT subband filters.](image)

The implementation of LT's and their inverses can be viewed in terms of either filter banks or transforms. Figure 2 shows the LT from a transform perspective. The implementation of the forward transform requires that segments of the input signal be overlapped in time, as shown in the top part of Figure 2. Here,
3. OFDM SPREAD SPECTRUM SYSTEM

A spread spectrum OFDM system which includes both time and transform domain interference excision in the receiver is shown in Figure 3. The input data is fed into a data mapper block which determines how the data is applied to the carriers. In a simple system without time diversity, this block simply applies the same data bit to all carriers concurrently. When time diversity is used, this data mapper block must have memory since a single data bit will affect one or more carriers over a number of bit intervals. The output of the data mapper goes to an inverse transform and the result is passed through the channel to the receiver. It is assumed that the up- and down-conversion processes in the transceiver are transparent and that the receiver has symbol timing. At the receiver, the signal first passes through a time domain exciser which removes time segments of the received signal that have power that is significantly above the average power of the signal. The purpose of this block is to remove pulsed interference. A forward transform is then performed to effectively frequency translate all the carriers to baseband. An transform domain exciser then determines which of the demodulated carriers are predominantly interference and removes them. The remaining demodulated carriers are fed to the inverse mapper which undoes the operation performed by the data mapper in the transmitter, thereby time-aligning all the information associated with a particular data bit. The components at the output of the inverse mapper are summed and a decision device is used to determine the data bit that was sent.

4. TEST SYSTEMS

Simulation has been used to study the performance of a binary OFDM spread spectrum system, both with and without time-diversity, when the transform is the FFT and MLT. In all cases a 64-bin transform was used and all carriers had equal power. In the presence of AWGN only, all four systems provide the theoretical BPSK performance, as expected. A more interesting comparison occurs when a jamming is used along with excision. The two types of jammers considered are fixed frequency tone jamming and pulsed broadband Gaussian jamming and the performance was measured for each of these jammers individually. The tone jammer is localized in frequency and is particularly amenable to transform domain excision. The type of frequency domain exciser that was used sets to zero any bins that exceed a fixed threshold along with a set number of adjacent bins. The removal of these adjacent bins produces a desired "notch width". The pulsed broadband Gaussian jammer is localized in time and, therefore, is well matched to a time domain exciser. The particular implementation of this exciser sets to zero any received signal samples having a power that exceeds the average signal power by a set amount. To generate the BER results that are presented, Monte Carlo simulations were performed for each of the test systems and data was collected for a range of exciser parameter values. All the data points presented below are the best results considering all the tested exciser parameter values, meaning the results represent a "best case" performance which may not be achievable when a practical exciser is used.

5. RESULTS

5.1. Tone Jammer

Figure 4 shows the BER performance as a function of normalized jammer frequency over the range of 0.125 to 0.140625. The normalization is to a sampling frequency (and chip rate) of unity. These frequencies span the range between adjacent bin centers in the transforms. For this plot, the energy per bit to one-sided noise power spectral density \( E_b/N_0 = 4 \) dB and the jammer-to-signal power ratio (JSR) is 30 dB. As expected, the results show some symmetry around the center frequency value, since each end value places the jammer frequency at a bin center. Both transforms perform best when the jammer occurs at a bin center due to the fact that these jammer frequencies minimize the spectral spreading due to windowing. For example, the FFT of a signal having a frequency that is a bin center frequency will be confined to a single bin even with rectangular windowing of the input. For other jammer frequencies, additional bins must be excited in order to remove the jammer energy, resulting in additional loss of signal energy and the increasing of the BER.

The MLT significantly outperforms the FFT, maintaining a BER very near 0.0125, which is the value for AWGN alone with \( E_b/N_0 = 4 \) dB. This excellent performance is due to the ability of the MLT transform in the receiver to contain the jammer energy to a few bins. It was observed that the best performance for MLT at all the frequencies tested was obtained when the notch width was between one and five bins. The FFT did not perform as well as the MLT, largely due to the fact that more bins had to be excited in order to remove the jammer. In this case the best performance was obtained when the notch width was between 15 and
17 bins except for the frequencies of 0.125 and 0.140625, where
excising a single bin provided the best performance.

Figure 5 shows the BER performance as a function of $E_b/N_0$
in the presence of the tone jammer with JSR = 30 dB and a
normalized frequency of 0.135. Without excision, both systems
perform very poorly in the presence of this jammer, with BER
performance approaching 0.5. With excision, the MLT provides
the best performance.

Figure 6 shows how the performance of the systems varies with
JSR. Once again, $E_b/N_0=4$ dB and the normalized jammer fre-
quency is 0.135. When JSR is low, i.e., when there is virtually
no jamming, both transforms provide the same performance of
0.0125. As the JSR increases towards 50 dB, the performance of
the FFT falls off first, heading toward a value of 0.5. The spectral
containment provided by the MLT again enables outperform the
FFT.

Figure 7, 8 and 9 show the performance of the two systems
when the duty factors are 0.1, 0.25 and 0.4, respectively. Each
plot shows the performance of the MLT and FFT systems both
with and without diversity.

The results presented above are for the case where time diver-
sity is not used, meaning that a data bit is transmitted on all the
carriers simultaneously. Simulations using time diversity are not
shown since they yielded nearly identical performance results as
those shown. This is a sensible result since time diversity should
not provide an advantage for a jammer that is active at all times.

5.2. Pulsed Gaussian Jammer
The systems were also tested in the presence of pulsed Gaussian
jamming. In this case, the jammer consisted of gated white Gau-
sussian noise with duty factors of 0.1, 0.25 and 0.4 and a repetition
period of 7.8125 times the data bit interval. With this repetition
period and these duty factors, the high-power Gaussian noise does
not affect every transform in the receiver.

Figures 7, 8 and 9 show the performance of the two systems
when the duty factors are 0.1, 0.25 and 0.4, respectively. Each
plot shows the performance of the MLT and FFT systems both
with and without diversity.

For all the cases tested, the systems with time diversity provide
much better performance than the systems without time diversity.
This is an expected result since, without time diversity, loss of a
time segment of the received signal can result in the loss of most, if not all, of the information associated with one or more data bits. For the repetition rate that was used, a duty factor of 0.1 makes the jammer active for time segments that are slightly less than a data bit interval while duty factors of 0.25 and 0.4 make the jammer active for segments greater than a data bit interval. With the time diversity used in the simulation, i.e. spreading a data bit over 64 data bit intervals, it is necessary to jam a time segment having a duration of 64 data bit intervals in order to lose all the information for a data bit. Consequently, the time domain excision of the pulsed jammer with time diversity tends to slightly reduce the received energy for a large number of data bits while, without time diversity, the excision tends to greatly reduce the received energy for a few data bits.

For all the duty factors tested, the FFT systems provide better performance than the MLT systems. This is due to the fact that excising a time segment of the waveform in the MLT case produces some inter-symbol interference (ISI). This ISI is the result of the fact that the MLT system produces partial response signals and some inter-symbol interference (ISI). This ISI is the result of spreading a data bit over 64 data bit intervals in order to lose all the information for a data bit. Consequently, the duty factor increases since time domain excision becomes less effective reducing more signal along with the jammer. With a greater duty cycle, the jammer approaches a white noise jammer.

6. CONCLUSIONS

This paper shows how an OFDM spread spectrum system can be constructed using the MLT and FFT and how time and transform domain excision can be used with these systems to improve their performance in the presence of jamming. Transform domain excision is useful for narrowband jamming, since frequency segments of the received signal can be excited, thereby removing much of the jammer power and retaining much of the signal power. Time domain excision is useful for jammers that are localized in time.

The OFDM systems considered include some which introduce time diversity into the signal by having a given data bit modulate a subset of carriers over multiple data bit intervals. This time diversity provides a performance advantage with time-localized jamming.

The MLT system was shown to be better than the FFT system when tone jamming is used along with a transform transform do-
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