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1. INTRODUCTION

Satellite imagery and other remote sensing products often provide the only observational data of tropical cyclones. This is especially true in the western Pacific where aircraft reconnaissance missions stopped in 1987. Manual estimate procedures using satellite imagery (Dvorak, 1984) provide valuable assistance in determining tropical cyclone intensity. An objective Dvorak technique (Velden, et al., 1998) is currently being studied to enhance the manual method. In an effort to take advantage of the unique characteristics (Hawkins, et al., 1998) of Special Sensor Microwave/Imager (SSM/I) data, one Naval Research Laboratory effort (outside the scope of this paper) involves the computation of empirical orthogonal functions of SSM/I tropical cyclone data and presenting those values as inputs to a neural network to estimate the tropical cyclone intensity at a given imagery time (May, et al., 1997).

The algorithm applied in the research described here also uses SSM/I data, specifically the 85 GHz (H-pol) channel and a derived rain rate product. The 512x512 pixel imagery is cyclone-centered and image characteristics (computer vision features) are computed from the imagery data. A subset of these features is presented to a pattern recognition algorithm (k-nearest neighbor) and an intensity estimate is provided as output.

A description of the imagery characteristics (including available data and computer vision features) and feature selection methodology is provided in section two. Section three is a discussion of the algorithm used to automate the tropical cyclone intensity estimate and the current evaluation results. A summary follows in section four.

2. IMAGERY CHARACTERISTICS

For any supervised learning algorithm, “ground truth” data is needed to train and test the classifier or identification algorithm. To satisfy this requirement, 583 SSM/I images (512x512 pixels; cyclone-centered) and the associated best track intensity (in knots) are taken from 114 cyclones (from 1988 to 1997) in both the Atlantic (includes Caribbean Sea and Gulf of Mexico) and Pacific (eastern and western) basins. An example 85 GHz image is shown in Figure 1. To automate the tropical cyclone intensity estimation, characteristic features need to be computed. Using the 85 GHz (H-pol) channel and a derived rain rate product, 150 computer vision features are computed for each image. An example rain rate image is shown in Figure 2. See Figure 3 for a distribution of the 583 images according to intensity.

Figure 1. SSM/I 85 GHz (H-pol) image of Hurricane Andrew on 25 Aug 92 at 2252 UTC.
input vector for the pattern recognition algorithm. For additional information on feature selection algorithms see Aha and Bankert (1995).

While previous uses of feature selection algorithms required the data to be organized in discrete classes, for this study the algorithm has been modified to make use of the actual intensity associated with each image (i.e., continuous data). Instead of searching for a feature subset that maximizes classification accuracy, the search is for a subset that minimizes the root-mean-square error (measured in knots).

3. AUTOMATED INTENSITY ESTIMATE

A k-nearest neighbor classifier is used as the evaluation function in the feature selection algorithm and will serve as the automated tropical cyclone intensity estimate algorithm. This classification routine computes the similarity distances in feature space between the testing sample and each training sample. Using the single nearest neighbor distance as the standard for inclusion, those training samples within a distance factor (1.5 * nearest-neighbor distance) are used to estimate the testing sample intensity. A simple averaging technique is performed on those k-nearest neighbor intensities.

After a search and evaluation process within the feature selection algorithm, 18 characteristic features (listed in Table 1) were selected as the feature subset to represent each tropical cyclone at the time of the imagery. A leave-one-out cross validation test was applied to the entire data set. In this test, each sample (represented by the 18 selected features) is presented to the k-nearest neighbor algorithm, with the similarity distance to each of the remaining 582 samples computed. The feature selection and testing procedure is illustrated in Figure 4. The distribution of absolute error among 10 knot bins can be found in Figure 5; the average absolute error (AAE) for the 583 samples is 11.6 knots and the root mean square error (RMSE) is 15.8 knots.

Although the leave-one-out cross validation is considered a measure of the algorithm performance on unseen instances, two additional tests were performed on unseen cases. For each test, the data were divided into two parts: one to serve as the samples for feature selection and training and the other as testing. The first test was
a random selection (approx. 75% training, 25% testing). Twelve features were selected using 444 samples in the feature selection algorithm. Leave-one-out cross validation testing on these training samples resulted in an RMSE of 16.4 kts and an AAE of 12.5 kts (distance factor = 2.5). For the independent testing set (139 samples) the RMSE is 17.1 kts with an AAE of 13.5 kts (distance factor = 2.25).

Table 1. Selected features (583 samples).

1. # pixels > 0 rain rate
2. # TC (c<255 K) pixels in NE quadrant
3. Max segmented region size / Total TC pixels
4. Latitude
5. Standard Dev. of TC pixels (inner 100x100)
6. Gray Level Diff. Vector contrast (N-S direction)
7. Sum and Diff. Hist. correlation (E-W direction)
8. Std. Dev. of quadrant sizes (inner 200x200)
9. Mean pixel value (inner 100x100)
10. Total rain rate (inner 150x150)
11. # pixels >0 rain rate (inner 150x150)
12. Median pixel value (> 255K pixels only)
13. # TC pixels (< 255K)
14. I Month - 91
15. Minimum pixel value (inner 200x200)
16. Minimum pixel value (inner 100x100)
17. # TC pixels in SE quad / Total TC pixels
18. Highest enclosed eye threshold temperature - Lowest enclosed eye threshold temperature

The second test divided the samples by cyclone, with no images from a particular cyclone in both the training and testing sets. For example, all Andrew images are training samples and all Linda images are testing samples. Twelve features were selected using 439 training samples (103 tropical cyclones). Leave-one-out testing of these samples (distance factor = 1.5) resulted in an RMSE of 15.4 kts and AAE of 11.6 kts. For the independent testing set (144 samples; 11 tropical cyclones) the RMSE is 23.1 kts and the AAE is 18.5 kts (distance factor = 2.5).

All testing results are summarized in Table 2. Four of the five tests have very similar results. These results are very encouraging especially considering the fact that the best track intensity (used as ground truth) is recognized as being an approximation and not necessarily exact. The higher error statistics that resulted from the remaining test (cyclone unseen) can be explained in part to the fact that there were no images in the
An algorithm to estimate tropical cyclone intensity from SSM/I imagery using computer vision is demonstrated. A feature selection algorithm is applied to the data to reduce the dimension of the input vector and enhance the performance of the pattern recognition algorithm. A k-nearest neighbor algorithm is used to output a tropical cyclone intensity estimate at a particular SSM/I image time by calculating similarity distances (in the selected feature space) between the unknown sample and the stored training samples.

Testing results, while promising, indicate there is room for improvement. Adding more samples, examining other feature characteristics, and computing features from other SSM/I channels and derived products should improve performance. We will also examine ways to manipulate the k-nearest neighbor computations (distance factors, median instead of mean, etc.) to maximize performance on unseen samples.
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