
*0WJ.    i. i.vuiii   inia   uurx   ÜUK  KtSfKUUtltriOW   i'LIKfUSES 

REPORT DOCUMENTATION PAGE Fomj Approved 
OMB NO. 0704-0188 

Public reporting burden for this collection of information is estimated to average 1 hour per response, «iduding the time for reviewing instructions, searching enstng data I  
gathering and mamaming the data needed, and eompleftng and reviewing the collection of information. Send comment regarding this burden estimates or any other aspect of this 
collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for information Operations'and Reports. 1215 Jefferson 
Daws Highway. Suite 1204. Arlington. VA 22202-4302. and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188). Washington. OC 20503. 

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED 
Final  Report (4/1/94-3/31/98) 

4. TITLE AND SUBTITLE 

Bootstrap Calibration, Model Selection and Tree-Structured 
Methods 

6. AUTHOR(S) 

Wei-Yin Loh 

7. PERFORMING ORGANIZATION NAMES(S) AND ADDRESS(ES) 

University of Wisconsin-Madison 
750 University Avenue 
Madison, WI 53706 

9.    SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 

U.S. Army Research Office 
P.O. Box 12211 
Research Triangle Park, NC 27709-2211 

5. FUNDING NUMBERS 

sDftftrt<w~9+-6-o'o'v% 

8. PERFORMING ORGANIZATION 
REPORT NUMBER 

10. SPONSORING /MONITORING 
AGENCY REPORT NUMBER 

/}£o3a33o. ;3-/nA 

11. SUPPLEMENTARY NOTES 

The views, opinions and/or findings contained in this report are those of the authors) and should not be construed as 
an official Department of the Army position, policy or decision, unless so designated by other documentation. 

12a. DISTRIBUTION / AVAILABILITY STATEMENT 

Approved for public release; distribution unlimited. 

12 b. DISTRIBUTION CODE 

13. ABSTRACT (Maximum 200 words) 
19980520 150 _ 

Several problems in variable selection and decision trees were solved. In the 
case of linear regression models with increasing number of covariates, a method 
based on ordering the covariates in terms of their t-statistics is shown to be 
asymptotically consistent as the sample size increases. This result holds for the 
fixed design situation as well as that of random covariates. 

A new unbiased method of split selection for classification trees was devel- 
oped and implemented into computer software. The method is unbiased in the 
sense that when all the covariates are unrelated to the response variable, each 
covariate has an equal chance of being selected to split a node. No previous 
algorithm has this property. Bootstrap calibration plays a critical role in the 
algorithm. Empirical evaluations of the algorithm show that it is as accurate as 
the best classifiers from the statistical and computer science literature. It has 
the additional benefit of being one of the fastest algorithms. 

14. SUBJECT TERMS 

Bootstrap, Recursive Partitioning, Decision Trees 

17. SECURITY CLASSIFICATION 
OR REPORT 

UNCLASSIFIED 
NSN 7540-01-280-5500 

18. SECURITY CLASSIFICATION 
OF THIS PAGE 

UNCLASSIFIED 

19. SECURITY CLASSIFICATION 
OF ABSTRACT 

UNCLASSIFIED 

15. NUMBER IF PAGES i 
16. PRICE CODE 

20. LIMITATION OF ABSTRACT 

UL 
Standard Form 298 (Rev. 2-89^ 



BOOTSTRAP CALIBRATION, 
MODEL SELECTION AND 

TREE-STRUCTURED METHODS 

FINAL REPORT 
WEI-YIN LOH 
APRIL 6, 1998 

U. S. ARMY RESEARCH OFFICE 
GRANT NUMBER DAAH04-94-G-0042 

UNIVERSITY OF WISCONSIN, MADISON 

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED 

THE VIEWS, OPINIONS, AND/OR FINDINGS CONTAINED IN THIS 
REPORT ARE THOSE OF THE AUTHOR AND SHOULD NOT BE CON- 
STRUED AS AN OFFICIAL DEPARTMENT OF THE ARMY POSITION, 
POLICY, OR DECISION, UNLESS SO DESIGNATED BY OTHER DOC- 
UMENTATION. 

pnc 
^^nmmcTEz 



1 Problems studied 

1. Tests of equality of variances. 

2. Variable selection for linear models with high-dimensional covariates. 

3. Split selection methods for classification trees. 

4. Comparison of decision trees and other classification methods. 

5. Unbiased piecewise-linear regression trees. 

2 Summary of important results 

The following results were obtained for each of the problems listed above. 
References refer to the list of publications in Section 3. 

1. Seven tests of equality of variances were compared in terms of robust- 
ness and power in a simulation experiment with small to moderate 
sample sizes. The data were assumed to come from a location-scale 
family with unknown means, variances, and density functions. The 
tests considered were the Levene test, the Bartlett test with and with- 
out kurtosis adjustment, the Box-Andersen test, and three jackknife 
tests. The bootstrap versions of these tests were also compared. It 
is found that the Levene test and one jackknife test, as well as the 
bootstrap versions of the Levene test, the Bartlett test with kurtosis 
adjustment, and two jackknife tests, are robust. Among these, the 
bootstrap version of the Levene test tends to have the highest power. 
The results are published in [7]. 

2. The problem is that of variable selection in linear regression models 
when the number of covariates is allowed to increase with the sample 
size. The approach in [5] for the fixed design situation is extended to 
the case of random covariates. This yields a unified consistent selection 
criterion for both random and fixed covariates. By using ^-statistics to 
order the covariates, the method requires much less computation than 
an all-subsets search. The method can be applied to autoregressive 
model selection with increasing order. Simulation experiments were 
carried out to validate the theory. The results are published in [8]. 



3. Classification trees based on exhaustive search algorithms (such as AID 
and CART) tend to be biased towards selecting variables that allow 
more splits. As a result, such trees need to be interpreted with cau- 
tion. An algorithm called QUEST that has negligible selection bias was 
developed. Its split selection strategy shares similarities with the FACT 
method, but it yields binary splits and the final tree can be selected 
by a direct stopping rule or by pruning. Real and simulated data were 
used to compare QUEST with the exhaustive search approach. QUEST 
is shown to be substantially faster and the size and classification accu- 
racy of its trees are typically comparable to those of exhaustive search. 
The results are reported in [9]. Compiled executable versions of the 
computer program are available for downloading from the Pi's home- 
page (http://www.stat.wisc.edu/~loh/). The QUEST algorithm 
has been adopted by the commercial software publishers of SPSS and 
STATISTICA for inclusion in their packages. 

4. Twenty two decision tree, nine statistical, and two neural network clas- 
sifiers were compared on thirty-two datasets in terms of classification 
error rate, computational time, and (in the case of trees) number of 
terminal nodes. It is found that the average error rates for a majority 
of the classifiers are not statistically significant but the computational 
times of the classifiers differ over a wide range. The statistical classifier 
POLYCLASS based on a logistic regression spline algorithm has the 
lowest average error rate. However, it is also one of the most computa- 
tionally intensive. The classifier based on standard polytomous logistic 
regression and the QUEST classification tree with linear splits have the 
second lowest average error rates but are about 50 times faster than 
POLYCLASS. Among decision tree classifiers with univariate splits, 
the classifiers based on the C4.5, IND-CART, and QUEST algorithms 
have the best combination of error rate and speed, although the C4.5 
trees tend to have about twice as many nodes as those from the other 
two algorithms. The C4.5 classifier based on rules also has good accu- 
racy, but it does not scale as well as the other methods. These results 
are reported in [11]. 

5. A piecewise-constant regression tree model can be valuable for the in- 
sights that its tree structure provides. However, the standard exhaus- 
tive search approach to tree construction has three weaknesses that 



limits its usefulness. First, it possesses a variable selection bias that 
can lead to erroneous conclusions. Second, the piecewise-constant trees 
tend to have many levels of splits, which hinder interpretation. Third, 
its split selection criterion focuses only on one predictor variable at 
a time. As a result, it may fail to detect interactions between two 
predictors, or require more than one split to uncover them. 

An alternative approach, called GUIDE, to tree construction is devel- 
oped that (1) employs significance tests and the bootstrap to correct for 
biases in variable selection, (2) permits the fitting of piecewise-linear 
models to reduce tree complexity, and (3) chooses splits according to 
measures of curvature within individual predictors as well as interac- 
tions between pairs of predictors. The method accepts ordered and 
unordered predictor variables, with unordered variables being allowed 
to split the nodes but not participate in the linear model equations. 
Simulation experiments show that the selection bias of the exhaustive 
search approach can be quite severe. They also show that GUIDE is 
effective in correcting the bias. The algorithm and results are reported 
in [12]. 
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