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LEARNING OBJECT AND SCENE RECOGNITION STRATEGIES

Edward M. Riseman, Allen R. Hanson, and Bruce Draper

This report summarizes activities performed as follows: (1) development of the Schema Learning System (SLS) from Draper thesis; (2) learning multi-variate decision trees for object classification; (3) real-time color classification in UGV domain via table look-up; (4) interactive real-time classification visualization for training data specification; (5) new formulation of approach to learning via Markov decision processes.
0) Overview and Introduction

The final report will be a summary of activities as follows:

1) Schema Learning System (SLS) from Draper thesis as originally applied;

2) learning multivariate decision trees for object classification;

3) real-time color classification in UGV domain via table look-up

4) interactive real-time classification and visualization for training data specification

5) new formulation of approach to learning via Markov decision processes (led to new DARPA contract for Draper at Colorado State to continue this avenue of research).

Note that the last two sections above (#4 and #5) will serve as the last quarterly report of the contract.

In December of 1993, researchers at the University of Massachusetts began an ambitious project to try to build systems capable of learning object recognition strategies. Now, at the end of the project, we are pleased to look back at what we believe are significant accomplishments:

1) The Schema Learning System (SLS)

As originally proposed, we built the Schema Learning System (SLS), a system that learns recognition strategies by training a hierarchically-organized series of decision trees. The first version of this system was completed in late 1993, and experiments with it led to several publications [17,19,22]. Moreover, the first version of SLS was completed early enough in the project that we were able experiment with it and develop intuitions about its strengths and weaknesses, which in turn led to the development of a reinforcement learning version of the system (see point #5).

2) Learning multivariate decision trees for object classification

As a necessary part of building SLS, we became experts in applying decision tree technology to computer vision problems, and established a collaboration with the learning projects of Prof. Paul Utgoff. In the process, we discovered that linear machine decision tree (LMDT) classifiers perform surprisingly well at classifying pixels and regions in outdoor images. This lead to an initial key publication [18], and sparked an entire line of research probing the theoretical and practical foundation for this approach, as recently reported in [8].

3) Real-time color classification in the UGV domain via table look-up

The decision tree classification led to the development of an interesting application in the DARPA Unmanned Ground Vehicle (UGV) program for Automatic Target Detection (ATD), since it was amenable to rapid classification via table look-up methods. Understanding and exploiting this phenomenon led to another series of publications [8,9] and is being exploited both academically and at a major American automaker for obstacle detection and avoidance in automated highway applications.
4) Interactive classification and visualization for training data specification

The construction of pixel classifiers is a labor-intensive task involving user interaction to manually provide training data, select feature sets, and provide feedback as a result of classification. We have developed an exciting prototype interactive tool [52] that allows the user to immediately see the result of selecting incremental training data so that he can adjust the further selection on the basis of inaccurate classification. This is being developed into a modern 3D visualization tool for classification of terrain in aerial images, and will be included in an NSF proposal in the near future.

5) Learning object recognition strategies via Markov decision processes

Most importantly, experience with SLS convinced us that the level of control provided by decision trees was too coarse for the optimal control of computer vision algorithms. In particular, the sensitivity of the decision trees to the results of early stages of processing was too limited. This led to the development of a new technological approach -- a version of SLS based not on decision trees, but on reinforcement learning. This conceptual shift (reported in [17,20,21]) is a quite promising result, and has encouraged DARPA to invest in a new project to investigate the use of reinforcement learning to automatically populate geospatial databases (as part of the new DARPA APGD program).

I. The Schema Learning System (SLS)

1.1 Motivation

Over the last twenty years, the field of image understanding has divided into 10-20 (or more) subfields, each with a narrowly-defined problem focus. Within each subfield, theories have been developed and tested and different solution methodologies have been adopted. As a result, there are now several good and improving algorithms for edge and line extraction (straight and curved), feature tracking, depth from motion (two-frame and multi-frame), camera calibration and 3D pose determination, to name just a few of the areas in which progress has been made. Progress in 3D vision has been particularly strong; the advent of 3D IFSAR sensors and improvements in stereo processing now provide basic procedures for extracting and reasoning about 3D information. One of the areas in which relatively little progress has been made, however, is so-called "high-level" vision. We believe that the slow progress in many complex image understanding tasks results from the lack of a theory and methodology for control and integration in vision systems.

1.2 Approach of SLS

The goal of SLS is to learn optimal recognition strategies as a mechanism for constructing integrated vision systems from a library of vision algorithms. If this can be done with only limited human interaction -- i.e. image understanding algorithms and representations can be compiled into efficient executable systems that solve specific object recognition problems -- then a major break-through in the implementation of computer vision systems will have been achieved.

Our approach was to model the visual process as a sequence of representational transformations with interleaved binary decision problems. This approach begins with an image (possibly stereo or motion images), and then progresses through a series of intermediate representations (e.g. regions, line segments, surfaces, volumes) to the goal representation (e.g. the position and orientation of the target object). At each step in the
process, a binary decision process determines which entities (e.g. regions, lines, etc.) should be further processed and which should be rejected.

The control policy is built from a library of image understanding routines, some of which transform data from one representation to another, and some of which compute features describing existing representations. The learning algorithms proceed in two stages: in the first, it selects which transformation operators to use at each level of representation (as a function of features of the data instance). In SLS, we used explanation-based learning for this step. In the second stage, binary classifiers are trained for each level of representation to separate promising from suspect data instances. Neural networks, multivariate decision trees and instance-based classifiers were all tested for this purpose, but we generally had the most success using multivariate decision trees as the binary classifiers.

1.3 Representations and Formalisms

Formally, SLS learns recognition strategies that satisfy recognition goals. Recognition goals are provided by a teacher (i.e. the user), and specify a) the object to be recognized, b) the target representation, and c) accuracy thresholds. For example, in one of the experiments described below, the recognition goal was to recognize the (3D) position of the UMass engineering building. This was specified by giving a recognition goal to produce a 3D transformation (thus specifying the target representation), giving it a training signal composed of positions of the engineering building (relative to the camera), and providing a utility function that penalized for solutions that varied by more than 5% in the plane or 10% in scale.

To satisfy such recognition goals, SLS learns recognition strategies that control the application of visual procedures (VPs) to hypotheses. Visual procedures are algorithms from the computer vision literature, such as edge extraction, vanishing point analysis or model matching. VPs are thus analogous to knowledge sources in a blackboard system (e.g. [32,24]) or Ullman's visual routines [64]) in the sense that they are the procedural primitives used to build larger recognition strategies. Hypotheses are intermediate-level data items, such as edges or surfaces (or sets thereof). At each step in the recognition process, a VP is applied to one or more hypotheses to either 1) measure a feature of the hypothesis or 2) generate new, higher-level hypotheses. (Feature measurement procedures are referred to as FMPs, while transformational procedures are called TPs.)

Figure 1 shows the template for declaring a visual procedure. The goal is not to have the user “program” SLS through the VP library (in the sense that the knowledge engineer “programs” a blackboard system), but rather to have the system learn recognition strategies based on only syntactic information about the visual procedures. Therefore, the template contains only enough syntactic information about a VP to let SLS apply it to training images; any other information, such as the expected cost and/or quality of the VP, much be estimated by SLS. The VP template specifies how many hypotheses are required as (run-time) arguments, the level of representation of each argument, any prerequisite features, and a Lisp S-expression for invoking the VP. In addition, TP

---

Although TPs are described as transformation procedures, the word ‘transformation’ should not be construed as implying a one-to-one mapping between old and new hypotheses. TPs can combine information from multiple hypotheses (e.g. stereo) and may generate an arbitrary number of new hypotheses (e.g. segmentation). In addition, TPs do not consume their arguments, so multiple TPs may be applied to a single hypothesis. Some readers may therefore find it helpful to think of TPs as procedures that generate new hypotheses from old hypotheses, rather than as transformation operators.
**VP Declaration Template**

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP Name:</td>
<td>VP Name</td>
</tr>
<tr>
<td>Type:</td>
<td>Transformation of Feature Measurement</td>
</tr>
<tr>
<td>Arguments:</td>
<td>Number of run-time arguments (hypotheses)</td>
</tr>
<tr>
<td>Levels:</td>
<td>Level of representation for each argument</td>
</tr>
<tr>
<td>Prerequisites:</td>
<td>List of required hypothesis features</td>
</tr>
<tr>
<td>Result Level:</td>
<td>Level of representation of resulting hypothesis (TPs only)</td>
</tr>
<tr>
<td>Feature Value:</td>
<td>List of discrete feature values (FMPs only)</td>
</tr>
<tr>
<td>S-Expr:</td>
<td>Lisp s-expr to invoke procedure</td>
</tr>
</tbody>
</table>

Figure 1. VP Declaration Templates. Each VP declaration in the library includes enough syntactic information for SLS to apply the VP to training images. This includes the name of the VP, its type, the number of run-time arguments (hypotheses), the level of representation (and any prerequisites) of each argument, and either the discrete feature values (for a FMP) or the type of hypothesis generated (for a TP).
declarations include the type of hypothesis generated, while FMP declarations include the number of discrete feature values the FMP returns.

Recognition strategies are represented by recognition graphs, which are decision trees that have been generalized to multiple levels of representation. Borrowed from the field of operations research, decision trees are trees of alternating choice nodes and chance nodes designed to help managers make decisions about actions with uncertain outcomes [33]. Choice nodes in a decision tree represent decisions over which the agent (typically a business manager) has control, while chance nodes represent events the agent cannot control but whose likelihoods can be estimated. Using decision trees, managers estimate the probabilities of potential consequence of a decision or series of decisions before any action is taken. For example, a manager might consider investing in a new manufacturing facility. If the investment is made and the product sells there will be a profit, but there is some possibility that the product will not sell and the investment will be lost. This scenario can be represented by a decision tree with a choice node at the root representing the option to invest or not, and a chance node representing whether or not the product sells. In AI terminology, decision trees can be thought of as state-space representations similar to game trees with probabilistic opponents.

(Readers familiar with AI-style decision trees such as ID3 [55] will note that the choice nodes in such systems are omitted. These systems make all their choices while learning, leaving only the chances nodes in the tree. SLS does the same, pruning away every option but one at each choice node. Nonetheless, it will be convenient to leave the choice nodes in the formalism for when we describe the optimization algorithm that produces minimum-cost trees.)

The Schema Learning System (SLS) uses multi-level decision trees (called recognition graphs) in the belief that image data should not be matched directly to object models. Instead, a sequence of more and more abstract descriptions of the image data, represented as intermediate-level hypotheses, are built up under constraints provided by the object model, until goal-level hypotheses are eventually generated. Recognition can therefore be modeled as a sequence of representational transformations, beginning with an image and concluding with (an instance of) the target representation.

Fixed sequences of representational transformations tend to be brittle control strategies, however. Most visual procedures depend upon assumptions that are poorly understood and/or are "rules of thumb" that apply most of the time but not always. As a result, most procedures from the image understanding literature are subject to unexplained failures. It is therefore important to learn closed-loop control strategies that measure the quality of each intermediate representation as it is produced, and dynamically select and/or reject hypotheses. This is the role of the decision trees; the decision trees filter the good hypotheses from the bad ones at each level of representation, introducing a classification step between each representational transformation to provide the system with feedback.

Each level of a recognition graph is therefore a decision tree that measures features of a hypothesis, trying to judge whether it should be pursued further. Hypotheses that reach a positive leaf node of the decision tree are then used as arguments for transformational procedures that create new, more abstract hypotheses. (Hypotheses that reach a negative leaf node of a decision tree are discarded.) The overall recognition graph is therefore a stack of decision trees, one for each type of intermediate representation (see Figure 2). Actions within a decision tree are feature measurement procedures that collect information about a hypothesis in order to determine if it should be accepted or rejected. Hypotheses that reach positive terminal nodes are then transformed (via a VP) to a higher level of representation, where there enter another decision tree. The highest level of
Figure 2. A recognition graph. Levels of the graph are decision trees that verify hypotheses using feature measurement procedures (FMPs). Hypotheses that reach a subgoal are transformed to the next level of representation by transformation procedures (TPs).
representation is the target representation (as specified by the recognition goal), and hypotheses that reach a positive leaf node of the top decision tree and the objects identified by the system.

### 1.4 Capabilities and Limitations of Recognition Graphs

So far, object recognition has been described as a "bottom-up" process starting with an image and ending with an abstract representation of an object. Although we will continue to use bottom-up terminology, it should be noted that recognition graphs can also represent "top-down" strategies and even mixed bottom-up and top-down strategies. "Bottom-up" strategies are created from TPs that create more abstract hypotheses from less abstract ones; top-down strategies are constructed from TPs that reduce abstract hypotheses to more concrete ones. Many strategies are mixed, using TPs that produce both more and less abstract hypotheses. The only constraint enforced by SLS on recognition graphs is that the VP library should not contain any loops, where hypotheses of type A are created from hypotheses of type B and vice-versa.

At the same time, recognition graphs are not capable of representing strategies based on relative strengths of hypotheses. Traditional blackboard systems can use heuristic schedulers that apply a knowledge source to the top N hypotheses at a level of representation, but such strategies cannot be embedded in recognition graphs. Recognition graphs can represent strategies that apply VPs to hypotheses with specific sets of features, but not to the N best hypotheses in an image. (This is why a minimum distance classifier is used to enforce the constraint that only one goal-level hypothesis by verified per image.)

SLS's strategies compare run-time hypotheses to training-time hypotheses. If training-time hypotheses with similar features led to correct goal-level hypotheses, then a hypothesis is pursued further; if not, it is rejected. SLS strategies base their control decisions not on the relative strengths of hypotheses from a single image, but on the relative strength of run-time hypotheses when compared to the larger (but less specific) pool of training hypotheses.

### 1.5 Algorithms

At the heart of SLS are algorithms that create recognition graphs from training images. SLS learns recognition graphs through a three step process of search, learning from examples, and graph optimization, as shown in Figure 3. The search algorithm looks for sequences of transformation procedures that produce correct goal-level hypotheses; in the process, it also estimates the costs and likelihoods associated with VPs and FMPs. The learning from examples algorithm inspects the operator sequences identified by the search algorithm and infers a generalized concept of how correct goal-level hypotheses are generated. Typically it will discover that in order to recognize an object reliably, several (possibly redundant) operators must be applied to certain types of hypotheses. Finally, the graph optimization algorithm creates decision trees at each level of the recognition graph that minimize the expected cost of verification. The result is a multi-level recognition graph representing an efficient and reliable strategy for identifying the target object in terms of the specified goal (e.g. 2D or 3D, approximate or exact).
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Figure 3. The Three Algorithms of SLS. This figure expands the left-hand side of Figure 1 to show the search, learning from examples, and graph optimization modules that are the heart of SLS.
1.5.1 Search

The search algorithm applies visual procedures to training images and to intermediate-level hypotheses generated from training images. It begins by applying TPs to the images, producing intermediate hypotheses such as regions, lines, and points. The properties of these hypotheses are measured by FMPs, and then they are transformed by TPs into still more abstract hypotheses. The search algorithm exhaustively expands the tree of hypotheses in this way until no new hypotheses can be generated.

There are two reasons for exhaustively searching the space of hypotheses that can be generated from training images. The first is to provide correct hypotheses for the LFE algorithm. The training signal provided by the user distinguishes correct goal-level hypotheses from incorrect ones, but it does not indicate how goal-level hypotheses can be generated from images through sequences of intermediate-level hypotheses. To learn to generate goal-level hypotheses, SLS needs examples of how correct hypotheses are created. By exhaustively generating all possible hypotheses, the search algorithm is guaranteed to create as many correct hypotheses as possible, and it saves a record of how each hypothesis was generated.

The second reason for exhaustively searching images is to estimate the costs and benefits of VPs. In order to optimize the verification process, SLS has to know the probability of a feature given a hypothesis, as well as the expected cost of measuring that feature. Unfortunately, SLS’s VP library does not include any information about the costs of FMPs or the probabilities of each discrete feature value. SLS therefore has to build up a statistical characterization of the FMPs by applying them to training images.

Although SLS is designed to maximize run-time, rather than compile-time, efficiency, there are many situations where exhaustively expanding the tree of possible hypotheses is not feasible. In such cases, the cost of exploration can be heuristically reduced by not exploring hypotheses that do not satisfy spatial constraints derived from the training signal. For example, if the recognition goal is to recover the three dimensional position of an object, any region hypotheses that do not overlap the object’s projection can be rejected without being explored further. Similarly, points, lines, planes, and other types of geometric hypotheses can be rejected if they fail to overlap the correct solution or its projection. In this way, the combinatoric nature of exploration is damped, but the positive examples required by the LFE algorithm are still generated.

The disadvantage of this heuristic is that negative examples are used in SLS 1) by the LFE algorithm, to select the minimal cost DNF subterm, and 2) to estimate the costs and probabilities associated with features. At the risk of a less efficient strategy, both tasks can be accomplished by exploring only a subset of negative hypotheses and extrapolating the results. We are currently experimenting with this and other heuristics for minimizing the search cost; nonetheless, the experiments in this paper were run using exhaustive search.

1.5.2 Learning from Examples (LFE)

SLS’s learning from examples (LFE) algorithm analyses correct hypotheses produced during exploration and infers from them an efficient scheme for generating accurate goal-level hypotheses. The approach reflects the idea that recognition is a series of transformations interleaved with verifications. By looking at the histories of how correct
hypotheses develop, SLS learns how to generate goal-level hypotheses from images through series of intermediate-level hypotheses. At the same time, it learns which features of intermediate hypotheses indicate that a hypothesis should be pursued, and which imply that a hypothesis should be abandoned.

In the machine learning literature, the term learning from examples refers to algorithms that learn rules for evaluating examples. Following the terminology in the AI Handbook [12], learning from examples problems are defined in terms of instance spaces and rule spaces. The instance space is the set of possible examples or instances that might be encountered, either during training or testing. The rule space is the set of possible inference rules for evaluating instances. Learning from examples algorithms search rule spaces for the best methods of evaluating instances.

In SLS's LFE algorithm, the task is to generate correct goal-level hypotheses from images through sequences of intermediate representations. Instances are strings of hypotheses and TPs that lead from images to correct goal-level hypotheses. The rule space is composed of (sets of) features and TPs: the features determine which hypotheses should be pursued (at each level of representation), and the TPs indicate how they should be transformed. The goal of the LFE algorithm is to select a set of TPs and features that will generate a correct hypothesis for every target object instance in the training set, while generating as few false hypotheses as possible.

Inside the LFE algorithm, instances of correct hypotheses are represented as dependency trees. A dependency tree is an AND/OR tree recording the TPs and intermediate-level hypotheses on which a goal-level hypothesis depends. For example, a 3D pose hypothesis can be created by a geometric matching algorithm that finds the pose that minimizes the error of projecting a (3D) object model onto a set of (2D) image line segments. If so, the pose hypothesis is dependent on the geometric matching TP and the image line segments, as well as the TPs and hypotheses needed to generate the image line segments. In general, dependency is recursive, with 'AND' nodes resulting from TPs that require multiple arguments (and are therefore dependent on more than one hypothesis), and 'OR' nodes occurring when more than one TP redundantly generates the same hypothesis.

Dependency trees as described above apply to specific hypotheses generated during the search phase of SLS. The first step in inferring a more generalized scheme for generating goal-level hypotheses is to replace specific hypotheses with their feature vectors. The rationale for the substitution is that TPs have preconditions associated with them that select which hypotheses they should be applied to. If a TP needs to be applied to hypothesis H to ensure that a goal is met, then only features of H should be considered as preconditions for the TP.

In general, a hypothesis is guaranteed to be created by any set of preconditioned TPs that "satisfies" its dependency tree. A dependency tree DT is satisfied by a set of TPs G (with affiliated preconditions P) if: 1) the root of DT is an AND node, and every subtree of DT is satisfied; 2) the root of DT is an OR node, and at least one subtree of DT is satisfied; or 3) the root of DT is a leaf node with TP g and preconditions P such that g is in G and the preconditions of g either match or are a superset of P.
The algorithm for finding optimal sets of TPs and preconditions is deceptively simple:
- Convert the generalized dependency tree of a correct goal-level hypothesis to disjunctive normal form (DNF).
- For every other correct goal-level hypothesis:
  - Convert its generalized dependency tree to DNF.
  - "AND" together the new DNF expression with the previous DNF expression.
- Convert the resulting 'AND' tree to DNF.
- Select the conjunctive subterm that generates the fewest total hypotheses.

By the logic of the dependency relation, the TPs and preconditions in any conjunctive subterm of the final DNF expression are sufficient to re-generate all correct goal-level hypotheses from the training images. By selecting the minimal term, SLS chooses the best method for generating correct hypotheses.

AND/OR dependency trees are converted to DNF by a standard algorithm that first converts every subtree to DNF and then either merges the subterms, if the root is an OR node, or takes the symbolic cross product of the subterms, if the root is an AND node. If a TP is ANDed with itself when taking the cross product, the resulting preconditions are the intersection of the preconditions of the two instances being ANDed.

This basic algorithm is altered slightly to improve efficiency. Because SLS seeks to find the minimal term (measured as the number of hypotheses generated) of the DNF expression rather than every term, any conjunctive subterm that is a logical superset of another can be pruned, reducing the total number of terms considered. A second modification is to sort the correct goal-level hypotheses according to the size of their dependency trees and to iterate in step two from the simplest dependency trees to the most complicated. This reduces the size of the interim DNF expressions without affecting the final result.

### 1.5.3 Graph Optimization

As was stated earlier, recognition graphs interleave verification and transformation, using FMPs to measure properties of hypotheses and TPs to transform them to higher levels of representation. By building dependency trees from the training samples, converting them to DNF and picking the minimal subterm, SLS learns which TPs to use to transform hypotheses from one level to the next. Just as important, it learns which preconditions a hypothesis must meet before it should be transformed. These preconditions are the subgoals of the recognition process at intermediate levels of representation.

The optimization algorithm builds decision trees for each level of representation that minimize the expected cost of reaching a subgoal or, conversely, of deciding that a hypothesis cannot satisfy a subgoal and should be rejected. The decision trees are constructed by first building a graph representing all possible sequences of FMP applications, and then optimizing the graph by determining which options at each choice

---

4 The disjunctive normal form of a logical expression is an OR of ANDs of monomial expressions, for example \((A \wedge B) \vee (A \wedge C)\).

5 Logically, this algorithm is equivalent to the simpler two-step process of ANDing all the dependency trees together and converting the result to DNF. However, iteratively adding each new dependency tree to an evolving expression simplifies the probabilistic analysis given in [23].

6 Symbolic cross product: \(\{A, B\} \times \{C, D\} = \{AC, AD, BC, BD\}\)
node minimize the overall cost of recognition, and removing the other options. The final
result is a decision tree at each level of representation that minimizes the expected cost of
verification.

A preliminary step to building efficient decision trees is to characterize the performance
of FMPs. In particular, SLS estimates:

- Expected Cost (VP, F), the expected cost of applying a VP to a hypothesis with
  the feature values F;
- Feature Likelihood (FMP, f1, F), the likelihood of a FMP returning feature value
  f1 when applied to a hypothesis with feature values F.

In general, these values are estimated from applications of FMPs to similar hypotheses
during training. When an insufficient number of similar hypotheses (i.e. hypotheses with
feature values F) are generated during training, the dependency on F is dropped and the
values are estimated across all hypotheses.

Unfortunately, these statistical measures cannot be inferred directly from the search data,
because the probabilities and costs associated with features depend on the quality of the
hypotheses being measured. The search algorithm, which exhaustively explores the space
of possible hypotheses, generates more hypotheses of lesser quality than SLS's run-time
recognition strategy will. The exploration hypotheses are therefore drawn from a different
statistical distribution than the run-time hypotheses will be.

As a result, the estimations of FMP performance are delayed until after the LFE
algorithm has been run. The results of LFE are used to prune the exploration data,
removing those hypotheses that are merely artifacts of exhaustive search and would not
be generated using the VPs and preconditions selected by the LFE algorithm. Once the
search data has been pruned, the remaining hypotheses are used to characterize the
performance of VPs.

For each level of representation, a directed acyclic graph is constructed representing all
possible sequences of FMP applications. The graph starts from a single knowledge state,
corresponding to a newly generated hypothesis for which no features have been
computed. The start state, like all knowledge states, is a choice node, since the control
program gets to choose which FMP to apply first. FMP applications nodes are therefore
added for every feature that can be measured of a hypothesis in the start state. These FMP
application nodes lead to new knowledge states (one for each possible feature value),
which in turn have more FMP applications attached to them, and so on. The expansion of
the graph continues until it reaches either a subgoal knowledge state or a knowledge state
that is incompatible with every remaining subgoal (i.e. a failure state).

More formally, we refer to subgoal states and failure states as the terminal states for each
level of the recognition graph. The cost of promoting a hypothesis from knowledge state
n to a terminal state is called the Expected Decision Cost (EDC) of knowledge state n,
and the expected cost of reaching a terminal state from state n using FMP v is the
Expected Path Cost (EPC) of n and v. Since features are discrete, we denote the possible
outcomes of a FMP v as a set R(v), and the probability of a particular feature value f
being returned as P(f | v, n), f ∈ R(v).

---

7 v is an awkward abbreviation for a feature measurement procedure, but f will be used for feature values and p would
look like a probability value. Since FMPs are a subclass of VPs, v is therefore used.
The EDC's of knowledge states can be calculated starting from the terminal states and working backward through the recognition graph. Clearly, the EDC of a subgoal or failure state is zero:

$$EDC(n) = 0, \quad n \in \{ \text{terminal states} \}.$$  

The expected path cost of reaching a terminal state from a FMP application node is:

$$EPC(n,v) = C(v) + \sum_{f \in R(v)} (P(f | n,v) \cdot EDC(n \cup f))$$

where \( n \) is a knowledge state expressed as a set of feature values, \( n \cup f \) is the knowledge state that results from FMP \( v \) returning feature value \( f \), and \( C(v) \) is the estimated cost of applying \( v \).

The EDC of a knowledge state, then, is the smallest EPC of the FMPs that can be executed from that state:

$$EDC(n) = \min_{v \in VP(n)} (EPC(n, v))$$

where \( VP(n) \) is the set of FMPs applicable at node \( n \). The minimal-cost decision tree is created by making a single pass through the directed acyclic graph, starting at the terminal nodes and working backward toward the start state. At each knowledge state, the pruning process calculates the EPC of every FMP that can be applied from that state, and removes all FMP application nodes except the one with the smallest EPC. The final result is a minimal-cost decision tree.

The equations above establish a mutually recursive definition of the expected decision cost of a knowledge state. The EDC of a knowledge state is the EPC of the optimal FMP application from the state; the EPC of a FMP application is the expected cost of applying the FMP plus the expected EDC remaining after the FMP has been applied. The recursion bottoms out at terminal nodes, whose EDC is zero. Since every path through the object recognition graph ends at either a subgoal or a failure node, the recursion is well defined.

Furthermore, the total cost of recognition can be estimated from the EDCs of start states and the expected costs of the TPs selected by the LFE algorithm. The EDC of the start state for a level of representation estimates the expected cost of verifying or rejecting hypotheses at that level. By estimating the total number of hypotheses generated at each level by the preconditioned TPs and multiplying it by the EDCs of the start states, the total cost of verification can be estimated. Since the expected number of times a TP will be executed can also be estimated from the LFE algorithm's results, the total expected cost of recognition can be obtained easily.

### 1.6 Applications of SLS

#### 1.6.1 Overview

The SLS system described above was tested on the task of learning to recognize the position of the UMass engineering building, in images taken from a pathway on campus. In the second, the goal was to recognize the position of the Lederle GRC (a more complex building) in images taken from arbitrary ground positions. The first experiments were quite successful. Using a “leave one out” methodology, we would train the system
on nineteen training images and apply it to a twentieth image that was not part of the
training set; in nineteen out of twenty experiments, the control strategy learned by SLS
found the building, and in sixteen of twenty it returned a pose that was correct to within
10% depth and 5% of all other external viewing parameters.

1.6.2 Training Data

The training data is selected from a set of twenty-one images collected along a hundred
foot stretch of a footpath on the UMass campus. Figures 4a and 4b show the first and last
images of the sequence. The images were taken level to gravity (±1°) and from
approximately four feet above the ground, although the ground rises and falls over the
course of the sequence. The camera was also subjected to small rotations in pan from one
image to the next. As a result, the pose of the camera has four degrees of freedom, with
large variations in position in the ground plane and smaller deviations in camera height
and pan.

The "ground truth" positions and orientations of the Marcus Engineering building were
determined by manually matching image points to model points and applying Kumar and
Hanson's algorithm [38] to determine the building's pose relative to the camera. The
training signal is therefore composed of errorful pose estimates, rather than true positions.
However, Kumar and Hanson's results suggest that, with correct correspondences, their
algorithm produces pose estimates that are extremely accurate when compared to the
relatively lax error thresholds in the recognition goal. The estimated poses can therefore
reasonably be used as a training signal.

1.6.3 The Recognition Goal

The recognition goal is to find the pose of Marcus Engineering relative to the camera.
Pose hypotheses are represented as rotation matrices with translation vectors, in the
traditional

\[ P' = RP + T \]

representation, where \( R \) and \( T \) are the rotation matrix and translation vector that transform
a set of points \( P \) in the model's coordinate system into a set of points \( P' \) in the camera's
coordinate system. Unfortunately, errors expressed in terms of \( R \) and \( T \) tend to be
unintuitive, since if an object is rotated slightly about its center, this will be represented
as a rotation about the focal point, counteracted by a large translation. It is helpful,
therefore, to express the error tolerances in a different representation.

Since the pose of the building has only four degrees of freedom, the tolerance thresholds
in the recognition goal are expressed in terms of scale, image position, and object angle.
These parameters reflect the fact that the pose of the building can be expressed as a vector
from the focal point to any known point on the building, plus a horizontal rotation about
the known point (remember that the building has no tilt or roll relative to the camera).
Errors in the positional vector are expressed as an error in length, measured as a percent
of the true camera-to-object distance, and an error in position, measured as an angle.
(Since we are interested in the magnitude of the orientation error, not its direction, this

---

8 The size of the counteracting translation is a function of both the extent of the rotation and the distance from the
object center to the focal point.
can be written as a scalar.) Errors in the rotation of the object are also represented as an angle, this time about the axis of gravity.
Figure 4a. The first of twenty-one training images. The images were taken along a hundred-foot section of the path, with the camera level to gravity.

Figure 4b. The last of twenty-one training images. The pose of the camera has four degrees of freedom, with large variations in position in the XZ (ground) plane and small differences in camera height and pan.
The error thresholds for this exercise require the position of the building to be correct to within one degree of image angle and ten percent depth, while the orientation of the building must be correct to within five degrees around the axis of gravity. This implies that the hypothesized building poses should be highly accurate with respect to image position and reasonably accurate in orientation, but only approximate in depth. Figure 5 shows an example of a pose that satisfies these criteria, in this case the building pose identified by SLS's strategy in the first of twenty-one trials.

1.6.4 The Visual Procedure Library

The visual procedure library used in this experiment is shown in Table 6. It includes many procedures for extracting and grouping two-dimensional representations such as points and lines. Lines can be extracted using the edge-linking algorithm of Boldt and Weiss [4], and regions can be extracted by the algorithm described in Beveridge, et. al. [2]. Regions can also be created by fitting a convex hull to a set of line segments. Regions that match an expected color and texture can be selected from a region segmentation by a multivariate decision tree [6,18]. (This algorithm is included twice in the library with two different parameterizations, one designed to select red brickface regions, the other highly textured window regions.) Nearby regions can be grouped by a region merging TP, while another TP groups lines that intersect a given region. Nearby lines that are parallel, collinear or orthogonal can be grouped according to the relations defined by Reynolds and Beveridge [56]. (All of the grouping VPs are implemented using the facilities of the ISR database system [7].) Image points are extracted by finding trihedral junctions of lines.

The procedure library also includes routines that create or consume three-dimensional representations. Orientation hypotheses represent the orientation, but not location, of a plane in space, while planar surface hypotheses specify both the orientation and location of a plane. Most importantly, transformation hypotheses represent a coordinate transformation from one coordinate system to another, represented as a rotation matrix and a translation vector. Transformation hypotheses determine the pose of a modeled object by giving the transformation from the object model coordinate system to the camera coordinate system, and are goal-level hypotheses in this demonstration.

Three dimensional hypotheses are generated and manipulated by many visual procedures. Collins and Weiss [14] provide an efficient TP for grouping line segments into pencils, which are sets of lines that meet at a common point of intersection. Vanishing point analysis [14] infers the orientations of planes in space by assuming that the image lines in a pencil are the projections of parallel lines in space. Another approach to inferring the orientation of an object in space is to find trihedral junctions of line segments first, and then use the perspective angle equations of Kanatani [36] to infer the orientations of the planes, assuming the lines form right angles, like the corner of a building.

The distance from an object to the camera can be estimated when the size of the object is known; in the case of Marcus Engineering, the size of the building (and its wire-frame model) was extracted from its blueprints. Two parameterizations of the scaling TP are available in the VP library, one that estimates distance based on the apparent width of a window and the estimated angle of the building face, and a second that estimates distance from the height of the building using a direct inverse relationship of size to distance. (Note that since the images have zero tilt, the orientation of the building face is not needed to estimate distance from the building's height). Of course, since any two points on the object model can serve as compile-time parameters to a scaling TP, many other parameterizations of the scaling TP could be included in the library.
Figure 5. A correct pose from one trial of the Marcus recognition strategy. The pose shown here was generated and verified on the first of twenty-one trials, and is off by 1.8% in depth, 4.79 degrees in orientation about the axis of gravity, and 0.16 degrees in image location.
I.6.5 Results

Table 1 summarizes the results of twenty-one trials of learning to recognize the pose of Marcus Engineering from an approximately known viewpoint. The right side of the table shows the errors in the best goal-level hypothesis generated, even if this hypothesis was never verified, while the right side shows the errors in the goal-level hypothesis verified by the minimum distance classifier. The verified pose for trial number one, which is also the best pose generated for that trial, was shown earlier in Figure 5.

Pose errors in Table 1 are measured in terms of the length and orientation of a vector from the focal point to the corner of the building, and the rotation of the building. More precisely, the error in the position of the building is measured as 1) the error in the distance to the building, measured as a percentage of the true distance, and 2) the image position of the building, measured by the angle between the true vector from the focal point to the building corner and the estimated vector (labeled "Im Pos" in Table 1). The error in the building's orientation is measured as the angle about the gravitational axis between the estimated orientation of a building face and its true orientation (labeled "Rot." in Table 1).

The most striking feature of Table 1 is the result of trial sixteen. The strategy learned by SLS in trial sixteen did not generate a single goal-level hypothesis, either correct or incorrect, for the test image. An a posteriori analysis reveals that in twenty of the twenty-one images, the corner of the building is marked by a trihedral junction of image lines. In one image, however, noise eliminates one of the three lines. As a result, when the image without the trihedral junction is removed from the training set (and used as the test image), SLS learns a strategy that relies entirely on finding trihedral junctions. The strategy does not succeed in finding any trihedral junctions in the test image, however, and therefore generates no goal-level hypotheses. Ironically, in the other twenty trials, the training sets include the case in which trihedral junctions fail, and therefore the other twenty strategies all include redundancy to account for the possibility of trihedral failure, a redundancy that is never needed for the test images to which they are applied.

Trial sixteen is the only case in which the strategy learned by SLS fails to generate a correct goal-level hypothesis, giving it a success rate at generating 3D building hypotheses of 95%. In trials fifteen and twenty, however, SLS verified the wrong hypothesis, giving it an overall success rate of 86%.

Table 1 addresses the robustness of the strategies learned by SLS, but not their efficiency. Table 2 shows SLS's expected run-time (in seconds, rounded to the nearest whole second) for the strategy learned in each trial as compared to the actual run-time when the strategy was applied to a test image. On any given trial, the discrepancy between the predicted and actual run-times is quite large. On average, however, the predicted run-times are within five percent of the actual run-times. This reflects the average-case nature of expected costs. The actual cost of recognizing an object in an image depends critically on the contents of the image, but as long as the training images are indicative of the test domain the average cost of recognition can be estimated. Indeed, an a posteriori analysis of the data shows that the five percent overestimate of the expected run time was caused by VPs executing more quickly during testing than during exploration, due primarily to variations in paging.
Table 1. Results of twenty-one trials of learning to recognize the pose of the Marcus Engineering Building. The left side of the table shows the errors in the best goal-level hypothesis generated for each trial, while the left side shows the errors in the hypothesis verified by the minimum distance classifier. Errors are specified in terms of the parameters discussed in Section 6.4.2, namely: 1) error in distance from the object to the camera, expressed as a percentage of the true distance from the object to the camera; 2) error in image position, measured in degrees; and 3) error in the building's orientation, measured in degrees.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Best Generated Pose</th>
<th>Selected Pose</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist.</td>
<td>Rot.</td>
</tr>
<tr>
<td>1</td>
<td>1.81</td>
<td>4.79</td>
</tr>
<tr>
<td>2</td>
<td>1.34</td>
<td>0.82</td>
</tr>
<tr>
<td>3</td>
<td>1.18</td>
<td>1.33</td>
</tr>
<tr>
<td>4</td>
<td>0.69</td>
<td>1.40</td>
</tr>
<tr>
<td>5</td>
<td>2.64</td>
<td>2.33</td>
</tr>
<tr>
<td>6</td>
<td>0.73</td>
<td>6.95</td>
</tr>
<tr>
<td>7</td>
<td>0.27</td>
<td>1.16</td>
</tr>
<tr>
<td>8</td>
<td>2.33</td>
<td>0.07</td>
</tr>
<tr>
<td>9</td>
<td>1.01</td>
<td>3.58</td>
</tr>
<tr>
<td>10</td>
<td>1.39</td>
<td>1.65</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
<td>3.27</td>
</tr>
<tr>
<td>12</td>
<td>2.24</td>
<td>4.48</td>
</tr>
<tr>
<td>13</td>
<td>2.07</td>
<td>1.54</td>
</tr>
<tr>
<td>14</td>
<td>0.36</td>
<td>1.63</td>
</tr>
<tr>
<td>15</td>
<td>2.13</td>
<td>2.58</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>4.44</td>
<td>6.21</td>
</tr>
<tr>
<td>18</td>
<td>1.07</td>
<td>1.75</td>
</tr>
<tr>
<td>19</td>
<td>0.41</td>
<td>3.83</td>
</tr>
<tr>
<td>20</td>
<td>0.92</td>
<td>2.50</td>
</tr>
<tr>
<td>21</td>
<td>1.18</td>
<td>4.95</td>
</tr>
</tbody>
</table>
Table 2. Timing results for the twenty-one Marcus Engineering trials. The first row shows the expected cost (in seconds, rounded to the nearest whole second) of applying the strategy, as predicted by SLS. The second row shows the actual cost.

<table>
<thead>
<tr>
<th>Trial</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>82.9</td>
<td>84.7</td>
<td>84.2</td>
<td>78.6</td>
<td>85.1</td>
<td>85.0</td>
<td>84.9</td>
<td>85.0</td>
<td>85.2</td>
<td>85.3</td>
<td>84.6</td>
</tr>
<tr>
<td>Act.</td>
<td>107.3</td>
<td>88.4</td>
<td>79.4</td>
<td>113.7</td>
<td>88.9</td>
<td>74.8</td>
<td>66.2</td>
<td>71.7</td>
<td>72.6</td>
<td>67.4</td>
<td>74.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trial</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>86.2</td>
<td>85.1</td>
<td>85.4</td>
<td>83.2</td>
<td>61.3</td>
<td>79.6</td>
<td>85.5</td>
<td>84.9</td>
<td>80.1</td>
<td>85.7</td>
<td>83.0</td>
</tr>
<tr>
<td>Act.</td>
<td>61.4</td>
<td>89.4</td>
<td>73.2</td>
<td>82.7</td>
<td>45.5</td>
<td>62.3</td>
<td>74.4</td>
<td>69.2</td>
<td>76.6</td>
<td>57.4</td>
<td>79.3</td>
</tr>
</tbody>
</table>
II. Learning multivariate decision trees for color object classification

Another branch of research pursued under this contract involves training multivariate decision trees (MDTs) to compensate for natural chromatic variation in outdoor images. We started looking at multivariate decision trees to verify hypotheses inside SLS control strategies. Our research expanded to using MDTs to classify color data, however, in part because color features are not useful in outdoor imagery otherwise, and in part because MDTs seem to perform surprisingly well at this task. Our goals were therefore twofold: we wanted to learn control strategies that combine color-based information with shape and other features even in outdoor domains, and we wanted to understand why MDTs learn to compensate for color variation so well.

II.1 Defining the Outdoor Classification Problem

The color (or rather, the apparent color) of an object depends on the illuminant color, the reflectance of the object, illumination geometry (orientation of the surface normal with respect to the illuminant), viewing geometry (orientation of the surface normal with respect to the sensor), and sensor parameters [34]. In outdoor images, the color of the illuminant (i.e., daylight) varies with the time-of-day, cloud cover and other atmospheric conditions [35]; the illuminant and viewing geometry vary with changes in object and camera position and orientation. In addition, shadows and inter-reflectances [33], and certain sensor response parameters [49], all of which can be difficult to model in outdoor scenarios, may also affect the apparent color of objects. Consequently, at different times of the day, under different weather conditions, and at various positions and orientations of the object and camera, the apparent color of an object can be different.

Figure 6 shows the variation in the apparent color of two simple matte surfaces (white and green) under different lighting and viewing conditions from about 50 images; the Figure also shows the color of each surface from one sample (represented by a single point), and the overall distribution in RGB space over the 50 images. In this example, the overall variation for each surface is about 250% of the distance between the centroids of the two clusters. In other words, the variation in the apparent color of a single surface can be greater than the difference (in color-space distance) between two distinct colors (white and green, in this case). The variation in the apparent color of more realistic objects, such as a road surface and a camouflaged military vehicle (Figure 7), can be even greater.

Human beings have an adaptive mechanism called color constancy that compensates for this color shift. Unfortunately, no corresponding adaptive mechanism exists in machine vision systems, and the notion of a color associated with an object is precise only within the context of scene conditions. Previous approaches have attempted to recognize object color without context or sufficiently robust models, and consequently have produced methods for color recognition that are effective only in highly constrained imagery.

In this project we analyzed variations in the apparent color of objects with respect to existing models of daylight and surface reflectance, and showed that the shift in apparent color under outdoor conditions can be represented by characteristic distributions in RGB space. We then showed that such distributions can be "learned" from training samples using Multivariate Decision Trees (MDT's) [6] for non-parametric approximation of decision boundaries around the training samples. Image pixels are then classified according to their location with respect to the learned decision boundaries.
Figure 6. Variation of apparent color in outdoor images: (left to right) samples from two matte surfaces (extracted from circles), the RGB color from a single image, and the variation over 50 images.

Figure 7. Samples of objects in real outdoor applications - highway road surface (top) and camouflaged military vehicle (bottom), the (RGB), color from a single image (sample color extracted from iation over about 100 images.)
II.2 Previous Work in Outdoor Color Classification

Past work in color-based recognition under varying illumination can be divided into two categories: computational color constancy and non-parametric (sample-based) classification.

II.2.1 Previous Work on Color Constancy

Most of the work in computational color recognition under varying illumination has been in the area of color constancy, the goal of which is to match object colors under varying illumination without knowing the spectral composition of either the incident light or the surface reflectance; the general approach is to recover an illuminant-invariant measure of surface reflectance by first determining the properties of the illuminant.

Depending on their assumptions and techniques, color constancy algorithms can be divided into the following six categories [30]: (1) those which make assumptions about the statistical distribution of surface colors in the scene, (2) those which make assumptions about the types of reflection and illumination, (3) those assuming a fixed image gamut, (4) those which obtain an indirect measure of the illuminant, (5) those which require multiple illuminants, and finally, (6) those which require the presence of surfaces of known reflectance in the scene.

Among the algorithms that make assumptions about the statistical distributions of surface colors in the scene, Buchsbaum [11] assumes that the average of the surface reflectances over the entire scene is gray (the gray-world assumption); Gershon [31] assumes that the average scene reflectance matches that of another known color; Vrhel [67] assumes knowledge of the general covariance structure of the illuminant, given a small set of illuminants, and Freeman [29] assumes that the illumination and reflection in a scene follow known probability distributions. These methods are effective when the distribution of colors within the scene follows the assumed model or distribution. In outdoor scenes, the CIE daylight model [35] suggests that the gray-world assumption will not be valid; at the same time, as later sections will show, no general assumptions can be made about the distribution of surface colors even if the distribution of daylight color is known. Consequently, these methods are too restrictive for all but very constrained scenes.

The second set of color constancy algorithms make assumptions about the dimensionality of spectral basis functions [62] required to accurately model illumination and surface reflectance. For instance, Maloney [44] and Yuille [68] assume that the linear combination of two basis functions is sufficient. Under the assumption, the variation in surface color in a three-dimensional color space would follow a plane. Daylight, however, follows a parabolic surface in three dimensions RGB [8]; hence, the assumptions of these methods are true only under specifically controlled illumination.

Among the algorithms that make assumptions about image gamuts is Forsyth's CRULE (coefficient rule) algorithm [28], which maps the gamut of possible image colors to another gamut of colors that is known a-priori, so that the number of possible mappings restricts the set of possible illuminants. In a variation of this algorithm, Finlayson [27] applies a spectral sharpening transform to the sensory data in order to relax the gamut constraints. The assumptions about gamut-mapping restrict the application of CRULE to matte Mondrian surfaces under controlled illumination and fixed orientation. Ohta [50] assumes a known gamut of illuminants (controlled indoor lighting that lies on some
points along the CIE model), and uses multi-image correspondence to determine the specific illuminant from the known set. By restricting the illumination, this method is applied only to synthetic or highly constrained indoor images.

Another class of algorithms uses an indirect measure of the illumination. For instance, Shafer [61], Klinker [37] and Lee [43] use surface specularities (Sato [58] uses a similar principle, but not for color constancy); similarly, Funt [30] uses inter-reflections to measure the illuminant. These methods are based on the assumption of a single point-source illuminant; this assumption is not valid for an extended or non-point-source illuminant such as daylight.

In yet another approach, D'Zmura [26] and Finlayson [27] require light from multiple illuminants incident upon the multiple instances of a single surface in the same scene. The problem with these approaches is that they require identification of the same surface in two spatially distinct parts of the image that are subject to different illuminants. Once again, the approaches have been shown to be effective only on Mondrian or similarly restricted images.

The final group of color constancy algorithms assumes the presence of surfaces of known reflectance in the scene and then determine the illuminant. For instance, Land's Retinex algorithm [42] and its many variations require the presence of a surface of maximal (white) reflectance within the scene. Similarly, Novak's supervised color constancy algorithm [49] requires surfaces of other known reflectances. Such assumptions, while applicable to controlled settings, are not generally applicable to unconstrained images.

The assumptions made by the aforementioned algorithms are such that most of them perform only on highly restricted images (such as Mondrians), under mostly constrained lighting. Forsyth [28] aptly states, "Experimental results for [color constancy] algorithms running on real images are not easily found in the literature. Some work exists on the processes which can contribute to real world lightness constancy, but very little progress has been made in this area."

11.2.2 Previous Work on Non-parametric Color Classification

The emergence of road-following as a machine vision application has spawned several methods that use color for road-following without specific parametric models. The SCARF algorithm [15] approximates an "average" road color from samples, and models the variation of the color of the road under daylight as Gaussian noise about an empirically derived "average" road color; pixels are then classified based on minimum-distance likelihood. This technique was successfully applied to road-following, but cannot be applied for general color-based recognition of road-scene objects. For instance, in the case of the examples in Figures 6 and 7, this approach would calculate an average color for each surface from the corresponding distribution, and use that average as the most likely color of the object under any set of conditions.

Pomerleau's ALVINN road-follower [54] uses color images of road scenes along with user-induced steering signals to train a neural network to follow road/lane markers. Although the ALVINN algorithm made no attempt to explicitly recognize lanes or roads, it showed for the first time, that a complex visual domain with unmodeled variation can be approached as a non-parametric learning problem. This approach represents a significant advance in road-following methodology; however, it is designed specifically
for road-following and is hence not applicable to color-based recognition of road-scene objects.

II.3 Color shift in outdoor scenes: Causes and analysis

The standard model of image formation [34] describes the observed color of objects in an image as a function of (i) the color of the incident light (daylight, in the case of outdoor images), (ii) the reflectance properties of the surface of the object (iii) the illumination geometry, (iv) the viewing geometry, and (v) the imaging parameters. Theoretical parametric models exist for all the phases of this process. Unfortunately, these models have not been proven effective in unconstrained color imagery for model-based color recognition; still, they provide an approximate qualitative description of the variation of apparent color. Figure 8 shows a pictorial description of the various processes involved in the formation of outdoor images. The pertinent models are described below, and a general hypothesis about RGB distributions representing apparent object under daylight is developed thereafter.

II.3.1 Illumination

Daylight is a combination of sunlight and (ambient) skylight; the variation in the color of daylight is caused by changes in the sun-angle, cloud cover and other weather conditions. The CIE daylight model [35] describes the variation in daylight color as a parabola in the CIE chromaticity space. (Figure 9).

\[ y = 2.87 x - 3.0 x^2 - 0.275, \]

where 0.25 <= x <= 0.38. In RGB space, the parabola stretches out into a thin paraboloid surface [8].

II.3.2 Illumination geometry and viewing geometry

Illumination geometry, i.e., the orientation of the surface normal with respect to the illuminant, affects the composition of the light incident upon the surface. The surface orientation determines how much light from each of the two components of daylight (sun and sky), is incident upon the surface. For instance, a surface that faces the sun is illuminated mostly by sunlight, whereas surfaces that face away are illuminated by the ambient light. The viewing geometry, which is the orientation of the surface with respect to the camera, determines the composition and magnitude of the light reflected onto the camera; this is primarily a function of the reflectance properties of the surface. For instance, a matte (Lambertian) surface has uniform reflection in all directions, whereas a shiny (specular) surface reflects light only along that angle of reflection which equals the angle of incidence.

II.3.3 Surface reflectance

The effect of illumination geometry and viewing geometry depends on the reflectance properties -- upon the strength of the specular component, to be precise. Most realistic surfaces have components of both Lambertian and specular reflection. A number of models have been applied with varying degrees of success to such surfaces, most notably
Figure 8. Image formation in outdoor scenes, along with the various processes involved.

Figure 9. The CIE parametric model of daylight in the chromaticity space (left) and the color circle (right). The regions of the color circle representing the colors of sunlight and skylight (empirically determined) are shown.
Phong’s shading model [51], Shafer’s Dichromatic model [61], and Nayar’s hybrid reflection model based on photometric sampling [46].

The Dichromatic reflection model (originally proposed by Shafer [61] and subsequently extended by Novak [48], Lee [43] and Klinker [37]) models the net reflection of a surface as the linear combination of the specular and Lambertian reflection components.

\[ L(\lambda, i, e, g) = m_s(i, e, g) c_s(\lambda) + m_b(i, e, g) c_b(\lambda) \]

where \( L(\lambda, i, e, g) \) is the intensity of light at wavelength, angle of incidence \( i \), angle of reflection \( e \) and phase angle \( g \) (angle between direction of incident light and viewing direction); \( m_s(i, e, g) \) is the geometric scale factor (determined by the illumination and viewing geometry) of \( c_s(\lambda) \), the spectral power distribution of the specular component of the reflected light, and \( m_b(i, e, g) \) and \( c_b(\lambda) \) are the same quantities for the Lambertian reflection component. Specularities in the image are used to determine the weights for each component.

The Phong shading model [51] approximates the falloff in brightness of specular reflection as \( \cos^n(\alpha) \), where \( \alpha \) is the difference between the viewing angle and the angle of maximal specular reflectance. The value of \( n \) is determined empirically for a given surface, and varies from 1 (for matte surfaces) to 200 (for highly specular surfaces). At \( \alpha = 0 \), the brightness is the maximum (i.e., 1), and falls off as the surface is rotated, to the minimum (i.e., 0) at \(-90^\circ\) and \(90^\circ\). The Phong model has been very widely applied by the computer graphics community as an effective method of achieving shading effects in rendering grey-scale and color images.

Nayar [46] describes the brightness of surface reflectance as a linear combination of the Lambertian and specular components (a concept similar to the Dichromatic Model [61]):

\[ I = IL + IS, \]

where \( I \) is the total intensity at a given point in the surface, and \( IL \) and \( IS \) the intensities of the specular and Lambertian components. \( IL = A \cos(\tau_s - \tau_n) \) (Lambert’s law), where \( A \) is the constant representing the weight of the Lambertian component, and \( \tau_s \) and \( \tau_n \) are the directions of the illumination source and the surface normal. \( IS \), modeled by the delta function [46], is \( B \delta(\tau_s - 2 \tau_n) \), where \( B \) is the weight of the specular component. Hence, \( I = A \cos(\tau_s - \tau_n) + B \delta(\tau_s - 2 \tau_n) \). The model is adapted for an extended light source to determine the weights of the reflection components by photometric sampling, a method by which brightness samples are obtained for multiple angles of illumination and viewing.

The above reflectance models show how the strength of the specular and Lambertian components of surface reflectance determines the effect of the illuminant color and the illumination and viewing geometry on the apparent color of a surface. Evidently, different types of surfaces exhibit different color shifts, depending on the combination of the aforementioned factors.

**II.3.4 Shadows and inter-reflections**
Inter-reflections and shadows can cause a further variation in color by altering the color of the light incident upon the surface [31]. Inter-reflections, for instance, cause light reflected off other surfaces in the scene to be incident upon the surface being examined. Shadowing can cause the elimination of incident sunlight (if the surface is self-shadowed), and further inter-reflection (if the surface is shadowed by another surface).

11.3.5 Imaging parameters

There are a number of imaging parameters, effective between the lens and the image plane, that may change the apparent color of objects in a scene. Clipping occurs when pixel values that are too high (i.e. too bright) or too low (i.e. too dark) are not registered beyond the limited response range of the camera, thus resulting in a loss of information and possible color skewing (if all three color bands are not clipped at the same time). Clipping is easily detected but not easily avoided, especially in outdoor images, where it is difficult for imaging hardware to adapt to the variation in the range of intensities. Any software approach to interpreting clipped pixels is bound to be ad-hoc and domain-dependent [47]; hence, until improvements in sensor design take place, machine vision methods may be forced to simply detect clipped pixels and discard those points in the image.

Blooming is a related phenomenon, where sensor cells saturated due to clipping "bleed" into neighboring cells. Blooming is harder to detect, except through finding clipped pixels and probabilistically tracing pixel values in the direction most likely to cause blooming [47]. On one hand, blooming is a much more serious problem than clipping because it is harder to detect; on the other, inter-cell bleeding is a simpler problem to prevent from a hardware design point of view. The method in this study does not present new approaches to classifying clipped or bloomed pixels; instead it assumes that clipping and blooming are localized phenomena and uses region-level heuristics (such as morphological operations and connected-components-based extraction of bounding boxes) to compensate for pixel-level errors introduced by the two phenomena.

Nonlinear response results in an inconsistent mapping between spectral power distributions and corresponding digital color values across the sensor range, and consequently a disproportional skewing in each of the color bands. For instance, the response to a surface highly saturated in the red channel (such as a red "Stop" sign) may be in the linear response range along the green and blue channels, but in the nonlinear range in the red channel. The effect of nonlinear response is virtually impossible to detect, except with careful calibration [47].

Another problem that has been shown to cause color skewing in calibration studies is chromatic aberration [5]. This phenomenon occurs because the focal length of a lens is a function of the wavelength of the light incident upon the lens. Hence, different colors may focus at different points with respect to the image plane and the optical axis. There are two types of displacement caused by chromatic aberration, lateral and longitudinal. Lateral chromatic aberration can cause light of a certain wavelength to focus on a cell neighboring the intended cell, causing color mixing. Experiments [5,47] indicate that this type of color mixing occurs mostly along surface boundaries, thus leaving the non-boundary pixels unaffected. Longitudinal displacement of light, i.e., along the optical axis can cause unequal blurring of different wavelengths. The same experiments [5,47] indicate that parametric methods sensitive to small perturbations in the assumed physics-based models are far more likely to be affected by such blurring than are the empirical methods used in this study, given the relative magnitude of color shifts due to the other complicating factors.
11.3.6 Overall distribution in RGB space

Assuming, from the standard image formation model [Horn], that apparent color is determined by the product of the incident light and the surface reflectance, and then somewhat altered by shadows, inter-reflections and imaging parameters, it can be deduced that the RGB distributions can be arbitrarily shaped, depending on the nature of the surface. The aforementioned reflectance models suggest that the distribution for a Lambertian surface will form a single thin region; that for a specular surface the distribution forms two clusters (one cluster near the color of the illuminant, due to the specular spike, and the other cluster near the color of Lambertian component); and that the distribution for surfaces with mixed reflectance forms a continuous blob.

11.3.7 Proposed solution: Nonparametric classification

In principle, it should be possible to predict the apparent color of a surface in outdoor images, given the (i) sun-angle, (ii) weather conditions, (iii) surface orientation with respect to the sun and the camera, and (iv) robust models of surface reflectance. Since existing reflectance models have not been shown to be robust in unconstrained outdoor imagery, this approach assumes no knowledge of the aforementioned parameters; rather, the goal is to learn a function that maps RGB values from training samples of an object to particular classes. Thereafter, image pixels are classified into the separate classes based on the learned function associated with a given object. To classify pixels in outdoor color images, we need to select a non-parametric classification scheme that can approximate arbitrarily shaped functions in feature space.

There are two phases in the non-parametric approach to color recognition: training and classification. The training phase approximates a function (or a set of functions) representative of a distribution from samples of the distribution. The approximated function constitutes a mapping between a (training) set of RGB values and the surface (class) it represents. The classification phase determines the class of a given image pixel from the mapping function for the training set that pixel represents. Every pixel in a color image is classified, resulting in a gray-scale image where pixels belonging to a particular class will have the same gray value. There are two issues to consider: (1) the ability of the technique to generalize the function so as to adequately represent the distribution in color space without being too loose (resulting in the inclusion of samples from a different class), or too tight (resulting in the exclusion of samples belonging to the class); (2) the number of training samples required to approximate the distribution.

There are a number of techniques that have been used in other domains for function approximation and classification. In nearest-neighbor classification, given a set $X_n = \{X_0, X_1, \ldots, X_n\}$ of $n$ independent samples, a new instance $X_{n+1}$ is classified according to the distances between $X_{n+1}$ and each element of the set $X_0, X_1, \ldots, X_n$. The class assigned to $X_{n+1}$ is the class of the training sample with the shortest distance. The problem with using this approach on color images is that pixels forming a thin distribution will not be correctly classified using three-dimensional Cartesian distance in RGB.

Gaussian maximum-likelihood classification approximates an "average" feature value from samples and models the entire distribution as Gaussian noise about the average value; subsequently, pixels are classified based on the probability that they are noisy instances of the set represented by average. This technique cannot be applied to general outdoor color recognition because the variation of apparent color under daylight is not well-modeled as Gaussian noise.
Another way of classifying pixels is to segment the feature space and classify pixel instances based on their position in the segmented feature space. This can be done in a number of ways: by drawing explicit piecewise-linear boundaries in RGB space (decision trees [55,6a]); by learning a nonlinear function (genetic algorithms [45] and radial basis functions [53]) that maps RGB values explicitly to numerical values which are then thresholded to find decision boundaries; and by learning a mapping function that uses RGB as the input feature space but maps the input feature space to an intermediate feature space, so as to facilitate boundary fitting (neural networks with a hidden layer [57,16]).

(Univariate) Decision Trees [55] approximate a boundary by fitting hyperplanes around the samples, orthogonal to the axes of the feature space. Multivariate Decision Trees [6] are more general, and fit hyperplanes of arbitrary orientation around the distributions. Genetic algorithms (GA's) use principles from evolutionary biology to converge on optimal parameters of a fixed-dimensional nonlinear polynomial function. Radial basis functions (RBF's) approximate a function as a weighted sum of Gaussians. Neural Networks (NN's) are more general than GA's or RBF's, and approximate a function of arbitrary dimensionality (determined by the number of hidden units) as a weighted sum of nonlinear squashing functions. Although NN's can be expected to perform well for RGB distributions in this application, the arbitrary nature of the hidden layer feature space makes analysis difficult; consequently, the work presented here uses Multivariate Decision Trees.

II.4 Previous Work on Multivariate Decision Trees

In a seminal paper from the machine learning community, [6] opposed combining traditional linear classifiers known as linear machines (described in [25] and elsewhere) with the recursive segmentation process found in decision trees [55]. Basically, linear machines divide feature space via hyperplanes to correctly classify as many instances as possible. Decision trees traditionally divided feature space according to a single thresholded feature and then recursed, redividing each section until feature space was segmented into small areas, each of which contained instances of only a single object class. By combining these two methods, Brodley & Utgoff [6] created a powerful system for creating a piecewise-linear division of feature space for classification purposes.

As part of the Rome Labs research, we became the first researchers to test multivariate decision trees (as the combined approach is now known) in a computer vision domain [8]. What we discovered surprised us -- for the task of labeling pixels in outdoor color imagery, the MDTs outperformed not only traditional Gaussian techniques such as minimum distance classifiers (which we expected), but also other non-parametric approaches such as neural nets. Trying to understand this phenomenon led us to investigate the properties of color in outdoor scenes, and led to the thesis work of Shashi Buluswar [10]. Although this work is on-going, our current understanding is that the shifts in apparent color of objects in outdoor scenes are caused primarily by shifts in the color of daylight (due to geospatial position, time of day and weather), and by the ratio of direct sunlight to ambient skylight. These factors cause color shifts that are linear in Hue/Saturation space, and form a smooth parabola in RGB color space. Because MDTs are constrained to piecewise-linear approximations in feature space, they tend to fill in a close approximation to this parabola even when only very little training data is available, whereas neural nets (which classify in a higher-dimensionality space) need far more training data to distinguish the parabola from other, incorrectly shaped regions in feature space, that the MDT never has to consider. In other words, the decision surface used by
MDTs is more appropriate to this task than the higher-dimensionality surface used by neural nets.

III. Real-time color classification in RSTA UGV domain

III.1 Learning to compensate for natural chromatic variation in outdoor images

As discussed above, a technique has been developed that uses training images of an object under daylight to learn the shift in apparent color of the object. This method uses multivariate decision trees for piecewise linear approximation of the region corresponding to the object's appearance in color space. Pixels in outdoor scenes can then be classified depending on whether they fall within the appropriate region in feature space. Clusters of target pixels are then clustered into regions of interest (ROIs) for a model-based RSTA system. This general approach has been applied to detection of camouflaged vehicles in outdoor scenes. Based on the implications of the results of this work, we have demonstrated a technique that is capable of accurately modeling the color shift of an object under daylight in order to predict its appearance under particular weather conditions at given times of the day.

III.2 Real-Time Detection of Camouflaged Vehicles

We tested the ability of multivariate decision trees (MDTs) in the important application of automatic target detection (ATD) to identify military vehicles in the Ft. Carson data set [8]. This is obviously a difficult task: not only are these images of outdoor scenes with natural lighting, but the vehicles have been intentionally camouflaged! In addition, the classifier is using only the local RGB values of the pixels.

The motivation for attempting such a challenging task is the need for a rapid focus of attention (FOA) mechanism for RSTA. Any classification scheme that labels pixels based on only their RGB values can be loaded into a 24-to-1 bit lookup table, and applied in real time. Obviously, this feature set is so restricted that some errors are inevitable, but if many pixels can be accurately classified, then contiguous groupings of target pixels can be used as regions of interest (ROIs) for the RSTA identification and matching algorithms to process. The vital question is whether pixels can be classified accurately enough to produce "useful" ROIs.

Tests were conducted on a set of 44 images from the Fort Carson data set. (This is essentially all the RGB images from the first CD except for calibration images and a few images that are excessively dark; [8] describes the complete data set and how it can be obtained.) The objects being sought were camouflaged military vehicles in a natural setting. There are four different army vehicles in these images: two armored personal carriers, a pickup truck, and an M60 tank; all four bear slightly different colors and patterns of camouflage.

Quantitative evaluation of the performance of the classifier was done at two levels: pixel and ROI. At the pixel level, classification accuracy is a poor evaluation criterion; since 99.6% of the pixels are background, a classifier that labeled nothing as target would be highly accurate. Instead, we evaluate our system separately in terms of its accuracy on target pixels and its accuracy on background pixels.

The pixel-wise performance of the MDT classifier on the Ft. Carson images is given in Table 3. On the average, 53.40% of the target pixels and 97.50% of the background
pixels were correctly classified. These results were obtained using cross-validation, where the decision tree was trained on half the images and tested on the other half. In order to train the decision trees, approximately 35,000 sample pixel values were extracted from the training images. Figure 10 shows two examples of source, classification, and result images.

Table 3. Ability of Multivariate Decision Trees to separate target pixels by image (of camouflaged vehicles) from background pixels for the Ft. Carson images [8].

<table>
<thead>
<tr>
<th>% of Target Pixels Correctly Labeled</th>
<th>% of Background Pixels Correctly Labeled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average 53.40</td>
<td>97.50</td>
</tr>
<tr>
<td>Best 84.66</td>
<td>99.67</td>
</tr>
<tr>
<td>Worst 31.87</td>
<td>94.71</td>
</tr>
<tr>
<td>SD 10.39</td>
<td>1.62</td>
</tr>
</tbody>
</table>

Table 3 provides a measure of the multivariate decision tree as a classifier for this domain, testing the argument about MDT's ability to compensate for natural chromatic variation due to varying lighting conditions, etc. Another way to test the validity of this argument is to look at the distributions of target and background pixels in the Ft. Carson data, and the region of color-space associated with target pixels learned by MDT. Figures 11 and 12 show the target and background pixels in a chromaticity diagram; Figure 13 shows the region of space learned by the MDT, also projected onto a chromaticity diagram. Note that large portions of the space are occupied by neither target not background pixels, so the label associated with these parts of color space is arbitrary. In this example, MDT assigns much of this space the class “target”.

A region-level evaluation, on the other hand, certifies how well MDTs perform at generating regions of interest for a RSTA system. ROIs were generated from the pixel-label data by finding connected groups of target pixels that were at least ten pixels high and wide, and that had a maximum aspect ratio (height-to-width or width-to-height) of 10:1. ROIs whose bounding rectangles overlapped were then merged. For ROIs, there are two relevant evaluation criteria: the probability that a ROI will be generated for all targets, and the probability given an ROI that it contains a target. For the Ft. Carson data, there were 112 occurrences of targets in the 44 test images. The MDT classifier produced 153 ROIs, of which 109 overlapped the targets; only 3 targets were not recognized, and there were 44 false alarms. Table 4 shows the performance of MDT at generating ROIs.

Table 4. Ability of MDT to generate regions of interest around target vehicles in the Ft. Carson data.

<table>
<thead>
<tr>
<th></th>
<th>Targets Found</th>
<th>False alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>112</td>
<td>44</td>
</tr>
<tr>
<td>Best</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Worst</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

The experiments shown here are very promising. MDTs appear to work well on a difficult set of outdoor scenes. The accuracy in terms of generating regions of interest is
Figure 10. Results from MDT-based classification for camouflaged target detection - original color images (left, targets marked with circles), binary classification (middle), targets extracted (right).
Figure 11. Target pixel distribution

Figure 12. Background pixel distribution.

Figure 13. The region of color space (projected onto a chromaticity diagram) labeled “target” by the MDT.
high enough to suggest that MDTs are an immediately useful technology for color-based object recognition.

### III.3 Outdoor Color Recognition for IVHS

MDT-based classification is currently being used in the National Automated Highway System (AHS) project for detecting lanes and obstacles in highway scenes for autonomous vehicles. Figure 14 shows a sample image from a highway scene; the goal in this application is to find the lane-markers and obstacles. There are two lookup tables constructed, one for lane-markers and one for the road surface. Pixels classified as non-road are either lane-markers or obstacles; lane-marker pixels are classified separately, thus identifying the objects on the road that are potential obstacles. The vehicle heading is determined by fitting lines to the lane-marker pixels, and the potential obstacles are extracted by clustering connected pixels and region-level heuristics. In this system, stereo and motion techniques are used to further prune the obstacle map by identifying the potential obstacles that lie above the ground plane. Representative results of classification for lane-markers and obstacles are shown in Figure 15. The color-based component of the obstacle detection system has been tested on thousands of images of hundreds of sequences, and tests conducted in the AHS project have found the system to be sufficiently "reliable" for practical application.

### III.4 Off-road Classification for UGV

While the goal of the AHS project is to provide highway-based autonomous vehicles, the U.S. military is interested in autonomous off-road driving systems. Toward this end, the Unmanned Ground Vehicle (UGV) project developed vehicles that used stereo cameras to detect obstacles by marking all objects over a fixed height above the ground plane (corresponding to the ground clearance of the vehicle) as obstacles. In the off-road tests in Colorado, this strategy proved excessively conservative, in that it forced the vehicle to meticulously avoid yucca bushes and other "obstacles" it could easily drive over. In this scenario, MDT-based classification was used to detect yucca bushes and eliminate them from the obstacle map. In 45 test images that contained 212 identifiable yucca bushes, 176 of the bushes were successfully detected; there were many false positives at the pixel level, mostly from grassy regions, which did not affect the performance of the system because they were not in the initial obstacle map. Figure 16 shows results from one image with a simulated obstacle map; the yucca bushes (pixels) are detected, and those pixels are removed from the obstacle map, leaving only the rocks in the final obstacle map.

### IV. Motivation for real-time interactive classification

An important early component of many vision systems is initial pixel classification. With pixels classified by likely region type, higher levels of reasoning can make useful inferences about the contents of the image. However, the construction of pixel classifiers is a labor-intensive task involving user interaction to manually select feature sets, manually select local training data for each desired object class, and then to provide feedback as a result of classification for additional refinement until satisfactory global classification is achieved. For example, in the aerial domains we have explored this involved classification of foliage, roads, grass-covered ground, etc. The typical specification of training data is a painstaking, arduous task, involving the close-up examination of images, and while crucial it is not a very pleasant process. An additional concern is the determination of when the quantity and accuracy of the training data is sufficient for effective classification.
Figure 14. Sample image from a typical highway scene. The goal is to find lane markers and obstacles.

(a)

(b)

(c)

Figure 15. Representative results for MDT-based classification for lane-markers and obstacles (left to right, top to bottom) - (a) classification for lane-markers, (b) classification for road, and finally (c) detected obstacles and lanes.
Figure 16. Results from MDT-based classification for yucca bushes (left to right, top to bottom) - original color image (rocks/obstacles marked with circles), simulated depth-based obstacle map, classification for yucca, final obstacle map.
We are in the process of developing an exciting new approach to this fundamental but often overlooked problem within the domain of aerial imagery. The labor associated with manual specification of data can be reduced by providing fewer, but highly informative training instances, and rapid user feedback to direct the further specification of training data. If one could be informed during the construction process where the classifier would make mistakes, one could generate an informative training instance by providing a correct label for a currently misclassified pixel, and additional training data for statistically impoverished training states. Thus, the prototype system we have implemented is an exploration into a new classification paradigm. This suggests an interactive real-time tool, which immediately narrows the choice of a classification algorithm to one that is efficient and incremental, since this is usually a computationally expensive and off-line process.

We have developed an exciting prototype interactive tool [52] that allows the user to immediately see the result of selecting incremental training data so that he can adjust the further selection on the basis of inaccurate classification. This system shows that the incremental classifier converges to satisfactory performance after a very small number of training instances and required only a fraction of the typical human effort to provide them.

The current 2D version of our interactive classifier is being developed into an even more exciting version, a modern high performance 3D visualization tool for incremental classification of terrain in aerial images. By applying the UMass terrain reconstruction system (Terrest) [59,60] to a pair of aerial images, a three-dimensional world model can be created and applied in a fly-through visualization system. This now allows interactive training of the classifier with the user examining the world data from more natural and understandable viewpoints that show the sensor data in the context of its three-dimensional characteristics, e.g. from a 45 degree downward oblique view, where sides of objects and terrain are more understandable. During this fly-trough the operator will be able to select training data for the classifier interactively. The ability to see a three-dimensional model (possibly utilizing 3D stereo goggles) will make it easier for a user to utilize additional background knowledge and context. Classification results can then be rapidly overlaid onto the terrain model using a variety of graphic display techniques, and with incremental real-time updating of training data. The user will be able to continue to roam across the terrain, immediately seeing the result of the classifier to this point. Multi-resolution processing strategies that work with higher accuracy close to the location of the observer (i.e. near the current screen for the visualization) can be implemented to decrease latency. When a global view is desired the operator can move far above the surface to see the whole area. Support for this real-time visualization using a high-performance multiprocessor is currently underway, and there are discussions underway to transfer this capability to the Army Research Labs.

Our supervised learning model for pixel classification is shown in Figure 17. The teacher is a human who operates a graphical user interface. He/she can select images for training and, for any image, select and label small clusters of pixels. The learner is a computer program that communicates with the teacher's interface. As we have pointed out, the fundamental aspect of this model is that it is interactive. The teacher does not need to provide a large number of instances a-priori that may or may not be informative. Instead, each time the human provides a new instance, the learner revises its classifier as necessary, and then communicates the class labels for all pixels of the image. This lets the human see the misclassified pixels immediately.

At the heart of this system is an incremental decision tree inducer (ITI) algorithm [65,66]. ITI revises its tree incrementally, meaning that it can accept training instances serially,
Figure 17: Structure of the learning classifier system. The arrows indicate principal data flow channels.
without needing to completely rebuild the tree repeatedly. This means that it can reorganize an existing classification tree rapidly in a (hopefully close to) real-time manner.

IV.1 A Sample Session

Here we present an example session Figure 18. The goal is to learn to classify pixels in an outdoor house image as one of four classes: sky, roof, brick, or foliage. Pixels that belong to another region type, e.g. the pavement class, are assumed not to be of interest. They will be classified as any of these four classes, but we will not care in this experiment. Otherwise, a class of “other” can be defined with additional training data from all classes that are not the 4 desired classes. For simplicity, six features have been used, which are the RGB values of a pixel, and the variances of each in a 3x3 window centered around that pixel. Each mouse click by the teacher creates a 3 by 3 square of training instances (labeled pixels) at that location and can be dragged through the image to select larger amounts quickly.

Figure 18(b) shows the classification result after labeling just one square of each of two classes. The sky is already almost perfectly separated from the rest of the image. In Figures 18(c,d) one square of each of the remaining two classes is added. While the addition of the brick class again results in good generalization, things become more complicated when a sample of the foliage class is added. This occurs because in this image the foliage and roof classes are mainly characterized by large variances within the RGB intensities, rather than the color themselves (i.e. hue and saturation), and thus hard to separate. The image in Figure 18(i) contains several contradictory training instances that belong to different classes, but are indistinguishable using the given feature set. Therefore, perfect classification is not achievable, given these features and training samples.

IV.2 Assessment of Effectiveness of the Methodology

The error-driven point-click loop is very productive. It is much more satisfying to construct a classification system by correcting its mistakes than it is to generate large amounts of meticulously constructed training data in an attempt to guarantee that all are training samples are appropriately informative. In terms of the accuracy and efficient production of well chosen training instances, our experience is that the system performs very nicely. Because our experience has shown that the tree generalizes well using this methodology, it is not necessary to make a large number of training and classifier corrections.

In terms of computational efficiency, ITI produced small trees that were highly efficient classifiers. The learner classifies a small image of about 200 X 200= 40K pixels in a few seconds. This rate is linear in the number of pixels in an image and largely independent of the number of features, but obviously depends on the time required to compute the features.

In this application, we, the teacher, were not concerned with some of the issues that are important within machine learning research. The teacher just wants a reasonably small tree (to produce a fast classifier) obtained with an acceptably small amount of training. If a resultant decision tree is somewhat larger than optimal, and therefore required a few more training examples than might otherwise be necessary, yet was produced much more quickly, then the cost of the overall task of producing the pixel classifier might be far less.
Figure 18: An example session on a small image (a), 112 by 115 pixels. In the following images, the class labels are represented by mnemonic (but otherwise meaningless) colors: SKY blue, ROOF red, BRICK yellow, and FOLIAGE green. The tiny bright squares are the training instances provided by the teacher, and the darker areas of corresponding colors are the classification results of the learner. Images (b)–(d) show the results after adding one set of training instances for each class, and (e)–(i) are snapshots during some refining.
While learning is very fast in the early stages of training, the later stages usually involve a lot of refinement. As errors are corrected in one part of the image, others appear in different areas. This usually goes on for some number of iterations. On the other hand, inspection of the decision tree with respect to contradictory training instances can reveal when and where the discriminatory power of the feature set on the selected training examples are reached. By choosing appropriate training examples, or changing the priors of the classes, one can bias the classifier to some extent to avoid certain types of errors while tolerating others. For example, in the illustrations above it was not possible to completely separate the roof class from the foliage class. If the teacher were more concerned about correct classification of the roof than the tree, he could give the system more training examples of the roof class, which would increase the accuracy of roof pixels at the expense of more misclassifications of tree class pixels.

IV.3 Quantitative Results

In this section, we compare our Learning Classifier with a previously published classification result [70]. We chose this example because it uses state-of-the-art techniques, the task is realistic, and their data and results were readily available to us.

Wang et al. [70] considered an orthographic aerial image of a rural area in Ft. Hood, Texas. The goal was to build a pixel classifier to recognize the four terrain classes bare ground (road, riverbed), foliage (trees, shrubs), grass, and shadow. Their most effective feature set consisted of 12 co-occurrence features (angular second moment, contrast, and entropy at four angular orientations each; [74], four three-dimensional features introduced by Wang et al. [70], and the intensity. The co-occurrence features employed have previously been claimed to be highly effective for classification [77, 72, 71, 76], and the 3D features were shown to be highly discriminative in this task. The Foley-Sammon transform [73] was employed as a classifier. FST is a linear discriminant method which is considered effective [75, 77].

As a training set, Wang et al. [70] used four homogeneous chips of different sizes: 99x99 (foliage), 75x75 (grass), 37x37 (bare ground), and 11x11 (shadow). These 16916 training pixels constitute less than 1 of the entire image (1936789 pixels). Ground truth was generated by hand. The achieved classification accuracy was 83.4 percent [70].

To provide a baseline of the performance of ITI with respect to FST on this task, we ran ITI (in the conventional batch mode) on the same input data as described above, and achieved a classification accuracy of 85.9 percent. An image of the result is shown in Figure 19.

We then trained a classifier interactively on this data, as explained above. Each mouse click produced a 3x3 blob of training instances of the same class, as in the previous example. To show the behavior of the learning process, a series of 100 mouse clicks was performed, yielding a total of 900 training instances at the end of the session. After each mouse click, the decision tree was used to reclassify the displayed image, as explained above. Such a training procedure takes typically less than 15 minutes.

Each of the 100 decision trees thus generated was saved to a file. At the end of the session, they were used off-line to evaluate the accuracy of the decision tree after each mouse click by comparing the classification results with Wang et al.'s [70] ground truth data. These results are plotted in Figure 20.
Figure 19: Plot of classification accuracy versus number of mouse clicks during interactive training of a classifier.
We also ran a training session where each mouse click generated just one single training instance. The performance curve is also shown in Figure 20. An image of the results is shown in Figure 21. All quantitative results are summarized in Table 5. It is striking how rapidly the classification accuracy of the baseline classifier could be closely approximated. The increase in classifier quality is dramatically demonstrated by the small size of the decision trees, and the small numbers of features actually used.

<table>
<thead>
<tr>
<th></th>
<th>interactive</th>
<th>traditional</th>
</tr>
</thead>
<tbody>
<tr>
<td>mouse clicks:</td>
<td>19</td>
<td>30</td>
</tr>
<tr>
<td>Training instances:</td>
<td>19</td>
<td>270</td>
</tr>
<tr>
<td>correct:</td>
<td>84</td>
<td>85</td>
</tr>
<tr>
<td>tree nodes:</td>
<td>9</td>
<td>25</td>
</tr>
<tr>
<td>max. tree depth:</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>features used (of 17):</td>
<td>3</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 5: Summary of classification

The performance curves in Figure 20 show that good classification accuracy is achieved after very few training examples. However, the accuracy does not grow monotonically: Often, after correcting one misclassification by giving a counterexample, the accuracy drops dramatically. Usually, very little additional training is sufficient to recover from such a drop. Note also the long stable region (peak at 68 mouse clicks) of the blobs training curve.

The images show that ITI's misclassifications were benign. Most of them occurred in areas where it is hard even for a human to assign a fixed class label to a single pixel. Here, an important limiting factor of assessing classifier performances lies in the 'crispness' of the ground truth data.

We have demonstrated a new methodology for interactive training of pixel classifiers. It is a very effective tool for selecting few but informative training instances, resulting in great reduction of human labor and dramatically simplified classifiers. A simple user interface allows training with useful real-time feedback on images of virtually unlimited size.

To build interactive learning systems that update their parameters in real time, incremental learning algorithms are beneficial. The ITI classifier works well in our application. Fast incremental learning algorithms are an open area of research with many potential applications for interactive learning systems.

V. New Formulation for Learning Control Policies based on Markov Decision Processes and Reinforcement Learning

The original paradigm for SLS was to use decision trees (or other classifiers) to evaluate intermediate data results at each level of representation, and to use explanation-based learning to choose how to transform data from one level of representation to the next. Although successful in some trials, this approach suffered from two problems. One problem was that the features had to be discretized, as discussed in Section 1. This problem might or might not be solvable within the original paradigm. However, the second problem was more severe: the explanation-based learning algorithm was looking for logical consistency as a basis on which to choose algorithms. Unfortunately, computer vision algorithms are often inconsistent, and we soon discovered that when applied to large training sets, the system would often find no logically consistent solution.
<table>
<thead>
<tr>
<th>Transformational Proc.</th>
<th>Input</th>
<th>Output</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line Extraction</td>
<td>Image</td>
<td>2D Lines</td>
<td>[7]</td>
</tr>
<tr>
<td>Region Segmentation</td>
<td>Color Image</td>
<td>Segmentation</td>
<td>[5]</td>
</tr>
<tr>
<td>Multivariate Decision Tree</td>
<td>Segmentation</td>
<td>Regions</td>
<td>[8, 14]</td>
</tr>
<tr>
<td>Region Merging</td>
<td>Regions</td>
<td>Region</td>
<td></td>
</tr>
<tr>
<td>Interest Operator (Anandan)</td>
<td>Image, Region</td>
<td>2D Points</td>
<td>[2]</td>
</tr>
<tr>
<td>Interest Operator (Moravec)</td>
<td>Image, Region</td>
<td>2D Points</td>
<td>[24]</td>
</tr>
<tr>
<td>Min. Dist. Classification</td>
<td>Region</td>
<td>Label</td>
<td></td>
</tr>
<tr>
<td>Polygonal Approximation</td>
<td>Region</td>
<td>2D Lines</td>
<td></td>
</tr>
<tr>
<td>Line Extension</td>
<td>2D Lines</td>
<td>2D Line Groups</td>
<td></td>
</tr>
<tr>
<td>Rectilinear Line Grouping</td>
<td>2D Lines</td>
<td>2D Line Groups</td>
<td>[28]</td>
</tr>
<tr>
<td>Pencil Extraction</td>
<td>2D Lines</td>
<td>Line Pencils</td>
<td>[13]</td>
</tr>
<tr>
<td>Vanishing Point Analysis</td>
<td>Line Pencils</td>
<td>3D Orientation</td>
<td>[13]</td>
</tr>
<tr>
<td>Convex Hull</td>
<td>Line Pencil</td>
<td>Region</td>
<td></td>
</tr>
<tr>
<td>Trihedral Jnct Finder</td>
<td>2D Lines</td>
<td>Trihedral Jnct</td>
<td></td>
</tr>
<tr>
<td>Trihedral Angle Analysis</td>
<td>Trihedral Jnct</td>
<td>3D Orientation</td>
<td>[22]</td>
</tr>
<tr>
<td>Planar Distance (Scale)</td>
<td>Region or 2D Points, 3D Orientation</td>
<td>3D Pose</td>
<td></td>
</tr>
<tr>
<td>Subgraph Isomorphism</td>
<td>2D Line Group</td>
<td>Correspondence</td>
<td>[29]</td>
</tr>
<tr>
<td>Image Resection</td>
<td>2D Points, Correspondence</td>
<td>3D Pose</td>
<td></td>
</tr>
<tr>
<td>Perspective Projection</td>
<td>3D Pose</td>
<td>2D Points</td>
<td></td>
</tr>
<tr>
<td>Geometric Matching</td>
<td>2D Lines</td>
<td>3D Pose</td>
<td>[6]</td>
</tr>
</tbody>
</table>

Table 6: Transformational Procedures (TPs). Note that the Input column lists only image-based arguments. Model-based arguments are not listed for Subgraph Isomorphism, Geometric Matching and Planar Distance TPs.
Figure 20: Classification results using ITI in batch mode on the same training set as in Wang et al., overlaid on a ground truth image (1803 x 1591 pixels). The class label of a pixel is visualized by generating a false color, where the hue corresponds to the class, and the intensity corresponds to the gray scale intensity of the underlying ground truth image. No classification results are provided for the training pixels, which constitute the uncolored square areas. In most cases, hue boundaries coincide with intensity boundaries, indicating accurate classification. Misclassified areas are surrounded by boundaries where only one of hue or intensity changes.
Figure 21: Classification results using the Learning Classifier.
This is why we never reported results on the original version of SLS over large training sets.

What we needed was a learning algorithm that would select actions based on their expected value, rather than logical consistency. We found such an algorithm in reinforcement learning, which trains control policies (i.e. control strategies) so as to maximize the expected value of the action selected at each step.

Unfortunately, the reinforcement learning model as generally applied requires a discrete state space, and we have already noted that discretizing the features results in a loss of information. We therefore developed a model for applying reinforcement learning to object recognition based loosely on work by [63] and [69] in which each level of representation is viewed as a continuous feature space defined by its measurable attributes, and control policies are learned using a combination of reinforcement learning and neural networks that map points in the feature spaces onto optimal actions.

An initial implementation of this new approach was completed in December, 1995. In the first major test of this system, it was 10-for-10 in recognizing rooftops in aerial images of Ft. Hood, TX. These results (which use a reduced library of visual procedures) were reported at the ARPA Image Understanding Workshop at Palm Springs, CA in February [21]; additional experiments were reported at the International Conference on Pattern Recognition in Vienna in August [20].

In addition to more robust performance, there are theoretical advantages to using the reinforcement learning (RL) framework. Because RL is based on a Markov Decision Process model, vision systems based on RL should be more easily integrated with robotics and other traditional control systems. Furthermore, since the neural networks within the RL framework learn what are known as Q-functions in control theory, the RL system is able to provide the user with feedback about the expected accuracy and remaining cost of the interpretation process at any point. Such information is useful not only to human users, but also to any automatic planning systems that might by used to schedule or allocate sensory resources. A theoretical understanding of the implications of applying reinforcement learning to computer vision is as much a goal of the on-going research as is the prototype system.

The reinforcement learning version of this work is potentially a major breakthrough in the area of visual control, and we are pleased to say the DARPA has decided to fund Draper in the continuation of this work at Colorado State University as part of the Automatic Population of Geospatial Databases (APGD) program.
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