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Institution: Boston University
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PI E-mail: sclaroff@bu.edu
PI WWW Page: http://www.cs.bu.edu/faculty/sclaroff/
Reporting Period: June 1, 1996 – August 30, 1996
Team Members: One graduate research assistant has been recruited to the project: Lifeng Liu. One research associate has been recruited to the project: Marco la Cascia. Both team members will officially begin work on September 1, 1996.

Numerical Productivity Measures

<table>
<thead>
<tr>
<th>Category</th>
<th>This Period</th>
<th>Total This Grant</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refereed papers submitted but not yet published:</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Refereed papers published:</td>
<td>1</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Unrefereed reports and articles:</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Books or parts thereof submitted but not yet published:</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Books or parts thereof published:</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Patents filed but not yet granted:</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Patents granted:</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Invited Presentations:</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Contributed Presentations:</td>
<td>1</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Honors Received:</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Prizes or Awards Received:</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Promotions obtained:</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Graduate Students Supported:</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Post-docs supported:</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Minorities supported:</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
2 Project Summary

The aim of this project is to represent shape categories for interactive, image database search. Rather than directly comparing a candidate shape with all shapes in the database, we will develop methods that describe shapes in terms of their relationship to a few shape prototypes. The underlying representation employs modal matching, a deformable shape decomposition that allows users to specify a few example shapes and has the computer efficiently sort the set of objects based on the similarity of their shape. If desired, shapes can be more closely compared in terms of the types of nonrigid deformations (differences) that relate them to a few prototype shapes. Furthermore, the original shape can be reconstructed in terms of a linear combination of deformed basis images; thus, a semantics-preserving shape representation will be obtained.

This approach is related to the computer graphics technique of morphing. Morphing is accomplished by an artist identifying a large number of corresponding control points in two images, and then incrementally deforming the geometry of the first image so that its control points eventually lie atop the control points of the second image. Using this technique, in-between or novel views can be generated as warps between example views. This suggests an important way to obtain a low-dimensional, parametric description of shape: interpolate between known, prototype views. For instance, given views of the extremes of a motion we can describe the intermediate views as a smooth combination of the extremal views.

All that is required to determine this view-based parameterization of a new shape are: the prototype views, point correspondences between the new shape and the prototype views, and a method of measuring the amount of nonrigid deformation that has occurred between the new shape and each prototype view. The prototypes define a polytope in the space of the (unknown) underlying physical system's parameters. By measuring the amount of deformation between the new shape and extremal views, we locate the new shape in the coordinate system defined by the polytope. This coordinate in prototype space can be used for database indexing and fast search, and for motion tracking and categorization. Such a representation could also prove useful in surveillance (tracking human motion), low bit-rate video compression, target recognition and tracking, and medical image analysis.

This research is built on top of an existing shape representation framework called modal matching. The underlying representation will provide a method for determining point correspondences, warping or morphing one shape into another, and measuring the amount of deformation between an object's shape and prototype views. To achieve the goal of representing shape categories, the modal matching framework will be extended to address four main issues:

Issue 1. Comparison Metrics — To measure a shape’s relationship to prototypes, comparison measures will be developed and tested. It is expected that these metrics will fall into two main families: quick metrics that summarize deformation, and detailed metrics that allow closer inspection of how shapes are related.

Issue 2. Category Representation — Automatic methods for selecting the prototypes will be developed. As test databases get larger, work will be done to devise methods for automatically structuring the database into super categories.

Issue 3. Including Image Intensity — The formulation will be extended to not only include shape information, but also image (pixel) information. The resulting framework will be used to represent shapes in terms of linear combinations of warped images.

Issue 4. Encoding Motion — The system will be extended to encode rigid, nonrigid, or articulated motion in terms of its similarity to known extremal views. This will enable tracking, describing, and indexing motions in video databases. After sufficient testing, the system will be expanded to include algorithms for figure-ground segmentation.
Summary of Progress

The project began three months ago (June 1, 1996). Since then, there has been initial testing of category representation sensitivity to noise (please see attached technical report). This represents preliminary work towards addressing comparison metrics and category representation. In the experiments, the formulation performed significantly better than the moment invariants technique. The results and formulation were presented as a refereed paper at the International Workshop on Image Databases and Multimedia Search. Preliminary C software developed for this work is being shared with colleagues at Rutgers University and the MIT Media Lab. Finally, a new formulation for encoding grayscale and color information in the model has been formulated. This work will address the inclusion of image intensity in the models.

3 Work Plan for Next Year

1. Continue to address the inclusion of image intensity in deformable models. Implement, test, and refine the new formulation developed over this summer.

2. Formalize and test automatic methods for selecting the prototypes.

3. Begin development of algorithms for moving shape representation and motion-based indexing. Test on sequences collected under controlled conditions.

4 Technical Transitions

1. Preliminary software for shape category representation has been distributed to colleagues at Rutgers University. The software is being used as part of a pilot project to develop new methods for content-based organization and search for digital image databases of dental X-rays. A paper presenting preliminary results was presented at the IEEE Image and Multidimensional Signal Processing Workshop this past March.

2. The efforts on this project have led to fruitful collaboration with Alex Pentland's group at the MIT Media Lab. Application of results from this project are planned in the area of deformable shape modeling algorithms for locating and tracking people in dynamic environments. This relationship involves sharing software.

3. The modal matching framework is being independently used and extended by other researchers in Italy and the United Kingdom. Dell'Acqua, Gamba (U. of Pavia, Italy), and Mecocci (U. of Sienna) presented a conference paper reporting the use of modal matching for visual search in image databases using user sketches (in Proc. International Workshop on Image Databases and Multimedia Search). For his Ph.D. dissertation work, Mike Syn (Oxford) has extended the modal matching to 3D for use in biomedical dataset analysis.

4. In collaboration with Ron Kikinis at Brigham and Women's Hospital, work is being conducted to transfer deformable shape methods to biomedical applications. The focus is on developing 3-D shape models for tracking and anatomical structures in medical volume data for computer-assisted diagnosis and surgical planning.
5 Significant Accomplishments

- Initial testing of the formulation’s sensitivity to noise. In the experiments, the formulation performed significantly better than the moment invariants technique. The results and formulation were presented at the International Workshop on Image Databases and Multimedia Search.

- New formulation for encoding grayscale and color information in the model has been developed. This work represents significant progress towards addressing the inclusion of image intensity in the models.

- Preliminary C software developed for this work is being shared with colleagues at Rutgers University and the MIT Media Lab.

6 Publications

Publications Resulting from Work Done on ONR-Managed Grants


Publications in Refereed Journals


Publications in Refereed Conference Proceedings


**Other Major Publications**


7 Personnel

The project began three months ago (June 1, 1996). Since that time, efforts have been underway to recruit team members to the project. One graduate student will join the project as of September 1, 1996: Lifeng Liu. Mr. Liu is a Ph.D. student, and will be employed as a research assistant. A second Ph.D. student remains to be recruited to the project.

Marco la Cascia will join the project as a research associate on September 1, 1996. Mr. la Cascia is a visiting Ph.D. student who brings beneficial expertise in the area of motion analysis and image databases.

8 On-Line Information

Web pages describing this project and other research in Boston University's Image and Video Computing Group can be found at: http://cs-www.bu.edu/groups/fvc/Home.html. These pages include links to technical reports, project descriptions, team member's home pages, etc.
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The aim of this project is to represent shape categories for interactive, image database search. The work involves developing representations of images of objects to facilitate content-based retrieval and indexing, especially of deformable objects. This first progress report gives detail of work completed from 1 June 1996 to 30 August 1996.
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