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EXECUTIVE SUMMARY

Energy radiated from a source usually propagates in many directions. To detect the
spatial origin of the source of energy, data from an array of receiving elements (sensors) are
summed coherently (in a spatial sense) to enhance the signal-to-noise ratio over a single
element. This is called spatial processing or beamforming. Adaptive beamforming allows for
spatial nulls to be positioned so that strong spatial interferers can be cancelled. In a multipath
environment, however, multipath signals arrive at the array at an angle spatially different from
the direct path as well as being time delayed (temporally different) from the direct path.

Unfortunately, the performance of most adaptive beamforming algorithms
progressively deteriorates with the amount of correlation between sources, here direct and
multipath. In addition, most adaptive beamforming algorithms attempt to null all spatially
different sources and thus cannot make use of the multipath information.

This report introduces methods which attempt to coherently recombine the spatially
and temporally different multipaths with the direct path to further enhance the array gain.
These methods are based on utilizing a broadband conventional beamformer incorporating
adaptive equalization to recombine multipath information. Preliminary results are compared
with two well-known narrowband, purely spatial processing techniques: the Bartlett
beamformer (also called a frequency-domain conventional beamformer) and the minimum
variance distortionless response beamformer. While preliminary results are promising,
several important research issues are outlined which remain to be addressed.
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SYMBOLS

AL AT AT magnitude of the incident, reflected, and transmitted signals

€ e speed of propagating wave (m/s)

d o array element spacing (m)

T frequency (Hz)

M number of elements

N number of FIR filter taps or weights

va instantaneous array output power and average array output
power

R() = E[ X x(n¥ ] ...... spatial spectral correlation matrix

R() = E[ Xk, i) X%k, 0)" ] spatial-temporal correlation matrix
(or steered covariance matrix)

T number of time samples

r- required steering delay at the x,(7) element to look at
direction

B ceeenrraninnneneaas array steering directional unit vector
W array element weight vector
B () T received signal at the m® array element
(includes source, interferers, and noise)
Xoku) oo aligned (also called steered) array element data matrix
yku), Yifu) ............. time-domain array output and frequency-domain output for

look direction @




1. INTRODUCTION

The fundamental aims of an array processing system [9] are to

1. detect the presence of propagating energy
2. determine the location of the source of propagating energy

3. classify the source from its radiation waveform

The difficulty in designing signal processing algorithms to achieve these fundamental aims
resides in the nature of the propagating energy. This energy is composed of spatial and temporal
components. While joint spatial —temporal processing has been proposed in [15], for tract-
ability, the assumption is usually made that the two components are separable, i.e,
x(t,1) = y(1) z(u). Some sequence of temporal and spatial processing algorithms is therefore
developed to meet the design objective. A typical sequence might be (1) temporal processing
(element data conditioning, i.e., automatic gain control, low pass filter, FFT), (2) temporal
processing (time averaging to form an estimate of the spatial spectral covariance matrix), and
(3) spatial processing (narrowband beamforming). Even though in some applications the
assumption ot spatial—temporal separation might be valid (or valid enough), there are
numerous examples when such an assumption is not valid. For instance, when an attempt is
made to detect a quiet source in a multipath environment, useful information can be present in
the multipaths. However, the multipath incident energy is both spatially and temporaily
different from the direct path. In such a case, to coherently add the multipaths to the direct
path signal, spatial processing cannot be separated from temporal processing.

The aim of this report is (1) to clarify the distinction between spatial and temporal
processing in array processing and (2) to introduce several array processing algorithms suitable
for real-time applications which combine both spatial an1 temporal processing. These
algorithms are based on utilizing a broadband conventional time-domain beamformer
incorporating adaptive equalization. This is a preliminary report. The merits and pitfalls of
these algorithms are discussed and demonstrated in simulations in the hope of generating
ideas and improvements.

1.1. SPATIAL PROCESSING (BEAMFORMING)

Beamforming refers to spatial signal processing algorithms used to focus an array of
spatially distributed elements (also called sensors) to increase the signal-to-interference-
plus-noise ratio (SINR) over that received by asingle element [1]. It can be used to accomplish
the first and second fundamental aims discussed above. Focusing is accomplished by
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coherently (i.e., in-phase) summing the element outputs. Coherency is achieved by correcting
f~r the appropriate phase delay in each element (created by their spatial separation) by making
reasonable assumptions about the propagating wave’s characteristics. Anv a priori informa-
tion, such as sound speed profiles or source range, can be used to obtain a more accurate
estimate of the phase delay between elements in sensing the propagating energy wavefront.

Beamforming can be classified in two broad categories: conventional (or nonadaptive)
and adaptive. In conventional beamforming (CBF), each element output of the array is
weighted, delayed, and summed to align an incident wavefront coming from a particular
direction. The resulting directivity or spatial filtering of the array is data independent; that is,
the weights and delays are predetermined constants. Adaptive bean.forming, on the other
hand, adjusts its weights and delays to the observed data. For instance, a null can be steered
automatically in the direction of a strong interferer to suppress its effects on the array output. If
sufficient observations are available, adaptive beamforming can usually outperform conven-
tional beamforming in achieving its fundamental aims. Only linear adaptive algorithms will be
discussed in this text. Nonlinear adaptive algorithms, like Volterra filters or neural networks,
are left to other sources.

Figure 1.1 shows schematically one way of relating several of the more popular beam-
forining algorithms (see [31] for a more comprehensive comparison of frequency-do: nain
narrowband beamformers). The first classifier is the domain in which the beamforming

BEAMFORMING
NON-LINEAR LINEAR ADAPTIVE NONADAPTIVE
FREQ-DOMAIN TIME-DOMAIN  FREQ-DOMAIN TIME-DOMAIN
(BLOCK) (ITERATIVE) (BLOCK) (ITERATIVE)

NARROWBAND NARROWBAND BROADBAND NARROWBAND BROADBAND
MINIMUM LINEAR APPLE- FROST MULTI- GENERAL- FREQ- TIME-
VARIANCE PREDICTION BAUM CHAN- IZED DOMAIN CBF DOMAIN
DISTORTION- NEL SIDELOBE (BARTLETT) CBF
LESS ADAP- CANCELLER (DELAY &
RESPONSE TIVEFIL- SUM)
(MVDR) TER

Figure 1.1. Relationship between some popular beamforming algorithms.
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algorithm is computed, frequency (via the DFT) or time. The block/iterative classifier refers to
whether the processing is computed on a block of data or with each new sample. Narrowband
beamforming searches for the direction of an incident signal with frequency equal to that at
which the processing is being performed. Broadband beamforming searches for the direction
of anincident energy source (sum of all frequencies). A signalisusually defined as narrowband
when the bandwidth of the incident sources is much less than the reciprocal of the propagation
time of the wavefront across the array. More will be said on the use of narrowband beam-

forming with broadband data in Section 2.2.

1.2. TEMPORAL PROCESSING (CHANNEL EQUALIZATION)

Temporal processing refers to any operation which can be performed on a single
channel of data, say from a single element. A channel includes everything between the trans-
mitter, i.e., the source of energy, and the receiver, i.e., a single element of an array. The
distinction between temporal processing and spatial processing is sometimes confusing
because many of the standard temporal processing techniques (anti-alias filtering,
quantization, Fourier transforms, discrete filtering, etc.) also carry over into spatial
processing. In this text, we will be primarily concerned with the temporal processing concept of
channel equalization.

Most real-world channels are nonideal in that their frequency response does not have
constant amplitude and linear phase. A channel equalizer attempts to “invert” the frequency
characteristics of the communications channel so that the frequency response of the cascaded
channel-equalizer combination is ideal [12],[16]. When the channel is not known a priori or is
time varying, it must be equalized by an adaptive equalizer. An adaptive equalizer
automatically varies its impulse response in accordance with the temporai variations of the

channel characteristics.

In a multipath channel, the received signal consists of the sum of 2 number of individual
components that have traversed paths of differing lengths between the transmitter and the
receiver. Depending on the phase relationships between these components, they can either
add constructively or destructively at the receiver. The channel equalizer must sort out the
multipaths from the direct path and coherently recombine all components into a single output.

1.3. SIGNAL MODEL

In this text, it will be assumed that L sources (which include interferers as well as the

target source), s{f) = 0,1,2,...,L — 1, each generate a stochastic plane-wavc signal which
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propagates in an isovelocity medium through M spatially separated array elements,
xm(t) m = 0,1,2,...,M — 1. A -ource refers to any incident plane-wave signal; thus, a single
discrete energy source may actually generate multiple sources, a direct path plus any multi-
paths due to reflected or refracted paths. The plane-wave approximation is valid in an
isovelocity medium for sources located at a distance from the array equal to roughly 60 or more
times the aperture of the array (the so called “far-field” solution) [9]. An isovelocity medium
implies that a wave travels at the same speed of propagation throughout all space. Note that a
far-field source can generate a curved wavefront in a multivelocity medium (see [40] or [18]). It
is assumed in this text that the speed of propagation and the exact element location is known.

Each source s[t) produces a plane-wave response at the x,,(r) element equal to

Xm(t) = s,(t +Im s’) + np(D) (1.1)
where
Xm = position vector for the x,(¢) element
5] = negative directional unit vector for the s{?) source
c = speed of propagation of the acoustic plane wave

nm(f) = noise at the x,(f) element (assumed to be spatially uncorrelated)

(f'"c' 3'1) is the difference between the arrival time of the plane wave from s(f) at the m*

element, x,(?), and the arrival time of the same wave at the origin. Thus, for X, 1 s, or

Xm = (0,0,0), this time difference will be zero. Figure 1.2 displays the coordinate system used
throughout this text.

—> ¢ =ELEVATION
ﬁ/ x ANGLE
L (+DOWN, - UP)
........ v @ = AZIMUTH ANGLE
. (OR BEARING)
; (0 - NORTH)
: x = r cos¢ cosf
+ Y.z y = rcos¢ sinf
z (x.y,2) z = rsing

Figure 1.2. Coordinate system.




2. GENERAL BEAMFORMING ISSUES

This section discusses several adaptive beamforming issues relevant to the develop-
ment of the beamforming structures in Section 5. In particular, it briefly discusses the
performance of the adaptive array with respect to the number of elements, the signal band-
width, and a multipath environment.
2.1.PERFORMANCE VERSUS ARRAY SIZE

Array gain is the improvement in the SINR due to beamforming. One definition
commonly used is [9]

SINR s
SINR, (2.1)

input

array gain =

(in Ch. 4.2.4 of [9], the noise term implies interferers plus noise as explicitly stated here; see
also [8],[11]). Note that if a large interferer is cancelled by a beamformer, the array gain given
by Eq. (2.1) can be quite large. The array gain at the output of an ideal M element array for the
case of no interferers and spatially white, isotropic noise is equal to
array gain = 10 log,,(M) dB (2.2)
regardless of the arrival direction (see, for example, p. 37 of [11]). Asthe interference-to-noise
ratio (INR) increases, however, the array gain will change depending on (among other things)
the number of interferers, the direction of each interferer, and the power in each interferer.
For instance, if a 10-element array effectively cancels a 30-dB interferer, then the array gain
given by Eq. (2.1) can be as large as 40 dB [= 10 log(10) dB + 30 dB]. For more on array gain
see [5].
Any adaptive array with M independently controlled elements has M degrees of

freedom, which are typically distributed as

M = [no. of constraints] +[no. of steer directions] + [no. of interference nulls] (2.3)
For example, the minimum variance distortionless response (MVDR) has 1 constraint of
constant magnitude in the single steer direction and so has a capability of generating M—2
intcrference nulls in its array response. When more interferers are incident on an array than
the array is capable of cancelling, the adaptive weights will collapse (to zero) as the incident
INRs increase and the array gain will deteriorate [8].

2.2. EFFECTS OF SOURCE SIGNAL BANDWIDTH

Broadband signals create (at least) three separate problems in array processing. The
first deals with the fact that the interelement phase shift is a function of frequency. To see this,
consider the interelement phase shift for a broadband signal

inter — element phase shift = 2 n f [t,,,(ii) - rm_l(fi)]
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c

from the x,,(¢f) element to the origin. The interelement phase shift is seen to be linearly
dependent on the frequency of the signal. We can investigate the ramifications of this
dependence further by considering the uniform linear array (ULA) with element spacing d.

where 7,,() = is the time it takes a plane-wave coming from direction u to propagate

For this case and a signal incident to the array from angle ¢, we find

inter — element phase shift = 2 n f [-g— sin(¢)} (ULA) (2.4)
From Eq. (2.4), it is apparent that a single signal with f;,,,c. arriving from angle ¢,,,c. can be
perceived by the array as having a different frequency content, f;r,,y, and arriving from a
different angle, @,mq; as long as the interclement phase shift is unchanged, or
farray SiN@array) = frource Sin(@source). This can happen in narrowband beamforming when-
ever famay # fsource - In these cases, the source appears to be incident from an angle

Garray = sin ™! [ff:;::i Sin(@ source) ] (ULA) (2.5)

For narrowband frequency-domain beamforming, two situations can arise where
farray # fsource: (1) when the temporal DFT performed on each element’s time data is not of
adequate size so that spectral leakage between frequency bins is significant, and (2) when the
spatial spectral correlation matrix, R(f;), and the steering vector, E(f,,u) (defined in Section

4), are formed at different frequencies.

Figure 2.1 demonstrates the effect of an inadequate size of temporal FFT, with the
MVDR adaptive beamformer processed at 15.625 Hz (bin centered for a 1024-point FFT).
The incident signal on the 5-element vertical ULA with d=30-m spacing is a narrowband
signal at 25.0 Hz coming in at — 14 degrees (c=1500 m/s) and sampled at 1000 Hz (all examples
in this text are sampled at 1000 Hz). One would expect the MVDR processor to yield zero
output when processing is done at any frequency other than 25.0 Hz. However, figure 2.1 shows
that for FFT sizes of 32, 64, and 256 points, the spectral leakage from the 25.0-Hz source into
the 15.625-Hz bin creates an apparent arrival angle of —22.8 degrees, as described by Eq. (25).
Asthe frequency bin leakage is decreased with larger FFT5, the desired solution is obtained. In
figure 2.2, the MVDR beampattern* is plotted for the same vertical ULA and 25.0 Hz source
for fapray = 1,2,3,...,60Hz. AnFFT size of 32 points was used to clearly illuminate the arc sin
dependence of Eq. (2.5) (clearly farray # fsource ). Figure 2.3 plots the MVDR beampattern
results for an FFT size of 1024 (with 50% overlap). The figure shows the correct frequency and

* The beampattern is defined in this report as the array’s output energy ( f P(f,u) df ) asthe direction of
look is varied. It is a real valued quantity.
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Figure 2.1. MVDR beampattern for single CW at 25.0 Hz/—14 deg;
FFT sizes of 32, 64, 256, and 1024 points.
angle of the incident signal. Unless otherwise stated, a 1024-point FFT with 50% overlap will
be used in all narrowband frequency-domain beamforming.

The second problem associated with broadband signals is spatial aliasing, which creates
a directional ambiguity in the beampattern. Expressions for spatial aliasing are based on the
sampling theorem NO TAG and are a function of the incident angle of the signals. The worst
case for spatial aliasing in the ULA with element spacingd is when the incident angle is +/— 90
degrees (end-fire). Under these conditions, spatial aliasing will occur when

d__1 1
E<“§m (2.6)

where fy14y is the largest temporal frequency of the incident signals. The best case for spatial
aliasing in the ULA with element spacingd is when the incident angle is 0 degrees (broadside),
where spatial aliasing will occur whenever

d<=7L @7)
In the previous example, d = 30 m, ¢ = 1500 m/s; we can expect the onset of spatial aliasing to
appear when the frequency of the incident signal is between 25.0 Hz and 50.0 Hz, depending on
the incident angle of the signal (see Appendix B for more discussion on grating lobes and
time-domain conventional beamforming (TD-CBF) with a ULA). Spatial aliasing can be
viewed clearly as grating lobes in the array pattern.* The grating lobes can be clearly seen in

figure 2.4, where the array pattern of the 5-element vertical ULA is plotted for a steer direction
* The array pattern is defined in this report as the complex valued weighting given to an incident signal as its

direction is varied when the array’s direction of look is fixed. For equally spaced elements, it reduces to the
spatial Fourier transform of the arrav weights.




of —14 degrees. Figure 2.4 is plotted from — 180 degrees to + 180 degrees for a complete view
of the grating lobe structure. Note that because the array is linear along the Z axis, its array
pattern is azimuthally independent. Thus, the array pattern actually forms a main cone and a
grating cone when Eq. (2.6) is satisfied. It is straightforward to show that the true angle (versus
that defined by the grating lobes) for f > 1/2 fiy4x lies between

-1 21 1 ¢ =111 1 ¢

St [ 2 fSOllTCC d] = ¢array = S [2 fSOlerC d] (2.8)
Figure 2.5 plots the MVDR beampattern for a broadband signal incident on the 5-element
vertical ULA from —14 degrees. The grating lobes are readily apparent for f > 40 Hz

The last problem associated with broadband signals is that the array pattern’s main
beam width is a function of frequency (as well as a function of the steer direction). This can also
be seen in figure 2.4, where the main beam gets wider at lower frequencies, and thus the
resolvability between two closely spaced sources becomes more difficult at lower frequencies.
A closed-form approximation for the main beam width of a uniform linear array is found in
Appendix B. Broadband beamformers which integrate across frequencies (either implicitly or
explicitly) will have to take this issue into effect, especially if significant amounts of energy exist
atthe lower frequencies. The simplest method is to filter out the low frequencies (as well as the
high frequencies for reducing spatial aliasing) to retain the required beam width for adequate
resolution.
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Figure 2.2. MVDR beampattern for single CW at 25.0 Hz/— 14 deg;
FFT size of 32 points.
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This section has introduced some of the effects of signal bandwidth on spatial pro-
cessing. Insight here is crucial to understanding the beampattern output and the operation of
various beamformers. Figures 2.6 and 2.7 show simplified adaptive arrays for narrowband
signals and broadband signals, respectively [28]. A single complex weight is capable of
supplying the required gain and phase adjustment at each element for narrowband signals, as
seen in figure 2.6. The tapped-delay line in figure 2.7 permits the adjustment of the gain and
phase at a number of different temporal frequencies, as required for the array processing of
broadband signals. Signal preconditioning has been left off both figures for clarity.

xM-l(z)o-—Qf
o\
o
[

(S0,
xl(‘)O——g—/ \j—>}’( u)

xo(0)

Figure 2.6. Adaptive array for narrowband signals (data and weights complex).

xM—l(t)C zZ-1 — z-1

xl(t) O zZ-1 — 71

/\
ooe /@—Vy(t,l'f)
)
xo(t) C Z—l — Z-—l
/
% 900
)

Figure 2.7. Adaptive array for broadband signals (data and weights complex).
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2.3. SOURCE-TO-ELEMENT PROPAGATION CHANNEL

Two identities from ray theory can be used to generate a more complete picture of the
source (including interferences) to element propagation channel in a nonhomogeneous
medium. Consider figure 2.8 where an incident wave is colliding with a single abrupt
discontinuity. We find that [7]

1. Incident angle is equal to the negative of the reflected angle

¢, = — ¢, (2.9)
2. Snell’s Law:

co.z(lq‘) D _ coi(zrpt) (2.10)

where ¢, and c, are the speed of propagation of a plane wave in medium 1 and medium 2,
respectively. From Eq. (2.10) it can be seen that there exists a critical incident angle where if
¢; < ¢, no transmission results. The critical angle is

- -1{%
¢ = cos (C_z) (2.11)
. . . cq . . .
The ratio of the sound speeds in the two mediums, E%’ is called the index of refraction.
REFRACTED (TRANSMITTED
WITH CHANGE IN DIRECTION)
Z;

‘Nﬁ - ;’x
ZI /\K
z

Z;>Z REFLECTED INCIDENT

Figure 2.8. Effects of a single discontinuity in the propagation medium.

The magnitude of the reflected and transmitted waves depends on the characteristic
acoustic impedance, Z = g ¢, where g is the medium density. For instance, it is straight-
forward to show that the magnitude of the reflected wave is related to the magnitude of the
incident wave by [7]

r = ai [Z25in@) — Z, sin@)]
=4\ Zsig) 7 2, s @12

and that the magnitude of the transmitted wave is [7]
[ 22, sin¢)

A=Al . .
| Z, sin(¢;) + Z, sin(@®,)

(2.13)
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Using Eq. (2.9)—(2.13), we can compute the magnitude and direction of the reflected
and transmitted waves. For example, assume that a source is 2000 m from a uniform linear
vertical array and 250 m from an abrupt impedance boundary, with Z, = 1.5/1.45 Z; = 1.035
Z,,as shown in figure 2.9. Table 2.1 summarizes the multipath and direct path data for various
element depths. The data show quite clearly that the magnitude of the multipath, A", is
different for many of the elements. For a large array, each element will most likely see a
different propagation channel. In fact, it is possible for an element to see no signal, direct or
multipath, from the source or to see only a transmitted multipath and no direct path (see, for
instance, the top two elements in Z; in figure 2.9). Thus, for an algorithm to use the multipath
information to increase the array gain, each signal-to-element channel must be treated
individually.

The underlying difficulty with including the multipath data is that it is temporally
delayed and deformed (due to nonideal propagation such as spreading, absorption, ducting
and nonideal boundary interactions) as well as spatially different from the direct path. Most
adaptive beamformers treat incident energy which is spatially different from the steer
direction as interference to be nulled out. This is equivalent to making the implicit assumption
of all source-to-element propagation channels being equal and no multipaths existing.

At
@ NO TRANSMISSION

¢i = ¢c ¢t
> X
SOURCE
(2000,0,250)
2> =1.0352;
¢; = 1450 m/s

Figure 2.9. Effects of a single discontinuity in the propagation medium.
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Table. 2.1. Direct and multipath data for the uniform linear vertical array in figure 2.9.

Element A (1)} ¢ = ¢ | x Reflect Direct Multi- Diff
Depth (m) (deg) (deg) (m) Path (m) | Path (m) | (ms)
190 1.0 - 124 863 2000.9 2047.8 323
220 1.0 - 13.2 936 2000.2 2054.5 374
250 1.0 - 14.1 1000 2000.0 2061.6 42.5
280 0.94 0.5 14.8 1056 2000.2 2069.6 48.0
310 0.52 5.0 15.6 1107 2000.9 2076.9 53.0
340 0.4 7.2 16.4 1153 2002.0 2085.2 58.7
370 0.33 8.9 17.2 1194 2003.6 2093.9 64.8

2.4. SOURCE-TO-ELEMENT PROPAGATION CHANNEL MODEL

Each source-to-element propagation channel can be modeled as a FIR filter with
impulse response

I
itm(n) = O(n — ndirecy + " A7 &(n — (2.14)
i=1

for the m™ element and I multipaths [12]. By aligning the received element data to point
towards the direct path, we have a channel impulse response

1
hm(n) = 6(n) + > Al &(n — nmui 4 pirec
i=1

I
= 0(n) + z A} 0(n— "?n,i )

i=1
We can take the Z transform of Eq. (2.15) for a single multipath (/=1) to find the channel
transfer function between the source and the m* element

(2.15)

(2.16)

The power spectral density of the m™ element is now related to the power spectral

Hu(2) = > hu(n) 27" = 1+ Al 27"
n=0

density of the source by

PSD, (f) = |Hn(f)|* PSDLf) (2.17)

where

2 ry\2 r

The spectral nulls in Eq. (2.18) are characteristic of a multipath channel and can be seen in
figure 2.10 for A, "= 0.8, and n,,,? = 5. Itis seen from Eq. (2.18) that the depth of the spectral
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CHANNEL IMPULSE RESPONSE CHANNEL TRANSFER FUNCTION

1.0 0
0.8
0.6 -2
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0.2 _Eg 4
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= 0.24 :E -6
-0.4
~.6- -8
-0.8-
-1 . A y -10 ' . ,
0 5 10 15 20 0 f/2
TIME DELAY NORMALIZED FREQUENCY

Figure 2.10. Channel impulse response and transfer function.

nullin the channel’s transfer function increases with the amplitude of the multipath (4,,,”) and
that the distance between spectral nulls decreases as the delay (r,,, ?) between the direci and
multipaths increases.

2.5. SOURCE-TO-ELEMENT PROPAGATION CHANNEL EQUALIZATION

Even though the multipath can be distorted by the propagation channel and arrives at
the array from a direction other than that of the direct path, it contains energy coherent with
the signal of interest. If each source-to-element channel can be equalized, i.e., the effects of the
multipath are negated, then the SINR of each element and thus the array can be enhanced. (It
should be noted that two broadband signals are fully correlated if they are amplitude-scaled
and temporally delayed replicas, while two narrowband signals are fully correlated if they have
a fixed phase difference relative to each other. Multipath signals are usually partially
correlated to the direct path due to nonideal reflections or ~2fractions.)

Continuing under the premise that the inverse filter can be found, we can find that the
transfer function of the ideal equalizer or inverse filter is

Hiv(z) = H:Tz) (2.19)
For the single multipath example above
inve\ — 1 = S ATy o =n0i
He'®) =152 = Z,‘ An)' 2 (2.20)
=

using the geometric series. Thus, the ideal inverse filter impulse response is
h(n) = (- AR) /"™ fori=0, n%, 21, ..

hi™(n) = 0 otherwise (2.21)
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Note that hy, "™(n) is stable if and only if |4,,”| < 1. Figure 2.11 plots the first 20 taps of the
ideal inverse channel impulse response (Eq. (2.21)) and the ideal channel transfer function. It
is apparent from comparing figures 2.10 and 2.11 that the cascaded channel—inverse filter
results in a distortionless transmission albeit delayed in time. This is the aim of channel
equalization.

INVERSE CHANNEL INVERSE CHANNEL
IMPULSE RESPONSE TRANSFER FUNCTION
1.0 0
]
0.8 .
0.6 ~2-
0.4 —_
= 0.2- @ -
%:E -0.0- S
0.2 £ g 0
0.4 T
-0.64 -8
—0.8-
"] T L — T "']0 T T T
0 5 10 15 20 0 £i/2
TIME DELAY NORMALIZED FREQUENCY

Figure 2.11. Inverse channel impulse response and transfer function.
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3. TIME-DOMAIN BEAMFORMING

Time-domain beamforming techniques are used in communication, in transient signal
analysis, or for wideband sources. This section briefly introduces time-domain beamforming

and its discrete implementation. It introduces notation and concepts used later in this text.

3.1. CONTINUOUS TIME-DOMAIN CBF

To coherently add the outputs of all elements in the time-domain requires the proper
delay of each element before summing. The delay is determined by the desired “steer” (or

“look™) direction. The summation can be written as

M-—-1
Yoid) = D Wi Xnt = Tm(@) ) 3.1)
m=0
where

# = steering directional unit vector for the (6,9¢) th direction

Xm - U . C
Tm(U) = =2 =required steering delay at the x,,(r) element to look at direction u
wm = weight (or shading coefficient) for the x,(f) element

Figure 3.1 is a direct implementation of Eq. (3.1). It represents pure spatial processing, since
the temporal delay operation has a distortionless transfer function (constant amplitude and

linear phase).

xM—l(t) O—l—' TM-1

STEER DIRECTION W1

Figure 3.1. Continuous time time-domain conventional beamforming.
The instantaneous power in the beamformer output, Py(t,u) = [y(t, 4) [2, will display a
peak whenever the steer direction equals a source direction. (Recall that

(e, @) = y(t,@) y'(1,i), where y'(t,&) is the complex conjugate of y(t,%).) In low SNR
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environments, Py(t, %) must be time-averaged to adequately resolve a source direction. Since
Eq. (3.1) is a summation of all energy coming from a particular steer direction, it can be used to
detect broadband sources as well as narrowband sources. To classify the source, the spectrum

of the beamformer output must be analyzed.

3.2. DISCRETE IMPLEMENTATION OF TIME-DOMAIN CBF
To implement any algorithm in hardware requires that the continuous input data be

sampled so that 1 — k At, where k is a positive integer and 4 = fl is the sampling interval.
s

Sampling Eq. (3.1) and normalizing each iteration to the sampling interval 4z, we find the
beamformer output can be written as

yk, i) = W X%4, i) (32)
where W is the Mx1 weight vector

wTl = [wo,wl,w2,...,wM_1] (3.3)
and X4(k,u) is the Mx1 perfectly aligned data element vector (or snapshot) at time k

Xk, )T = [xo(k = 1o@)), x)(k — T,@), xx(k — T,@)), .., Xp_y(k - TM—l(‘_‘.))]
= (x5, x}(0), x50, ... x5 ®)] (3.4)
The alignment of the element data essentially creates a broadside steer direction. With these
vectors defined, the instantaneous power in the beamformer output can be rewritten as
Pk, @) = y(k, @) y'(k,d) = WH X%k, ) Xk, )" W (35)
Figure 3.2 shows the new TD-CBF structure and notation. From the figure it can be seen that
time-domain CBF is very simple to implement. Simply retain a time-history of each element’s
input data, and then sum the properly delayed data from each element in the array. The
average power output is found by taking the expectation of both sides of Eq. (3.5) to give
Pyu) = WH R(u) W (3.6)
where
R(@@) = E| X%k &) X°(k,)" | (3.7)
is the spatial temporal correlation matrix [9] (also called the steered covariance matrixin [41]).

If the input process is ergodic, then a time average will approach Eq. (3.6) (see, for example,
Ch. 2 of [14]).

Unfortunately, the element delays are rounded to the nearest integer in the discrete
implementation. Thus, the discrete time element delays are given by
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Tm() = round[;c."'—.7(3.’—_—Q fs] (3-8)

where round[x] rounds x to the nearest integer. (The round operation is inherent in the
sampling process.) It is apparent from Eq. (3.8) that the steering delays will be rounded to
integer multiples of the sampling period. Thus, the higher the sampling frequency, the more

steer directions are possible and the better the delineation of the array beam pattern.

Xy 1(k X1 )

x(o—z®

w

1 @/’@“”’(""7’

Wo

xO(k)C |Z—r0| xﬂa(k)

©

Figure 3.2. Discrete time time-domain conventional beamforming,

Often interpolation is required to obtain the desired delineation of the array pattern.
Two possible techniques for data interpolation are (1) conventional time series interpolation,
which effectively resamples each element’s data at a higher sampling rate [9] and (2) data
interpolation by a linear 2-tap FIR filter or a quadratic 3-tap FIR filter to interpolate between
data values while retaining the same sampling rate (see, for example, Ch. 3.1 of [4]).

Figure 3.3 shows the most intuitive means of implementing conventional interpolation,
called low-pass prebeamforming interpolation [26]. Each element is resampled at a higher
sampling frequency, allowing for more precise control over the steering delays. Enough data
memory from each element must be retained to account for +/— maximum steer delay (in
number of samples), which is a function of the resampled sampling frequency, the speed of
propagation, the element location (with respect to the origin), and the steer direction. When
the number of steer directions is greater than the number of array elements, a computationally
more efficient method of interpolation can be used, called low-pass postbeamforming
interpolation [26]. The interpolation operation can be separated into two operations: (1) /—1
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zeros added between each successive data sample and (2) interpolation filtering. / determines
the amount of interpolation and is assumed to be an integer greater than 1. In postbeam-
forming interpolation, the zero adding is done before the delay and sum beamforming com-
putation, while the interpolation filtering is performed after the delay and sum beamforming.

Both techniques result in similar improvements in determining the angle of arrival of the

source.
Xy_i(D) Xy 1(K
ANTI- INTERP
O—P | aLiAs A/D [—P» RP —3» DELAY
F'_TER|
. ?
o
]
INCOHERENTLY
AVERAGE
(0 AN x,(k) DEC] |- POWER OVER
o—p —9»| AD |—pp{ INTERP | —pp TIME
S%\SS DELAY INTERVAL
f D*I*f,
xo(t) ANTI- xo(k)
O—»| ALias|—pp- | A/D |— INTERP |L—Ppl DELAY
FILTER|

f. I*f, f

STEERING
DIRECTION

Figure 3.3. Prebeamforming-interpolation time-domain beamforming.

Asecond method of data interpolation which does not increase the data rate is shown in
figure 3.4 for a single element. First, the rounded-down integer delay is used for coarse data
alignment. Then a small FIR interpolation filter (either 2 taps for a linear interpolation or 3
taps for a quadratic interpolation) is used to compensate for the difference between the actual
delay and the rounded-down integer delay. Essentially, the interpolation filter provides for
fine steering. In most cases, the generation of the aligned data matrix will require some method
of data interpolation for adequate beampattern delineation.

) e xolk) xa(k)
O—>aLias|—P»| AD —p| 2@ 1z z-
FILTER

DATA ALIGNMENT  INTERPOLATION FILTER
(COARSE STEERING) (FINE STEERING)

Figure 3.4. Data interpolation of a single element for time-domain beamforming,.
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4. FREQUENCY-DOMAIN BEAMFORMING

Frequency-domain spatial processing is an especially efficient technique when the
stochastic signals are narrowband and sustained rather than transient [9]. This section briefly
introduces two of the more popular frequency-domain beamformers, Bartlett and MVDR.

References are provided for more detailed information.

4.1. FREQUENCY-DOMAIN CBF (BARTLETT)
The array output can be analyzed in the frequency domain as well as the time domain.
In the frequency domain, time-delays transform into frequency-dependent phase shifts. Thus,

taking the Fourier Transform of Eq. (3.1), we obtain

M-1
SF[_Y(I, a.)] = SF{ Z W Xm(t ~ Tm(a))}
m=0

M-1
YHd) = > wy e 120 X, () (4.1)
m=0

where X,(f) is the single element (also called along-channel) temporal Discrete Fourier

Transform of x,,(?) in a discrete implementation. Eq. (4.1) can be rewritten in terms of linear

matrixes
Y(f,4) = EG,w" W x(f) (4.2)
where
E(i)T = [e+j2:rfro(i4’) , eti2afu@ e+f2nfm_1(i4')] (4.3)
WT = diag [wy, Wy, ., Was—1] (4.4)
XpT= [Xo(f) D $1() I XN-l(f)] (4.5)

E(fu) is the plane-wave steering vector which corrects for the phase delays at frequency f
between elements when the array is steered in direction u. The FFTS are usually performed
with a 50% —75% overlap, weighted with a good FFT window (e.g., the Hanning window), and
are of an adequate length (e.g., 1024 —8192) for good frequency resolution NO TAG. Padding
the along-channel data with zeros for good frequency resolution is equivalent to the data inter-
polation discussed in the previous section. W7 is a diagonal matrix containing the element
weights (shading coefficients). For unity shading, W7 reduces to the identity and can be
dropped out of the equations. The instantaneous power in the array output is given by

PYf.d) = Y(Li) Y (f,u) = E¢,i" W X() X(h¥ W E(f, ) (4.6)
Or taking the expected value of both sides, we find the average power output as
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Py(f,@) = E(,@)¥ WH R() W E(f,D) 4.7)
R() = E[ X(f) XpH |

is the spatial spectral correlation matrix NO TAG (also called the cross-spectral density matrix

where

[6]). In practice, only an estimate of R(f) can be computed:

N
R =R = %ZX(}) X (4.8)
i=1

The efficiency of Eq. (4.7) is that once an estimate of R(f) is formed, any new direction
can be searched by simply generating a new plane-wave steering vector, E(f). For broadband
signals, Eq. (4.7) is computed for multiple frequencies within the band of interest and then

summed across frequency.

4.2. MVDR

MVDR is an example of a linearly constrained adaptive beamforming algorithm. It has
the ability to adapt to the spatial interferer environment and place spatial nulls wherever
strong interferers exist. The MVDR method determines the weight vector, W(fu), which

minimizes the average array output power:

P, = WD R() W) (49)
subject to the constraint that the steer direction has distortionless response (constant
amplitude and linear phase), i.e., W(f,#)" E(f,ii) = 1. It was shown in [9] (see also [31]—[40]
for more on MVDR) that the array element weight vector satisfying these constraints is

___RO-IEGD)
W60 = EGar Ry EGD (410)

Using Eq. (4.10) in Eq. (4.9), we find the average output power to be

= 1
P = B R TEGD (10

Once an estimate of R(f) is formed, its inverse must be computed. This requires O(M?)
operations in general and can be a numerically unstable operation if the condition number of
R(f) is large. However, once this inverse is computed, any direction can be searched by just
generating a new plane-wave steering vector, E(f). Since the spectra of MVDR are constrained
in the direction of look and because of the narrowband processing, MVDR s not capable of

channel equalization.
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5. BROADBAND BEAMFORMING INCORPORATING
ADAPTIVE EQUALIZATION

This section discusses adaptive beamforming algorithms capable of channel
equalization. The complexity of the underlying problem is depicted in figure 5.1 and is
described in more depth in [13] and [15]. Each source signal is convolved with its local source
impulse response (transducer, ship hull, etc.), §;(z), before being transmitted into the prop-
agation medium. As described in Sections 2.4. and 2.5, each source-to-element is modeled as a
separate transmission channel (which includes multipaths, distortion, propagation losses,
etc.), H;j(z). Upon reception at each array element, the receiving data undergo another
convolution with the element’s impulse response (transducer), E;(z). To simplify the problem,
it will be assumed that each element is equalized and that the problem is to equalize the
channel such that s;(2) is recovered. The channel models are assumed to be linear and slowly
time varying.

CHANNEL MODELS

H, .(z
SOURCE MODEL 116)
SOURCE 1 sl(t)/v

o—>

512 "i’ H, 5(2)

H,4(2)

ELEMENT MODEL
ELEMENT 1

x(?)
E2 >

ELEMENT MODEL
ELEMENT 2

x5(1)
Ey(2) >
CHANNEL MOD)
H,.(z
SOURCE MODEL 21() ergpy ELEMENT MODEL
SOURCE 2 s 2(f)/v x3(f)
o> 5,0 »—\—-: H,5(2) Ey@) |
H,5(2)
TRANSMITTING PROPAGATION MEDIUM RECEIVING
SOURCES (MODELS DEPEND ON SOURCE ARRAY

AND ELEMENT LOCATIONS)

Figure 5.1. Channel models for two sources and three elements.




5.1. MULTICHANNEL ADAPTIVE FILTERING

Two of the earliest detailed descriptions of the multichannel adaptive filter for use in
adaptive arrays can be found in [28] and [23]. The multichannel adaptive filter, shown in figure
5.2, adapts all of its weights to minimize the mean square error between the multichannel filter
output and a desired signal. Figure 5.2 is an adaptive filter which can adapt to both the
temporal and spatial characteristics of the input data and is thus capable of channel equaliza-
tion and interferer cancellation. The weaknesses of this multichannel adaptive fiiter are that
(1) source localization is not available from the filtered output as was true with the previous
beamformers (although localization information might by using the converged weights values
similar to the techniques used by frequency Fomai. - inear prediction beamforming [6] and
[9]), and (2) it requires a desired signal, d, . or at least an approximate desired signal.
Although these characteristics might eliminate the multichannel adaptive filter from applica-
tions in passive surveillance, a desired sequence does exist in communication systems (via a
training sequence) and active surveillance (transmitted pulse).

To investigate the multichannel adaptive filter, consider the i* (single) channel with N
= Nj + N> + 1 taps. The time-domain filtered output is given at time & by

yik@) = WL X3k (5.1)
where

Wik = [w,-’_Nz(k), s Wig®) 5 w,-,Nl(k)] (1xN) weight vector (5.2)

X" = [xf(k + Ny , ..., (k) , ... , x2(k — N})] (1xN) aligned data vector ~ (5.3)
The M-element multichannel filtered output is the sum of the M single-channel filtered
outputs, or in matrix formulation:

M-1
Wi = 3 yikid
i=0

= W X°(k) (5.4)

where
WO = [Wo®T, W@, ., Wy 0] (IxMN) vector (55)
xo(k)" = [x;;(k)f , X307, ..., x;,_l(k)f] (1xMN) vector (5.6)

Written in this manner, it is easy to see that the optimum Wiener - Hopf solution which
minimizes the MSE, Efe(k)e *(k)], where

e(k) = d(k) — y(k, ) (.7)
is found in [28] to be

wopt = R(‘_‘.)-] P(u) (5.8)
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or in [14] for detailed single-channel adaptive filter theory. In Eq. (5.8), R(%) is the multi-

channel, spatial temporal correlation matrix and P() is the multichannel, cross-correlation
matrix given by

R(u) = E[ X°(k) X*(kyH ] (MNXMN) vector (5.9)

P@) = E[ Xe(k) d"(k) ] (MNx1) vector (5.10)

Numerous methods of solving Eq. (5.8) without actually inverting the MNxMN matrix

(which requires O(M3N3) operations in general) have been explored in the past 30 years. The

recursive least squares (RLS) solution (also called Kalman Filter) requires O(M2N?)

operations [22]. While the shifting property does not exist between channels as would be

required for (super) fast RLS solutions (i.e., O(MN)), it does exist within a single channel, as

shown in figure 5.2. This property has been exploited by [19] and [25] to derive two different

multichannel RLS lattice algorithms with O(M2N)). The application of stochastic sciutions like

least mean squares (LMS) to the problem does not require matrix inversions. This results in
O(MN) algorithms, but the performance of these algorithms is dependent on the data [28].

xM_l(k) O.__ Z "M~ ] Xy-1°(k + N») z- Xy -,"(k) —z- Xul.ln(k ~N))
Wi-1.- N o0 VH-10 eoo® "VH-1¥
2
®
o
e
x1(k) O— Pl A P ;" NN w- itk
Wio 00 1N, y,(k,a':’) y(k, l—l.)
S /®—_’
xo(k) O— o X0 Xtk = N
o0 2 z yolk, @)
Moo ooe "N
v_
C »>(>)—»
d(k) +~ e(k)

Figure 5.2. Multichannel adaptive filter for broadband signals.

The data alignment helps to minimize the required length of the single-channel FIR
filter, N. By interpreting Eq. (3.8), we see that the length of the filter N (as well as other
parameters) determines the possible steering delays, which in turn determine the angles at
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which the multipath can arrive and still be equalized. Thus, by aligning the data toward a
particular direction, a range of angles is defined for which the filter can equalize multipaths.
For example, the uniform linear array with M elements can equalize multipaths as long as they

. o e el Nz (4 1 -1 N 4 1
arrive within — sin~ > G =1 fsJ < ¢ < +sin [2 dM=17 J degrees of the

steered direction, u.

However, since the adaptation is based on minimizing the output error power, if the
same desired sequence is used for all steer directions, the weights will always attempt to
equalize the same signal (as long asitis in the range of possible angles defined by N above). The
generalized sidelobe canceller to be discussed in the next section will modify figure 5.2 touse a
TD-CBF to generate the desired signal. It is dependent on the steer direction and will thus
provide more directionality information.

5.2. GENERALIZED SIDELOBE CANCELLER

The generalized sidelobe canceller (GSC) was developed in [24] where it was shown
that the linear constrained adaptive beamformer (like the Frost algorithm [21], MVDR, and
[20] and [29]) can be implemented as a combination of a nonadaptive beamformer and an
unconstrained adaptive beamformer. Figure 5.3 shows a block diagram of the GSC, with the
spatial filters are derived from an array of elements. The GSC is essentially a spatial version of
the single-channel adaptive noise canceller. The main array generates the desired signal
(determined by its steer direction), which can be corrupted by interferers that bleed in through
the sidelobes of the nonadaptive main array. Each auxiliary array spatially filters one interferer
(determined by the auxiliary array’s steer direction); then its output is adaptively weighted and
subtracted from the main array output, resulting in the signal only (ideally). For broadband
interferers, the adaptive weighting must consist of more than one weight, as discussed in
Section 2.2.

N\ / N\
MAIN ARRAY | SPATIAL iAUXILIARY ARRAYS

FILTER
SPAT!AL FILTERS WITH
d(k, ) ‘ ?@QIEERERS CONSTRAINT UH W ~= 0
o A
- Yk, u ADAPTIVELY
Yk 8 FILTERED
e( k —~) SIGNAL INTERFERERS

Figure 5.3. Generalized sidelobe canceller.




For the GSC to keep from cancelling the signal, it is im:perative that the auxiliary arrays
output only interferers; that is, that they place a spatial—spectral null in the direction in which
the main array is steered. For fixed arrays with regular geometries (like the ULA), steer
directions can be determined for each auxiliary array which place a spatial null (of the auxiliary
array’s array pattern) exactly in the direction in which the main array is steered. For example,
the M—element linear auxiliary array will have a spatial null in the ¢,,,,, direction when the
auxiliary array is steered in a direction given by [27]:

Paux = sin’l(sin(¢ma,-,,) + —2—i) fori = integer = 0 (5.11)

M
-1 e
M-1
3 O T ;)—e("@
a wi
xl(k) o—-@ x,%(k) @ / -

xo(k) oz} R

SIGNAL
BLOCKING|
MATRIX

UNCONSTRAINED - '
ADAPTIVE ALGORITHM

Figure 5.4. Generalized sidelobe canceller implementation of the linear constrained
adaptive beamformer for broadband sources [24].

M-1 different directions exist which satisfy Eq. (5.11). In addition, [27] presents a technique for
reusing elements of the main array to form the auxiliary arrays with minimal GSC degradation
due to signal correlation between the auxiliary and main arrays. In general, however, a
data-independent blocking matrix must be used, as seen in figure 5.4, which guarantees that
only spatially different sources (assumed to be uncorrelated interferers!) are passed to the
multichannel adaptive filter. Since the main array is nonadaptive, no channel equalization is
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possiole with the GSC. The performance of the GSC can be expected to deteriorate in a
multipath environment because the multipath allows correlated energy to euter in the
auxiliary array.

5.3. BROADBAND CBF INCORPORATING ADAPTIVE EQUALIZATION

One problem with the multichannel adaptive filter presented in Section 5.1. is that for a
significant number of elements, the equalization tends to be very noisy due to the weight
misadjustment (a function of the total number of weights, MN). By treating each element as a
separate, single channel, as in figure 5.5, the number of weights in the update loop can be
reduced by M and the equalization performance enhanced due to the reduced misadjustment
noise, but now the spatial cancellation properties have been reduced to that of a nonadaptive
TD-CBF. This technique without the presteering has been successfully used recently in an

underwater acoustic communication channel [17]. In communication channels, it is imperative
to equalize each element’s data before summation. Like figure 5.2, figure 5.5 relies on a
desired signal which could be supplied by a TD-CBF to form a variation of the GSC presented
in the previous section.

xM_l(k) O,— 7 ™1 xM"‘(k + NZ) 7 xM-la(k) Z_] xu/.;‘(k - Nl)
Wy 1.—N2 00 Wy-10 000 Wy X.NI
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L=Ny 000
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S y 1(k,i‘.)/'@l-2
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* "o-m\3 eee
i

Figure 5.5. Time-domain CBF with adaptive channel equalization.




6. SIMULATIONS

Two simulations were conducted to compare the performance of the presented beam-
forming algorithms. The first simulation considers the case of multiple independent narrow-
band sources while the second simulation considers a single broadband source in a single
multipath environment. Both simulations consider large SNRs only.

6.1. THREE NARROWBAND SOURCES WITH LARGE SNRS

The first simulation compares the TD-CBF, GSC, Bartlett, and MVDR beamformers
for the case of three separate narrowband sources incident on a 10-element linear vertical
array with large SNRs. The MATLAB generation file listed in figure 6.1 shows the details of the
simulation as well as the details of the beamforming and plot generation. The power in the
three narrowband signals differs by 6 dB and all sources are incident at different anglcs, as
described in table 6.1. The array is “cut” for a 25-Hz signal (i.e., the frequency at which the
distance between elements is half the incident signal’s wavelength). Appendix A describes the
MATLAB files and their relationships to those generated in [6]. The additive gaussian noise
has a variance of 0.0001. (The adaptive techniques presented here will actually work better
with more random noise because the noise helps to condition the data covariance matrix.)

Table 6.1. Source parameters for first simulation.

Source Azimuth Elevation Frequency Amplitude Phase
(deg) (deg) (Hz) (deg)

1 90 0.0 25.0 1 0

2 90 -14.0 45.0 2 45

3 90 30.0 15.0 4 90

Figure 6.2 summarizes the two time-domain beamforming algorithms, TD-CBF and
GSC, while figure 6.3 summarizes the two frequency-domain beamforming algorithms,
Bartlett and MVDR. Figure 6.2 shows the effects of the anti-(spatial)aliasing filter with the
TD-CBEFE. Recall that any incident energy at a frequency greater than that which satisfies the
half-wavelength spacing of the array, here 25 Hz, shows up as a directional ambiguity due to the
existence of grating lobes. When not completely filtered out, the 45-Hz/—14-degree signal
creates havocin the output beampattern. The antialiasing filter used here is a 29-tap band-pass
filter (5—40 Hz) with linear phase. The apparent weak signal incident at roughly +60 degrees
is from the 45-Hz/—14-degree signal leaking through a grating lobe. The output can be
improved by using a better antialiasing filter. Figure 6.4 plots the power spectral density (PSD)
for the TD-CBF and GSC output when they are pointed in the three directions of the incident
signals. The figure clearly shows that, as expected, the GSC is better able to spatially filter out

the signals not in the steering direction.
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Figures 6.5—6.8 plot the beamforming characteristics for the MVDR and Bartlett
frequency-domain beamforming algorithms. A grating lobe is clearly defined by the 45-Hz/
—14-degree signal in figure 6.5. The 15-Hz/+30-degree signal creates the sine inverse function
infigure 6.5 described by Eq. (2.5). Itis due tospectral leakage (even though a 1024-point FFT
with 50% overlap is used) from the 15-Hz/+30-degree signal, since the background noise is
negligible. Essentially, MVDR is magnifying this minimal energy. When the same simulation
was rerun with a noise variance of 0.01, MVDR displayed spectral peaks, without the sine

inverse effects, as desired.

MVDR seems to work particularly well only at the ideal operating frequency of the
array. For instance, even though the 15-Hz/+30-degree signal has the most power of all
incident sources, the MVDR algorithm does not display the +30 degree direction with the
most output power in figure 6.6. On the other hand, the Bartlett algorithm gives a truer output
value in figure 6.8.

Figure 6.3 plots the sum of frequencies from 5—45 Hz for both frequency-domain
beamformers for comparison with the time-domain beamformer outputs plotted in figure 6.2.
Note the similarities between the TD-CBF and the FD-CBF outputs. When the frequency-
domain beamformers were summed over 5—-25 Hz, the 15-Hz/+30-degree and 25-Hz/
0-degree signals are displayed cleanly without the grating lobe interference centered at +60
degree and without the —14 degree peak.




% NB_ULVA

% Linear array of 10 elements spaced 30 meters apan aswmed to be
% arranged along the z—-axis (vertical) with mul
% sources

%  Souce Azimuth Freq Elevation Amp Phasc

% 1. 90 25 0 1.0 0

% 2. 90 45 -14 20 45

% 3. 90 15 30 40 90

%

[ S

% initialize parameters

[ A
fs = 1000; % Sample increment (1/1000H2) (sec)
di= 1/{fs);
T = 4096, % Number of samples
¢ = 1500; % Speed of sound (m/sec)
M=10; % Number of elements

% Array of element positions along z axis (meters)
P = (30) * [ zeros(1,M):zeros(1,M);0:(M-1)];

% generate narrowband complex signals
[ S AE———

f_sig=[254515]; % Signal's frequency (Hz)
amp_sig=[ 1.02.04.0]; % Signal's Amplitude

phase_sig = { 0.0 45.0 90.0}; % Signal’s Phase (degrees)

az_sig = [ 90 90 90); % Signals Azimuth angle (degrees)

el_sig =[0-14 20]); % Signals Elevation angle (degrees)

v = 0.0) *opes{1,M); % Noise vector

% Generate complex element array data

dgr = (pi/180); % conversion from degrees 1o radians
L = length(f_sig); % number of signals

X=zeros(M,T);

for 1=1:1L-1

u = [ cos{az_sig(])*dgr)*cos(e)_sig(l)*dgr), ...
sin(az_sig(1)*dgr)®cos(el_sig(1)*dgr), ...
sin(el_sig(1)*dgn)};

% no noise

z(n: X+nb_sig_gen(f_sig()),P.uamp_sig(1).phase_sig(1).d1, T.c,v*0);

u = [ cos(az_sig(L)*dgr)*cos(el_sig(L)*dgr), ...
sin(az_sig(L)"dgr)*cos(el_sig(L)*dgr), ...
sin(e]_sig(L)*dgr));

% including noise

X = X+nb_sig_gen(f_sig(L),P.u,amp_sig(L),phase_sig(L),dt,T.c,v);

o
% Beamforming
% search directions

90}
;*lz’:{(-'llzs‘)];

% freq-domain beamfon-ning
%

% beamformmg frequenc:es must be exactly equal to
%

F={1: 59]~rs/1024

Pyﬂerm(lens‘h(el) length(F));

for i=1:length(F)
R = sfecsd( X , F(i), P, c, dt, "OverlapFFT: 1024°);
PyB(:,i)=bfclas( X, R. F(i), az, el, P, dt, c);
PyM(;,i)=mvdr( X, R, F(i), az, e}, P, &1, ¢);

F%mesh(flipud(db(Py)"))

Jecontour(flipud(db(Py)"))

%plot(el,db({Py(:,26),Py(:,15),Py(:.46)])) %25.3,14.6,44.9 Hz
%plot(F.db({Py(77,:.Py(31,.):Py(121,1)])’) % —14deg.Odeg,30deg
aplwel.du {sum(PyB(:,5:46")):sum(PyM(:,5:46'))])’) % sum over 5-45Hz

91

% lime~-domain beamforming
%

N=10;

mu = 0.0005;, % normalized lms plnmelet

% Linear Phase BPF ch istic or TD Beamformin;

% (note 1: with a 20 tap FIR filter, tbe O-SHz is really not anemuled)
% (nole 2: group delay = ~ 10 iterations )

a_bpf=(1];
b'ispf = i[u1(29.[5/(fsf2) 40/(fs/2)}); % foegin = S Hz — fstop = 40 Hz
for m=1:M
X(m.:)=ﬁlwr(b bpf,a_bpf.X(m,)));
Py-zeros(lcngvh
B-toephw([l mos( 1 M—3)] {1 -2 1 zeros(1,M-3)));
for i=}:30:180
% conventiona) time—domain beamforming
gyC(i:id‘)).y] = td_cbf{X.az.el(i:i+29),P.dic);
G 1 Y smﬁu G 11,

e‘[’:y(}(i:iom),y] = gsc(X.az.el(i:i+29),P.dic,N,mu,B);

Figure 6.1. MATLAB generation file for first simulation.
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6.2. SINGLE BROADBAND SOURCE WITH SINGLE MULTIPATH

The second simulation compares the TD-CBF, GSC, Bartlett, and MVDR beam-
formers and the multichannel adaptive filters for the case of a single broadband source
incident at 0 degrees and its single multipath incident at —14 degrees on a 5-element linear
array. The MATLAB generation file listed in figure 6.9 shows the details of the simulation as
well as the details of the beamforming and plot generation. Figure 6.10 shows the PSD of the
broadband signal and the received data at element 1 and element 5. The broadband signal
generated by the MATLAB file “bb_sig_gen.m” (see Appendix A) is composed of four
separate components: (1) 15—25 Hz band-pass filtered noise which is amplitude-modulated at
2 Hz, (2) exponentially low-pass filtered noise, (3) a narrowband signal at 18 Hz, and (4) three
odd harmonics of the narrowband signal at 24.17 Hz. The effects of the multipath are clearly
seen as spectral notches (refer to Section 2.4) in the received data’s PSDs. The channel is
modeled after the simulation outlined in Section 2.3. The FIR filter coefficients for each
source-to-element channel are defined as

b(1,:)=[ 0.9 zeros(1,31) 0.900000.000000.000000.0000 00 0.00];
b(2,:)=[ 0.9 zeros(1,31) 0.000000.90000 0.0 0000 0.000 00 0 0.00];
b(3,:)=[ 0.9 zeros(1,31) 0.000000.000000.90 000 0.00 00 0 0 0.00];
b(4,:)=[ 0.9 zer0s(1,31) 0.000000.0 0000 0.0 0000 0.850 0 0 0 0.00];
b(5,:)=[ 0.9 zeros(1,31) 0.000000.000000.0000 0 0.00 000 0 0.47];

which defines the direct path incident at 0 degrees (interelement delay equals 0) and the multi-
path incident at — 14 degrees (interelement delay equals 5). The total power in the multipath is
roughly 0.8 times that in the direct path.

Figures 6.11 and 6.13 summarize the results of the two time-domain beamformers, and
figures 6.12, 6.14—6.17 summarize the results from the two frequency-domain beamformers.
In figure 6.11, the TD-CBF displays both direct and multipath incident directions. However,
the GSC displays no multipath at —14 degrees because the direct path is adaptively filtered by
the auxiliary arrays and subtracted from the main array’s multipath output. As can be seen in
figure 6.13, neither beamformer eliminates the spectral notch created by the multipath.

In figures 6.14 and 6.15, MVDR is seen to effectively lock in on the 24.17-Hz narrow-
band signal, giving excellent directional data at 24 Hz for both the direct and multipath signals.
However, the multipath signal is displayed at a power level significantly lower than the actual
incident power level, presumably because of the strong correlation with the direct path source.
The Bartlett beamformer, plotted in figures 6.16 and 6.17, has significant difficulty in any
directionality, presumably because of the wide beamwidths of the S-element array. However,
it is readily apparent from the PSDs along the 0-degree and —14-degree direction in figure
6.17, that the two signals are related. This was not the case for the MVDR algorithm in figure

6.15.
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Figure 6.12 plots the su: .ie frequency-domain beamformer outputs from 5—45 Hz
for comparison with the time-domain beamformer outputs in figure 6.11. The MVDR beam-
former displays peaks at the correct directions corresponding to the incident direct and multi-
path signals, but the relative power between the signals is significantly different than the actual
0.8. It is interesting how much better the TD-CBF (using the same antialiasing filter as before)
did with respect to the Bartlett beamformer. One might have expected similar results between
the two, as was the case for narrowband signals in the previous simulation. This might be due to
energy at frequencies greater than 45 Hz or to differences in the spatial-temporal correlation

matrix and the spatial-spectral correlation matrix as suggested by [41].

The weights of the multichannel adaptive filter described in Section 5.1 are plotted in
figure 6.18 for presteering angles of 0 degrees and —14 degrees and Ny =N>=75. The weights
show that in both cases, the signal with more power (0-degree incident signal) is interpreted as
the direct path by the filter. Thus, as long as both direct path and multipath lie within the
multichannel adaptive filter’s spatial window defined by N (refer to Section 5.1), the output
power contains no directional information. However, the weights could be further processed
to obtain directional information. Figure 6.19 shows that the PSD of the multichannel adaptive
filter output has been equalized since no spatial nulls exist. Figures 6.20 and 6.21 plot the
weights of the multiple single —channel adaptive filters discussed in Section 5.3 for N; =N, =75
and N; =150, N>=0. The weights are seen to take on values described by Eq. 2.20.
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%
% MPATH_ULVA

% This script file generates the Uniform Lmur Verical Array

% element time—series inputs for a multip The multipath

% 1s generated by propagating a signal (bmad ov narrow band) through

% separate channels (modeled as an ARMA linear filier) between each sensor
: and s single source.

% written by: Rich North 7-1-92
%

[
% initialize parameters
G
T=8192; % Number of samples(213)
fs = 1000; % Sample frequency
dr = 1/(fs); % Sample increment (sec)
¢ = }450; % Speed of sound (m/sec)
M=S§; % Number of sensors in array
theros(M.T); % array element time—series data
10=24.17; % primary CW wave (d = lambda/2)

% Array of sf_sig_gen positions along 2 axis (meters)
P = (30) * [ 2eros(1.M);zeros(1,M);0:(M-1)];
[ AR

% generate signal
—

% (real) broad band sj,
s=bbsig_gen(T,25.0,15.0,10,18 fs);
R —

% propagate signal through ARMA channel
[

rand('normal’);
avar = 0.01;
anoise = sgri{nvar);
u = zeros( LTy

a=[1]
Lfir=53;
bazeros(M,Lir);
b(1,:)={ 0.9 2¢r0s(1,31)0.900000.000000.000000000000);
b(2,:)=} 0.9 zer0s(1,31)0.600000900000000000.000000);
b(3,:)=| 0.91&05(1,31)0.000000.000000.900000.000000;
b{4,:)={ 0.9 2¢r0s(1,31) 0.0000000000000000008500000};
b(5.:)=[ 0.9 2¢r05(1,31)0.000000.000000.000000.000000.47];
for m=1:M

u=filter(b(m,:),a,s H+anoise*rand(u);

X(m,:)su;

% Beamforming
% search directions
az={90];
el-(-90.89].
% freq—dmmm beamforming

z: beamformmg frequenclu must be exactly equal to

%Fx(1: 59)’!;/1024

%Py-mos(tength(el).lcngrh(ﬂ),

%for i=1:lengih(F)

% R =sfecsd( X , F(i), P, c, dt, "OverlapFFT: 1024°);

% Py(:, ,|)=bfcllss( X.R, F(x) az, el, P dt, ¢);

% Py( J)=mvdr( X, R, F(i), az, el, P, dt, ¢);

%Pk“(:l db{[Py(: 'u)»Py(-lo)vPY(wl9)D) %24.4,9.8,18.5 Hz
Fplo(F,db([Py(77,.):Py(9] ~14deg.0deg
%%plot(el.db(sum(l’yB(l 180, s 45) )).el.db(mm(PyM(l 180,5:45)")))

% time—domain beamforming
%

% LMS filter parameters
N =150;
mo = 0.05; % nlms parameter
% Linear Phase BPF characterigsics required for TD Beamforming

b{_ _bb:f - }:41(29,[5/(&/2) 40/(f/2)]); % thegin = 5 Hz — fitop = 40 Hz
X(m- y=filter(b_bpt.a_bpf,X(m,:));

%Py-zaosﬂmgih(e ),1),
%B-toephtz((l uros(lM—B)],[l -2 1 zeros(1,M-3)]);
%qi;or i=]:30:1 80 R
%[ Py(i:i+29),y] = d cbf(xu.el(l i429),P.dLc);
% conventional time=domain beamforming w/ single channel equalization
%[Py(i:i+29)y] = ldeql(x.u.el(l i+29),P, d\,c.N.mu.t)-
% Generalized Sidelobe Ca
%(Py(| |¢29).y] pe(x.az.el(n uZ9).de.c.N.mu.B)
% Multichanne] Adaptive Filter
%[ Py(i:i+29).y] = mch_af(X.az.¢l(3:i+29),P.dic,N,mu.s);

%Py(77).y] MX%UZ}PMN.N.B),
% (91).y] pc(Xaz-el(N),rdn.c.N,mu.B),
1024,75);
%plo«(mdhx 1(1: 591) Pxx3(1:59,1)°])) % ~14deg,Odeg

Figure 6.9. MATLAB generation file for second simulation.
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7. CONCLUSION

This report has introduced ana discussed the spatial—temporal processing capabilities
of several adaptive and nonadaptive beamformers. Table 7.1 summarizes the results. Only the
multichannel adaptive filter was found to be able to adaptively cancel uncorrelated interferers
as well as to equalize the direct-path source with its correlated multipaths, true spatial—
temporal processing. It was shown, however, that some a priori information about the source
signal is needed for equalization and that the multichannel adaptive filter did not provide
directionality information without a further processing of the weight values. The frequency-
domain MVDR and the time-domain GSC beamformers were both shown to perform only
spatial processing (adaptive interference cancellation) and no temporal processing. Further-
more, the performance of both algorithms degrades with the correlation of the interferers,
greatly reducing the usefulness of these algorithms in a multipath environment. In short,
further research is required to generate a true spatial —temporal beamformer. One possibility
might be to incorporate blind equalization (equalization without a desired signal; see
NO TAG) into the multichannel adaptive filter and develop a method of extracting directional
information from the adapted weight matrix.

Table 7.1. Capabilities of beamforming algorithms.

Algorithm Capabilities
Adaptive Interference| Source-Element Performance Affected
Cancellation Equalization by Source Correlation
Frequency Domain
Bartlett No No No
MVDR Yes No Yes
Time Domain
TD-CBF No No No
Multi-Ch AF Yes Yes No
GSC Yes No Yes
Multiple No Yes No
Single-Ch AF
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Appendix A
MATLAB ROUTINES

This Appendix describes the MATLAB routines used in this text to compare
performance between various beamforming algorithms. MATLAB routines are patterned
after those written by Jeff Allen [6]. The input—output vectors and notation have been
matched to those used by Jeff Allen [6]. Figure A.1 highlights the interaction between the
MATLAB programs. Element input data are typically stored in the time-domain array X, with
T time-domain inputs from each element of an M-element array as

T time samples

- —

x(n) xfn-—-1) .. xfn-T+1)7
x(n) xn-1) .. x(n=-T+1) T
M clements

X= ngn) x(n = 1) v Xn —.T +1) (A1)
xM_.,(n) xM_,(;l -1 Xy-(n - T+1) *
The M-element array (X,Y,Z) locations are stored in the array P:
M elements
Xo Xy Xy e Xy, (A2)
P=|Yo Y1 Y2 o Yy
20 2y Zy e Zyoy

The steering matrix can be formed as time delays for multiple azimuthal angles, 6, and multiple
elevation angles, ¢:
< n_az*n_el >

7,00, $0) 71(01,00) .. 7100 91) 7:(01,91) - 700 92) T:(6,,92) .-
A= 700 0) T201,00) - T80, 9)) 1201,0)) .. “200P2) T2(61,92) .- M elements (A3)
13(0(.,,¢0) 73(0§,¢o) 73(0(?4’1) 73(0!;‘?1) 73(0(.»’4’2) fs(ox"‘f’z) v

or phase delays

n_az*n_el

< >
7100, 90) 7:1(01,90) - T:(60:9)) 1:(01,0) ... T:(00@2) 71(6),02) ... TMelemems
= . 700 @0) T(61,90) - TA(00:9)) 76,,8)) ... TA0692) T01,02) ... A4
A=explj2xf Ta(o(.nd’o) 73(91.’¢o) 13(0(.)!¢l) Ts(ol_v¢|) 73(9(-»‘152) T:(ol"ﬁz) ( )

v

The beamformer output power is stored in the array P, (Y is the notation used in [6]) for
multiple azimuthal angles, 6, and niultiple elevation angles, ¢,

Y60 ¢0) Y00 @) Y00, 82) Y60 93) ..
_ 76190 ¥(6.9)) ¥6,,¢)) Wb, 05) .. (A.S)

= (#6290 7620 76,9 9029 -.
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ELEMENT > GENERATE

LOCATION DATA STEERING
VECTOR
PROPAGATION L (steer.m)
| MEDIUM DATA
SIMPLIFIED
SIMU_LATIONS
gnbbfigg‘g%?:}rr? ' ESTIMATE NARROWBAND
- ' CROSS- BEAMFORMING DISPLAY
- SPECTRAL —®1 (bfclass.m, . OUTPUT
DENSITY MATRIX mvdr.m,
DETAILED (sfecsd.m) music.m,
SIMULATIONS bfip.m)
1. HGISIM
DATA MATRIX BROADBAND
REAL DATA —% ALIGN L BEAMFORMING DETECTION
1. MDA-1 (xalign.c) (td_cbf.m,
2. Strap mch_nims.c
3. Kaveh gsc.m,
4. Sara mch at.m)

Figure A.1. Block diagram of beamforming signal processing computed with MATLAB
using various sources of input data.

The following MATLAB programs were used extensively in this report and are listed in
their entirety in Figure A.2.

1. steer.m (modified slightly from [6])
2. bb_sig_gen.m

3. Xalign.c

4. td_cbf.m

5. mch_nims.c

6. gsc.m

7. mch_af.m

8. arraypat.m

9. bfclass.n« (modified slightly from [6])
10. mvdr.m (modified slightly from [6])
11. steer.m (modified slightly from [6])

hmcnonA-mcv(u el ,P,c. O, smng) % string = “Time": A(:k) = [P uk)/c)
G s R Rt S A S RN A EERAEASENEERE - %
% QTEER ma!cs an array of ncenng vectors for the glven lzn'nulh and % where u(k) is the k-th look vector of lengih M determined as follows:
% elevation angles as given in [1). g facior k as
%
% INPUT: % k=p®nar+q (0=<g<n_az)
% az ~ vector of azimuth angies (de; J %
% el ~ vector of clevations angles (deg) % Then observing the MATLAB convention for indices starting at 1. we get -
% P~ 3xM array of the M sensor po;mons %
[ of signal propagation % | cos(az(, +l))cos(el(lp+1)) |
% 10~ uency to beamform %  u(k+1) = | sin(az q-HR) cos(c pﬂ)) |
% string ~ "Phase’ output phase delay (defaul? if not defined) % 1 sin(el(p+1))
% *Time' output time delay (seconds) %
% % REFERENCES:
% OUTPUT: et M denote the number of sensor; set % (1) Allen, Jeffery C.
% n_az = length(az) % “Direction Finding Database and Techniques (DFDT)™
% _n_el = length(el) %  Code 635, NOSC, San Diego CA 92!52~5000, December 1990
%ThcntheompmamyAqu(n az x n_el ) where each column has the %
% form % function A = steer(az, el P.c, ID nnng)
[ RS e NS A EEEEEEEEEEREERRES exasnmm= mmmw
% string = "Phase’ (default): A(..k) [exp(i2pifOP u(k)/c)
% i

Figure A.2. MATLAB code listings. (Contd)
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n_az = length(az);
n_el = length(el);

u_az = | cos(az*pi/180); sin(az*pi/180); ones(1.n az“
u_el = [ cos(el*pi/180); cos(cl*pi/180); sin(cl*pi/ T8O

% for the k—th elevation angle, produce the look vector containing all
% the azimuth angles
Aturos(J n_az*n_el);
for k=1:n
A( (n_ az'(k 1)+1):(n_az°k)) = u_az .* (u_el(zk) * ones(1,n_az));

‘?o(cnlculale dslay
if (nargin < 6

A = exp(i*2°pi*f0*P*A/c);
else

if (stremp( string, 'Phase’ ))

A = exp( i*2°pi*f0°P**A/c );
clseif stremp( string, Time' )
=P A/,

else
edrmr(' ... string set incorrectly (Phase or Time) ...")

en

end

bb_sig_gen.m

funcuon s=bb sig_gen(T.nvarlnvar2.f0.f1 fs)

% BB _SIG_GEN:
% This mailab function generates a broad band signal with odd
g harmonics.

% INPUTS:

% T - number of data samples (T>2°N

% wnvarl — variance of the noise, var{nl(n ;

% nvar2 — variance of the noise, var({n2|

% 10— primaty sinusoid frcqucnq (+harmonics)

% fl-~

Z’b fs — sampling frequcncy

% OUTPUTs:

2 s = 1xT vector of broad band data

2 ALGORITHM:

% Amp Modulation

% | | )

z nl{n)---} BPF l-f(n)T s 4 ——5(n)

o -

% fe———-

% n2(n)---| LPF |=i(n)=~—~=~~ +

2 —

%

% Sin(fOffs)— —— = =~ = = m e~ +

%

z sin(3*ffs) = === === === +

% Sin(5°0/fs) = = = = = = = o = +

2 f1/s) |
sin(flfs)——————=—c—w-ua

%

%

% s=bb_sig_gen(T.nvarl nvarl.m.ﬂ.(!)
22 written by: Rxchard North 6/92

t=01T-1;%t=0123..T-1time
anoise] = sqnénvulg

anoise2 = nvar2

s = zeros(1.

rand(" ‘normal ).

n = anoise} *rand(t); % random noisc
flow = 15/(fs/2),

‘n.l]-buucr(s,&kw thighl); % 10th ordered band pess filter
band pass filtered noisc
C=0.0 ~> nomod
I - (onu(l) +C*c08(2°pi*2/fs*1)).*fn: % amp mod (2 Hz2) bpf noise

G v e m——————
% geneme exponentially filtered Jow pass noise
? -IugoseZ'nnd(l) % random noise
=| 10V5) |
b-f 2 .(.m) % 10th ordered low pass filter

a=
My filier(bas). % signal + filtered noise

fori= 1:2:5
s =35 + 0.8~ i*cos(2*pi®i*f0/fs*1); % sinusoid

huse = pi/d.6; % any constant
?s s+ Op *cos(2*pi*fi/fst + ?usc) % sinusoid

Xalign.c

XALIGN:

This matlab mex function delays and weights the time series
data from multiple sensors and stores the aligned data for
more processing.

USAGE FROM MATLAB:
Xa=Xalign(X.tau)

TO COMPILE:
/matlab/bin/cmex Xalign.c

INPUTS:
X - MxT matrix where each row consists of the time series
data from a single clement
M ~ number of elements
T — number of data sampels
TAU - Mx] matrix of delays

OUTPUTS:
Xa — MxT matrix of weighted and delayed X ¢k

ALGORITHM:

= X(m,t-tau(m,u))

= 0 (if X(m,t~tau(m,u)) not in matrix)
REFERENCE:
R. North, "Broadband Conventional Beamforming Incorporating
Adaptive Equalization,” NRaD Tech. Note 1992

written by: Richard North 592

D I R R I I I I ]

#include <math.h>

#include <stdio.b>

#include "cmexh”
arguments */

o XN rhs{0)
#dcfine TAU_IN prisii]

/* output ar, Fumems i
#deﬁne igned_OUT pihs[0]

user, (cn(nlhs.plhsmhs.prhs)
int nlhs,n
l(\mm pl?s[] *prhs{);

/* Matlab variables */

unsigned int M ,Nlooks,T;

double *X_re,*X_im,"TAU,* Xaligned_re,* Xaligoed_im;

/* misc Jocal variables */

int tm,n,a.delay.delay_s;

Il; c:het:khs !nu;;ber of ng:x(gems */ 2

nrhs {= 2) mex_error("Xalign requires
1!? nihs != 1) mex_error("Xalign requires 1 :‘:“put. 13

/* set variables and allocate memory */
M = TAU_IN=->m; /* # of rows equals # of elements */

lf(X lN >m != M)
}?1 requires X, and tau to have same numberofelemems")
Nloob-TAUl >n; /* # of columns equals # of steer directions */

ﬂ(Nlooksl-l
rawuonlyllookdmcmn ")
T-XIN >n. of columns equals # of time samples */

X_re = X IN->pr;

Xim = X IN=>pi;

TAU = TAU_IN=->pr;

if((X im == NULL) /* rea) */
Xaligned OUT = create mnm(M TREAL);
Xaligned_re = Xaligned_OUT->pr,

el(nc /* complex */
Xaligned_OUT = create_matrix(M,T.COMPLEX);
Xahg::d re= Xl.llped “OUT->pr;
;(ﬂuned Xaligned_OUT - >pi;

if((x_im == NULL) /* reat */
/* do delay and weighting for each time 1 */

7* NOTE: Matlab stores by columns so that X(i‘i)- Xji+ TotalNrows*j)
If we only have vectors, this is transparent °/

Figure A.2. Continued. (Contd)




for (1m0, t<T; t++)

{* across elements */
for (m=0; m<M; m++)

a = (~(in()TAU[m];
H((a>=0)&&(a<T))
. Xaligned_refm+M*1] = X_re[m+M*a};
else
Xaligned_re[m+M*t] = 0;
}/*endm?®/

}/*endt®/

else /* complex */
{* do delay and weighting for each time t */
/* NOTE: Matlab stores by columns so that X(i,j)= X[i+ TotalNrows*j]
if we only have vectors, this is transparent */
for (1=0; t<T; 1+ +)

/* across elements */
for (m=0; m<M; m++)

a = t—(int)TAU[m]:
delay_a = m+M*l; /* new matrix’s location */
ifi(a >=0)&& (a<T))

delay = m+M*a; /* location within old matrix *,
Xaligned_reldelay_a) = X _reldelay):
;(aligned_im[dclay_a] = X_im|delay);

g
Xaligned_re{delay_a] = 0;
) Xaligned_im[delay_a)] = 0;
}/*endm®/
}/tendt®/

}

td_cbf.m

function [Py,Y] = 1d_cbf( X, az. el P. dt, ¢)
rEs T rErINSECERr SR EEECSERCCESnCESEE=S=S

% TD_CBF - classical time domain “delay and sum” beamforming

% INPUT:
% X - MXxT array of T time sampies of the M sensor outputs

% az — beamforming azimuth angles (degrees)

% el - beamforming eclevation angles (dcgreesg

% P — 3xM array of the M sensor positions (ft) (m)

% dt ~ sample increment (sec)

% ¢ — speed of sound in propagation media (fusec) (mysec)

%
% OUTPUT:

% Py — array of classical beamformer power output; Py(k,) is the output

% at azimuth angle az(]) and elevation angle el(k).

2 Y - NlooksxT array of T time samples of the beamformer output

% ALGORITHM:

';z, As discussed in [1), the time domain classical beamformer has output

% y(1) = [sum {m=1} " {M} X(m:1-tau_m)] {sum {m=1} ~ {M} X(m:t~tau_m)]}

% for sleerl_i.ng delay vector
a = [p_{m} )] (seconds)

% where p_{m} is the position vector of the mth sensor, u is the Jook
% direction.
%

% REMARKS:
% (1) to beamform (ic delay) in 8 arbitrary desired direction requires
interpolation due to the discrete nature of the input time samples.
{ For other techniques see R. Pridham and R. Mucci, "Digi
Interpolation Beamforming for Low—Pass and Bandfm Signals”
Proc. of IEEE, vol. 67, no. 6, pp. 904—919, Juae 1979. )
(2) y' is the conjugate transpose of the vector y

% REFERENCES:

NN

EXEE R R R

% 1] D.H. Johnson and D.E. Dudgeon,
% Fundamentals of Array Signal Processing”,
% Prentice — Hall to be published in 1993.

;3 function [Py,y] = td_cbf( X, az, ¢l, P, dt, c)

s e EeEr I AR AR A A RSN SN R R R EE R
% initialize variables

L e e T T T e P

M.T) = size(X):
= 1/dt; % sampling frequency
n_az = length(az);
n_el = length(et);
ooks = n_az*n_el;

%W = ones(M, 1] % unity sensor weighting

Figure A.2. Continued.

Y = zeros(Niooks.T);
Py = zeros(1.Nlooks);
x = zeros(L1);

G Em tEmEEEEC*ECCTEEEERCNSrCCRCEACEREESSEREEE
% Generate sieering time delays for all directions of look

=% r A EEERERETEESEAECSCCRRSSEEREREEEREERESRE
A =steer(az.cl,P,c, 1, Time'), % delays in seconds (freq not used)

TAU = round(A°*fs); 9o delays in iterations

G EEa R E S I rT RS R EANRRRCAEEEEEEECIERERSEESE
% align data matrix and equalize channels for each look direction
=k SR EEE S ERCERAREEEXCRRESSSERARSRECESERaESES
for n=I:Niooks

% align all clement data for look direction n

Xa = xalign(X.TAU(:.n)):

% weight all element data for look direction n

%Xa = diag(W)*Xa:

% equalize cach eclement’s channel i

Y(n.)) = sum(Xa),
end;

Py = mean(Y'.*conj(Y")).

e E R EAEEErESCECEEESCrSCCaSSCEECERSCEREREESE
% tidy up and reshape the output,
G EREE S CmEECEECrE AR EEEAEECECSNAEERESREEEN
% we know Py must be real ...

= real(Py);

% ... and return y with the rows containing the azimuth for a fixed
% clevation angle.
Py = reshape( Py.n_az.n_el);

R AR R R XL CEFE I T EENESEIEECXCCEIENEXTES

mch_nlms.c

MCH_NLMS.C:

This matlab mex f uses the normalized LMS algorithm to
filter the multiple channel reference input X to generate the
filtered output y. y is subtracted from the primary input, d

1o generate the error output, erT.

USAGE FROM MATLAB:
[v.err.wis}=mch_nims(X.d.N.mu.alpha)

TO COMPILE:
fmatlab/bin/cmex meh_nims.c

INPUTS:

X ~ MxT vector of reference inputs

T -~ number of data samples

d ~ IxT vector of primary input
- ber of filter weigh

mu — LMS step size

alpha - leak parameter

(alpha=0 results in “standard LMS”
1/(1-2mu}>alpha>0 results in "leaky LMS™)

OUTPUTs:
y ~ 1xT vector of LMS filter outputs
err ~ 1xT vector of LMS error outputs
wis — MxN vector of the final converged filter weights

ALGORITHM:
The Leaky/Std LMS algorithm is defined as follows at time k,
1.y(k) = sum {m=1} "M sum {i=1} ~ N conj(wis(m,i))*x(mXk-i)
2 eir(k) = d(k) - y(k)
3. Ex(k) = W*Ex(k=1) + (1-W)*sum {m=1} "M {x(k)| *2
4. mu’ = (2°mu) / (eps + N°Ex k){
5. wis(k+1{m,p) = (1-mu'*alpha)*wts(k|m,p) +
mu’*conj(err(k))*x(m.k—p)

For alpha=0, the Leaky alogirthm reduces to the Std LMS
El}:tillllim. The filter is configured as an Adaptive Noise
celler.

REFERENCE:
S. Haykin, "Adaptive Filter Theory,”, Prentice Hall, 1991.

written by: Richard North 8/92
#include <math.h>

#include <stdio.h>
#include "cmex.h”

PR I I R R I I N I I I I S R S A B A R R N A A A A b

#define MAX_N 151 /* Maximum filter Length for Momentum LMS */
#define EPS 0.000001 /* Minimum number = 1x10-6 */

/* input srguments */
#define X_IN pths[Olj
#define D_IN prh:
#define N_IN prhs{2
#define mu_IN prhs ]l
#define alpha_IN prhsj4)

/* outpui arguments °/
#dcﬁnP: ngc“g:OUT plhs{0]
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#define Err_OUT plhs| )
#define Wis_ OUT plhs[?]

user_fen(nths,plhs.nrhs,prhs)
int nlhs,nrhs;
?Aamx plhs[], *prhs|);

/* Matlab variables */

unsigned int T;

double N, mu.alBhl

double *X_re re.*Ypred_re,*Err_re,"Wis re;
double *X_im,°D_im, 'Y& red_im,*Efr_im,*Wis_im;
double Wi5_temp[MAX_N].Wts_old[MAX_NJ;

/* misc local variables */
int tm,n,d1,d2M;
double Ex,norm_mu,W=0.999;

/* check number of arguments */

if (nrhs = 5) mex_error(™Ims’ requires 5 mputs ")

if z(nlhs > 2) && (nlhs = 3)) mex_error(™"ims’ requires 3 outputs.”);
if (nlhs < 2) mex_error(™ims’ requires at least 2 outputs.”);

/* set variables and allocate memory */
N = *N_IN->pr; /* # of filter taps */
if (N > MAX_N) mex_error(™Ims' N > MAX_N need to recompile Ims.c™);
mu = *mu_IN->pr; = /* value of step sixe ¥
alpha = *alpha_IN=>pr; /* value of leak parameter */
=X IN->n; /* # of columns equals T */
M = X_IN->m; /* # of rows equals M (no. of channels) */

Xre=X lN->pr.
XZim = X_IN->pi;
D_re = DIN->pr;
D im = D_IN->pi;

if (X_im == NULL) && (D_im != NULL)) /* x is real & d is complex */
mex_error("x is real&. dlsoomplex )

if ((X_im != NULL) && (D_im == NULL)) /* x is complex & d is real */
mex_error("x is complex & d is real”);

isz im == NULL) /* real */

Ypred_ OUT = create_matrix(1 TREAL)
Err_OQUT = create_matrix(1,T. }LEAL
Wis_OUT = create_matrix(M,(int)N, )

Ypred_re = Ypred OUT->pr;
Err_re = Eor_OUT->pr;
Wis_re = Wis_OUT->pr;

}
else /* complex */

Ypred OUT = create_matrix(1, TCOMPLEX),
Err_OUT = create_matrix(1,T;COMPLEX);
Wi5_OUT = create_matrix(M,(int)N.COMPLEX);

Ypred_re = Ypred OUT->pr;
Ypred_im = gred' OUT->pi;
Emr_re = Er_OUT<>pr;
Err_im = Err_OUT->pi;
Wis_re = Wis_OUT->pr;
;V!s im = Wis_ OUT~>pi:

if (X_im == NULL) /* real */

/* NOTE: Matiab stores by columns 5o that X(i,j)=X[i+Nrows*j] */
/* initialize real variables ¢/
for (t=0; t<T: l++)
Ypred_reft] =
for (m=T; m<M; m++)
for (n=0; n<N; n++)
Wls _re[m+M®n] =
Ex=
for((-o t<(int)IN=1; t++)
for (m=0; m<M:; m++
Ex = W*Ex + (1-W)*(X_re[m+M°*t]*X_re[m+M*1));

/* filter real data with real LMS */
foz (t=(int)N=1; 1<T; t++)

for (m=0; m<M; m++)
for (n=0; n<(int)N; n++)
Ypred_re[t] + = Wis_re[m+M*n)*X_re{m+M*(t1-n)};
Ex = WEx + (1-W)*(X_re[m+M*t]*X_re[m+M*t});
Err remE- D_re[t}-Ypred_re[t);
nonn mu - (2*mu) / (N*Ex);
clse
norm_mu = (2*mu) / (N*EPS);
for (m=0; m<M; m++)
for (n=0; n<(im)N; n++)

/5td LMS */
Wis_re[m+M*n] = (1.0 — norm_mu‘alpha)*Wis_re[m+M*n] +

) norm_mu®Err_re[t}]*X_re[m+M>(1—-n)j.
}
}

}
else /* complex ¢/

/* NOTE: Matlab stores by columns so that X(i,j)=X[i+ Nrows*j} */
/* initialize complex variables */
for (1=0; 1< t++)

{
Ypred_re(t] = 0.0;
)Ypred_im[l] = 0.0,

for (m=0: m<M:m++)
for (n=0; n<N; n++)

Wis_re[m+M*nj = 0.0,
Wis_| lm[m+M'n] = 0.0;

Ex=
for (l=0; t<(int)N-1; t++)
fo(r(m:l). m<M;m++)

dl = m+Mor:
Ex = WEx + (;—W)'(X_re[dl]'x_rc[dl] + X_im{d1]°X_im{d1});

/* filter complex data with complex LMS */
fo(r (t=(int)N=1; t<T; t++)

for (m=0; m<M; m++)
fu{ (n=0; n<(int)N; n++)

dl = m+M°®n;

d2 = m+M*(1-
Ypred_reft] += Wts_re[d1]*X re[d2 + Wits_im[d1]*X _im %22]
;Ipred im(t) + = Wis_re[d1}*X_im[d2] ~ W&_im{d1]*X_re[d2}:

di = m+Mot;
Ex = W*Ex + (1-W)*(X_re[d1]*X _re[d1] + X_im[d1]*X_im[d1]);

}
Err_reft] = D_re[t]—Ypred_re(t].
Ert E;m[[l]l:)sD m!lﬂl Yp:;rea' uln t;
; x(lorm_mu = 2*mu/ (N*Ex);
eise
norm_mu = 2°mu / (N*EPS);
for (m=0; m<M; m+ +)

fo: (n=0; n<(int)N; n++)

dl = m+M*n;
d2 = m+M*(t-n);
/Std LMS */
Wls refd1] = (1.0 — norm mu ha)* Wis_re(d1] +

“norm_mu*(Err_re{t}*X_re[d2] + Err_im{t]*X_im[d2]);
Wis_im{d{] = (1.0 = norm_mu a ha)* Wis u'nﬁd{
‘norm_mu*(Err_reft]*R_im{d2) — Err_tm{t]*X_re[d2]):
}
}
}
}
gsc.m

function [Py.Y) = gsc( X. a2. ¢l . dt . N. mu. B)

%GSC-GenenlizedSidelobef‘ lier (Lincar Ci ined Adaptive

2 Beamformer)

% INPUT:

% X - MmelyofTumenmplesohheMummoutputs

% az - beamforming azimuth angles (degrees)

% el — beamforming clevation angies (degxees;

% P = 3xM array of the M sensor pasitions (ft) (m)

% di - sample increment (sec)

% c — speed of sound in tionmedn(fthecg(mlsec)

% N - channel filter length (same for all elements’

% mu — LMS step size

% B -IM blo:&ng matrix

g (where ) < Mis the ber of sidelob liers)

% OU'ﬁ’UT

% Py - of beamformer k.!? is the output

% mmu\h angle az(l) and elcvauon

2 Y -~ NiooksxT array of T time samples of bumfomer output

% ALGORITHM

%Asducuuedm[l]&[Z]thebneuConmmed tive Beamformer

% is implemented lized Sidelobe ller (GSC).

:h Flbl(ﬁlof T . 1 mﬁm Mblad lhroughmeCBF
ter. To cance interferers in

% A ofa g matrix and

% amultich | ad er) ad / filters the interferes in

;2 spwenndumtombtmﬁomthccafompul

% NOTE.:

% Two possibilities for B are {1

% 1. col=[1zeros(1M=-2); 2. col =[] zeros(1.M~-3)};

Figure A.2. Continued. (Contd)




% row = (1 ~1zeros{(1,M-2)]; row =[1 =21 zeros(1,M=-23)];
% B = toeplitz(col,row);
%

% REFERENCES:

% [1] L. Griffiths, C.W. Jim,”An Alternative Approach to Linear Constrained
% MaElive Beamforming™

% IEEE Trans. Antennas and Prop., vol. AP-30, pp. 27~ 34, 1982,

% [2] R. North, "Broadband Ci I Beamforming Incorporating

Z: Adaptive Equalization,” NRaD Tech. Note 1992

% function [Py,Y] = gsc( X, a2, e, P. dt, ¢, N, mu, B)

G EmC R SERERENREEEEEfEEEmEELEEEmSSSECREASESC

R E R R RN R RN RN E A ERCERCCECEESSSEoeEms
% initialize variables
R mmR xS ISR EEEARrINEEaGCCOCEESCSrCREESasE
M.T] = size(X):
J.M1] = size(B);
if (M1 ™= M) | (] >= M)) .
edrror('Biocking Matrix, B, wrong size!');
end:
fs = 1/dt; % sampling frequency
n_az = length(az);
n_el = length(el);
Nlooks = n_az*n_el;
%W = ones(M,1%; % unity sensor weighting for CBF (see also chebwin)
Y = zeros(Nlooks,T);
Yc = zeros(1,T);
Ya = zeros(1,T):
= zeros(1,Nlooks);
= RMEM‘T);
Xp = zeros(),T);

G EEEREEEERG XA R A EEEFEEESSCAESEEEREEESDS
% Generate steering time delays for all directions of look

S E xRS ANEEEEREr IR EREEEEROEERNLEETEERES
A =steer(az, el P,c, 1, Time'), % delays in seconds (freq not used)

TAU = round(A*fs); % delays in iterations

Rk R RSN I ERC RN rESEEEEREEEESERNERET
% align data matrix and beamform in each look directi

R R EAEE R RN I EEEEAEENEEECSERMCCSESE
for n=1:Nlooks

% align all clement data

Xa = xalign{X. TAU(:.n));

% form sidelobe canceller input matrix
Xp=B*Xa;

% weight all element data for TD~CBF
%Xa = diag(W)*Xa;

% form TD-CBF output
Yc = sum(Xa)/M;

% filter TD~CBF output
% Yc = filter(b,a,Yc);

% multichanne] adaptive filter Xa matrix
l‘[“jYa.Y(n.:).W]-mc:h_nlms(Xp.Yc.N.mu.O);

Py = mean(Y".*conj(Y"));

G mmEssEEEESsEEAEEsERCEEEsaRSEETEmsEEEREmSEESE

% tidy up and reshape the output;
L Ty Y L oy P T N Y I T s T
% we know Py must be real ...
= real(Py), - . A
... and return quh the rows containing the azimuth for a fixed
% elevation angle.
Py = reshape( Py, n_az,n_el )’;

AR L P L e Y P R Y P L LT T T T Ty Y e

mch_af.m

function {Py,Y] = mch_af( X, az, ¢l, P. dt, ¢, N, mu, d)

e m s rE SRS NSRS EEEASEEERsAASESsAESEEERAmEE

ZzMCH_AF—“ ltichannel Adaptive Filter with p ing (data ali )
% INPUT:

% X = MxT array of T time samples of the M sensor outputs
% az - beamforming azimuth angles (degrees)
% el ~ beamforming elevation angles (degrees;
% P — 3xM array of the M sensor positions (ft) (m)
% dt — sample increment (sec)
% ¢ -~ speed of sound in propagation media (fmecg (m/sec)
% N - channel filtes length (same for all elements
% mu -~ LMS step size
2 d = 1xT vector of desired values
20Py b of beamforme: (k,) is thy
-~ armay T power output; is the output
% at azimuth angle az(l) and elevation an; elzk).
: Y - NlooksxT array of T time samples of the beamformer output
% REFERENCES:
% [1] R. North, "Broadband Cor ional Beamforming Incorp '3

Figure A.2. Continued.

9; Adaptive Equalization,” NRaD Tech. Note 1992
(4
% function [Py.Y) = mch_af( X, az, el. F. dt, ¢, N, mu, d)

e rm R rE IR AR CC T IR EC S AR AR NS NEEEEREESEREED
% initialize variables
L L T T T T e T T T T
;:A.Tl = size(X),
= {/dt. % sampling frequency
n_az = jength(az);
n_el = length(el);
ooks = n_az*n_el;
%W = ones(M,1Y; % unity sensor weighting for CBF (see also chebwin)
= zeros(1,Nlooks):
= zeras(M,T);

R R rE SR ECE=SX S S SRR S SRR CEIERESIEEEEEC
% Generate steering time delays for all directions of look

S S SRS E TSR RS S I AR rEETORECSEEEN
A =steer(az,el,P,c.1, Time'): % delays in seconds (freq not used)

TAU = round(A°fs); % delays in iterations

R EEERAE NN ErS R AEECE TS ONNCEASSECEESEN=
% Shift Delays so that the Filtering is centered giving equal +/— looks

N R EECNENIERMEAORESRCCCCESCSSImcOCEmEsos:
TAU = TAU - N2*ones(TAU); % shift all delays by N2
MinTAU = min(min{TA );:
MaxTAU = max(max(TAU));
if MinTAU < 0

Tmax = T+MinTAU;
else

Tmax = T;

end

if MaxTAU > 0
Tmin = MaxTAU+1;

else

Tmin = 1;

end
Y = zeros(Nlooks Jlength(Tmin:Tmax)),

P EEEE RS AN RN SCErREEESEREEEARREEE

;2 align data matrix and beamform in each look direction
R T EEARRERXECNEREMRICECERCCREEIISERTEZRS
for n=1:Nlooks

% align all element data

Xa = xalign(X.TAU(:.n));

% weight all element data
%Xa = diag(W)*Xa;

% 1 adaptive filter Xa data
n(‘Y'(n.:).E.W]=m(:h_nlms(Xa(:.Tmin:Tmax).d(Tmin:Tmax).N.mu.O);
end:

Py = mean(Y".*conj(Y"));

GommEEEREs R EEE R ERARCEC S IErSSRCCCEASTEEECEEEEE
% tidy up and reshape the output;
G assw RS I NS EE R AN ASS AN EESEREREES

% we know Py must be real ...

= real(Py),
2 and return y with the rows containing the azimuth for a fixed
% elevation e.
Py = reshape( Py .n_az . n_el )

CE R R LT P R TR P T Y LTy T

arraypat.m

function W = arraypat( az. ¢l .P.c,f0.u,w)

RS E R SRR I R RIS SRR EAREEERERAEEE R SRR
% ARRAYPAT - computes the array pattern assuming unity shading

;6; and plane—wave inputs.

% az - vector of azimuth angles to sweep (deg)

el ~ vector of elevation angles to sweep (deg)

P = 3xM array of the M seusor positions

c - of signal tion

0 - ney 1o be;

u- lm steered direction vector [az el] (deg)

w = 1xM vector of element shading coefficients
is

(if w is not d, then unity shading d
OUTPUT: let M denote the number of sensors; set
n_az = length(az)
n_el = length(el)

Then the output array pattern W is n_azm_e) where each column
has the for

T
W(:k) = sum {m=1} ~ {m=aM)} w_m*[exp( i 2 pi f0 P (A(k)~u_s)c)]
where u_s (3x1) is the xyz coordinates of the array steered
direction,

S
i uf
‘ Hn(:(%) |

‘ﬁ; and A(:k) (3xn_az*n_el)is the xyz matrix of assumed incident

NARRARRARRARRARRANRARAAR
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znmowband pl p ial

% A(Lk) = | cos(az(l)) cos(el k))I

sin(az(l)) cos(cl(k)
sin(el(k)) |

% written: Rich North 5-19-92
% W-anaypalfaz.cl L.Pc.fO.u) or
% W=arraypat(az.el,P.c.fO.uw)

G R R RSN E SN EE AR NS A A AE AR RS R ERE ST

R

n_az = length(az)
n_el = length(cl);
[nrow M] = size(P);
if nargin < 7

w = ones(1,M);
end

% use steer.m to generate time dclays
A = steer(az,el,P.c, fO ‘Time' );
u_s = steer( u(l), u(2) ,¢,f0, Time');

T=exp(i®2°®pi®*f0° (A-u_s*ones(l,n_az*n_eh)))

% sum all shaded elements contribution to the spatial component of total
% array output (nme-domam)
W = ones(1,n_az*n_el);
[nrow,ncol] = size(w);
ifarow == 1 % w = row vector
W= w*'T/M;
elseif ncol == 1 % w = column vector
W= w*T/M;
else
error(’...Ermor: w should be 8 row vector 1xM’);
end

W = reshape( W,n_az,n_el )"
bfclass.m (modified slightly from [6])

function y = bfclass( X, R, f0, az, ¢l, P, dt, ¢)

G m e mEmEEEEREECEEEEEEEEESEESEEEEEEESEES=

%BFCLASS forming using the classical
% INPUT:

P

% X — MxN array of N time samples of the M sensor outputs

% R - Estimate lhe MxM cross—spectral density matrix at f0:

% f0 - former (Hz)

% n_sg — number ol points per block average segment ~> must divide N
% az beamforming azimuth angles (degrees)

% beamfonmng elevation angles (degrecs;

% — 3xM array of the M sensor positions (ft

% dl — sample increment (sec)

2 ¢ - speed of sound in propagation media (ft/sec)

% OUTPUT:

% y - array of classical beamformer output; y(k.l is the output

% at azimuth angle az(l) and elevation angle el(k).
%ALG?{R]THM: As di d in (1), the classical beamformer has output
% y=aRa

%

% for steering vector

% a=[op(i2pi0p_(m}ue)

% where p_{m} is the position vector of the mth sensor, u is the look
direction.

%

%

% REMARKS:

% (1) to beamform at a desired fr 10 (Hz) requires that the sample

increment dt (sec) first sa
12dt sty

%
% <
2(2))' is the conjugate transpose of the vectory

%

% ) Estimation Metbods 1o Bearing

% Enunauon Problems

%  Proceedings of the IEEF.. Volume 70, Number 9, pages 10181028, 1982

% function y = bfclass( X, R, f0, az, el, P, dt, ¢)

P piupuigdpd/Sptspinpume eyl iyt g e

% Get the array A of steering vectors
n_az = length(az);

nel= bnglh(el}

A= steer(az,¢el,P,c.f0);

% Beamform usin, mes the correlation matrix R at the specified azimuth angles
% and the assu! t frequency f0.

y = zeros(1,n_az*n elg“

for kw1:(n _az"n e

y(k)- ACXY =" AGK);

% tidy up and reshape the oulpul
% we know y must be real
y = real(y);

% elevation an,
y = reshape(y .n_az,n_el)’;

% . and return y with the rows containing the azimuth tor a fixed
J 2

mvdr.m (modified slightly from [6])

function [y,w} = mvdr( X, R, f0, a2, ¢l P. dt, ¢}

%nz::tsﬂt--_:t------n.sz:.---tc-‘--------tl

% MVDR - Minimum~ Variance Distortionless R forming

%
% INPUT:
% X = MxN array of N time samples of the M sensor outputs
% R — Estimate of the MxM cross —spectral density matnx at f0:
0 - frequency to operate beamformer (Hz)
% mn_sg ~ number of points in each block averaging segment ~ > must divide N
az ~ beamforming azimuth angles (degrees)
— beamforming elevation angles (degreag
P — 3xM array of the M sensor positions (ft
dt — sample increment (sec)
¢ — speed of sound in propagation media (fusec)

OUTPUT:
y — MVDR beamformer outrut; y(k.}) is the output at azimuth angle
az(l) and elevation angle el(k).
w ~ (n_az*n_el array of row vectors conlaining the
clement weights for each azimuth and elevation angle
(only outputed if nargout = 2)

ARLRARLA[IPN[IN

R
18
g 5
t o2
i
g
k4
g
]
]
E
2
g

y-w R wH= Ma R a) (1)
we (R a)((a R 8) 2)
for steering vector
a=[exp(i2pi fp_{m)l:al/c )} (m=12,.., M)
+

&*ﬁ&aﬁaﬁaﬂaﬂaﬂaﬂaﬁ

R
% is the Moore—Penrose inverse R PROVIDED the steering vector is
% orthogonal to the null space of R. Otherwise, if the steering
% vector has a non~zero component in the null space of R, then
% the MVDR outputisy = 0.

% This MVDR that the estimated CSD matrix R is full
% Tank anet theretore will cateu y as in equation (1).

RKS:
% (1) 10 beamform at a desired fr 0 (Hz) requires that the sampie
mcreﬁr)nem dt (sec) first sansfy

%
%
% (2)y lslhccon ate of the vectory
%23;wobwna nng‘&‘g,:xmu it is necessary to usc at least
% M block averages in function "sfecsd™.

%
% REFERENCES:
o e Aplecasion of Es Methods
c ication of timation Me! to
% Esuma%n Problemss‘w““l Beariog
% Proceedings of the 1EEE. Volume 70. Number 9, pages 1018-1028, 1982
% [2] .Ieffrcy SEeser

and C
% pmpnm.cmeeas Nosc.s.nﬁlego cxmsz—sooo
-mvdr(X.R.lO az.el, P dt, c)or
%{v = mvdr( X, R, f0, az, el. P, dt, ¢)

%-.......----....--.-.....-.-.-....-....-..

% Calculate the inverse of the CSD matrix: it is assumed that R is full
% rank and therefore the Moore —Penrose inverse and inv(R) are the same.
R_pinv = pinv(R);

% Get the arTay of sieering vectors.
% On output, the matrix A willbe Mx(p_azn_el).
n_az = length(az);

etor S EEES

% Beamform usin; meeonthuonmumktnhnpeuﬁed' azimuth es
% and l.hensumesmpm frequency fO v
y = zevos(1, (n az'n_el));

for k=1:(n_az°*n_cl)

y(k) = ACK) "R _pinv * A(:X);

%weknowymunbereal
y =1 jreal(y);
if tww- 2
nargou 2. weih
[nrow.M]-mel’)

w = zeros((n_az'n e )M);
nwd = (R_pinv™® A).".* (y"ones(1,M));

for each azimuth and elevation steering

[~

%udyuplndmhnpey

, the k~th row of y ins the beamformer output at ek
%el(k)mdallthelnumlhangja.
y = reshape(y,n_az . n_el )’

Figure A.2. Continued.




Appendix B
TIME-DOMAIN CBF OF A LINEAR ARRAY WITH UNIFORMLY
SPACED ELEMENTS

As an example of time-domain CBF (and a more detailed CBF review), consider a
linear array with uniform element spacing, d, and a single source such that

Xm=(md)z m=012,..,M-1
5; = (cos@; cosB,) x + (cos@, sinb,) y + (sing,) 2
U = (cos¢ cosf) x + (cos¢ sin6) y + (sing) z
It is easy to observe that the delay required for coherent summing across the array requires
u = 5,, or a delay equal to

Tm(u) =202 = md 2m¢1 (sec) (B.1)
= round[-’izm;¢1 fsample] (iterations) (B.2)

Figure B.1 shows the uniformly spaced, linear, vertical array (ULVA) and a single source.
When the array is not steered directly at the source, Eq. NO TAG becomes

M-1

s
y(n,u) = Z Wi n,,,(n — round i%rl?i fsample]) +

m=0

(B3)
M-1

2 . (n + round md(sin¢é — sing) fsample] )

m=0

b

51(9)
x5(n)
x4(n)

xo(n) v
Figure B.1. Single source ULVA.

To proceed analytically, we must make some assumptions about the source model.
Assume a sampled, narrowband complex exponential source, s;n) = A, e/2%"/\" where
L =n/ fsampie 18 the normalized source frequency. Then Eq. (B.3) can be rewritten as

B-1




M=1
y(n, i) = Z Wi n,,,(n - round[ﬂc‘—i sing fsamp,e]) +
me0 (B.4)
M—1
[Al ejzn"fn'] [Z W ej?'”f""’""d{m—"d(sm""_sm@fmpk]]
m=0
And the power spectrum of Eq. (B.4) for stationary white noise, npy(n), is [6]
Py(n.i)) = F|Ry(x,i)} = ?[E[y(n + 7,8) y(n, i ”]} (B.5)
2

M-1 M1

PGi) = 0Xp) > W + Pf) | >, wm ei27h rownd (ing,~sing) fony
m=0 m=0

Note that the second term of Eq. (B.4) is composed of a time-varying component (left

term) and a spatially-varying, time-invariant component (right term). The spatially-varying

term is a function of wavelength, 4 = %, element spacing, and the direction of the source
relative to the array. The spatially-varying component is usually written in terms of the

wavenumber, K = ZT” Thus, we find the continuous-time spatial component of the array is
equal to
M-1
W(@) = Z Wy, eI Kimd(sing—sing,) (B.6)
m=0
and the discrete-time spatial component of the array equal to
M=1
W@) = > wp e I2n1rox =4 (sing = $iD 9,) fumpie) (B.7)
m=0

Eq. (B.6) can be viewed as the spatial transfer function of the array, since we can let

z = e/ KdGing—=sind) and rewrite Eq. (B.6) as a (right-sided i.e., appropriate for causal
M-1

sequences) Z transform, W(¢) = Z wm 2~ ™ Equation (B.7) can be thought of as the
m=0

sampled spatial transfer function. Thus, the number of zeros defining the spatial component of

the array is equal to the number of elements, M. It is apparent that the shading coefficients

behave similarly to standard FFT weighting [2] for the uniformly spaced linear array.

However, because of the nonlinear relationship between W(¢)and ¢, the 3-dB beamwidth of

the main lobe is minimum at ¢ = 0 degrees (broadside) and maximum at ¢ = + 90 degrees

(end-fire).

The spatial filtering characteristics (called the array pattern for the general array
configuration case) of an 8 —element ULVA with half-wavelength spacing and no shading are
demonstrated in Figures B.2 and B.3 for the array steered in the broadside direction and the
near end-fire direction. It is easily seen from the figures that the main lobe’s spatial width
increases as the steering angle approaches +/— 90 degrees. It was found in [1] that the main
lobe beamwidth is approximately equal to

BW = 49.6 Tv% sec(g) (degrees) (B.8)

B-2




for steering angle ¢. The effects of sampling the continuous data are seen in figures B.4 and
B.5 for f, = 250 Hz and f, = 1500 Hz, respectively. The delineation of the array

ample ample
pattern is seen to improve as the sampling frequency increases. Finally, figures B.6 and B.7
show the ULVA pattern for detecting frequencies for which the array is not exactly tuned, i.e.,

dx s, Referring back to the Z-transform description of the array pattern, it is seen that the

A
Z-plane unit circle is traversed exactly 2 %times. Thus, for % < 0.5, the source frequency is

less than the designed frequency and the array pattern only traverses part of the Z-plane unit

circle. For% > 0.5, the source frequency is larger than the designed frequency and the array

pattern traverses the Z-plane unit circle more than once, resulting in a type of aliasing. This
generates spurious lobes called “grating lobes” which create an ambiguity as to the true

direction of arrival. Only for d = 05is the Z-plane unit circle traversed exactly once.

A

The time-domain CBF can be demonstrated for two narrowband inputs separated by
only 5 degrees. A 40-element ULVA is used with low SNRs for both inputs. Figure B.8 plots
the beampattern averaged over 100 iterations for ¢, = 0 degrees, f; = 25 Hz, SNR, = 0 dB
and ¢, = — 5 degrees, f, = 45 Hz, SNR, = — 5 dB. From figure B.8 one can see the
excellent results which can be obtained with time-domain CBF. Appendix A lists the MATLAB
code used to generate the ULVA data.

TW(phim)l vs sin(phil) TW(phim) vs phil

-1 08 06 ] 04 02 0 0.2 0.4 0.6 08 1

sin(phil) linear vertical array

Figure B.2. ULVA pattern for i‘-’ = 0.5, ¢n = 0 degrees, N =8, f, .,

ample =
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Rl i i . s
7t ] ok
13 { 4t
st ] 2l
i ] ok
3 | 2
2L - .4-.7"
1L 4 6F
NS LN S LA Y L 3

-0.§ 06 04 02 0 0.2 0.4 0.6 08 1

-1
sin(phil) linear vertical array

Figure B.3. ULVA pattern for 1= 0.5, ¢ = 80 degrees, M = 8, ., = ®.

. IW(phim)! vs sin(phil)

7} J

of |

st ]

4+

3t J

2 lE 4 4

il 1 s}

008 06 o0& 902 0 02 0a 06 o8 1 8

stn(phil) linear vertical array
Figure B.4. ULVA pattern for % = 0.5, ¢ = 0 degrees, M = 8, [, = 250 Hz.
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. |

8 W(phim)l V.ls sin(phil) 8 |W(phlm)| vs ﬂiil
Kl p 6t | 4
6F 4
k1 -
4} ]
3} - 2k s J
2} . 4t i
b ) ol ]
Y T LT .
sin(phil) linear vertical array

Figure B.5. ULVA pattern for :1—1 = 0.5, ¢ = 0 degrees, M = 8, f ., = 1500 Hz.
. . i mrpram)l vs sin(phil) _
7+ 4 p
6F < 4
St N
J4 ]
3t - s
2t X ]
d ) o |
R 3T v o e e w1 *

sin(phil)

Figure B.6. ULVA pattern for

>R,

linear vertical array

= 0.25, ¢ = 45 degrees, M = 8, f ., = .
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IW(phim)! vs sin(phil) 8 IW(phim)! vs *ﬂu’l

08 06 04 02 0 02 04 0.6 0.8 1
sin(phil) linear vertical array

Figure B.7. ULVA pattern for % = 1.0, ¢ = 45 degrees, M =8, f_,,.,). = *.

1.2 . . Powler in Y(Q)‘ vs sin (rdz)
1f J
- 0.8+ 4
Zosl ]
ob
s 0.4 - —_— BTN L S P e S SO T
02t . - ; - i ‘ : —
-1 -0.8 -0.6 04 0.2 0 0.2 0.4 0.6 0.8 1

steered direction s:%. )

Powgr_in Y(Q)‘ VS Sin (1¢) ]

or .
82 :
&

- A |

) S— L A . Y e

-100 -80 -60 -40 -20 0 20 40 80 100

steered direction (degrees)

Figure B.8. ULVA TD-CBF averaged beampattern M = 40, d = 30.0 m,
¢, = 0 degrees, f; = 25 Hz, SNR; = 0 dB, ¢, = — 5 degrees,
f, =45 Hz, SNR; = =5 dB, fpmpe = 750 Hz, I = 2.

B-6




REPORT DOCUMENTATION PAGE

Form Approved
OMB No. 0704-0188

and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188), Washington, DC 20503.

Public reporting burden for this collection of information Is estimated to average 1 hour per response, Including the time for reviewing Instructions, searching existing data sources, ng and
malintaining the data needed, and completing and reviewing the collection of Information. Send comments regarding this burden estimale or any other aspect of this collection of information, Including
suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefterson Davis Highway, Sufte 1204, Arington, VA 22202-4302,

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE
September 1992

3. REPORT TYPE AND DATES COVERED
Final: Jan 92—Sep 92

4. TITLE AND SUBTITLE
BROADBAND CONVENTIONAL BEAMFORMING INCORPORATING

ADAPTIVE EQUALIZATION

6. AUTHOR(S)

Richard C. North

5. FUNDING NUMBERS

0602314N
DN308291

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)

Naval Command, Control and Ocean Surveillance Center (NCCOSC)
RDT&E Division
San Diego, CA 92152-5001

8. PERFORMING ORGANIZATION
REPORT NUMBER

TR 1575

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES)

Office of Naval Technology
Arlington, VA 22217-5000

10. SPONSORING/MONITORING
AGENCY REPORT NUMBER

11. SUPPLEMENTARY NOTES

12a DISTRIBUTION/AVAILABILITY STATEMENT

Approved for public release; distribution is unlimited.

12b. DISTRIBUTION CODE

13. ABSTRACT (Maximum 200 words)

This report discusses methods which attempt to coherently recombine the spatially and temporally different muitipaths with
the direct path to enhance array gain. These methods are based on utilizing a broadband conventional beamformer incorporat-
ing adaptive equalization to recombine multipath information. Preliminary results are compared with two well-known narrow-
band, purely spatial processing techniques: the Bartlett beamformer and the minimum variance distortionless response beamfor-
mer. While preliminary results are promising, several important research issues are outlined which remain to be addressed.

14. SUBJECT TERMS

adaptive beamforming
broadband beamforming
multichannel equalization

adaptive equalization
temporal/spatial processing

15. NUMBER OF PAGES

44
18. PRICE CODE

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION
OF REPORT OF THIS PAGE

UNCLASSIFIED UNCLASSIFIED

19. SECURITY CLASSIFICATION
OF ABSTRACT

UNCLASSIFIED

20. LIMITATION OF ABSTRACT

SAME AS REPORT

NSN 75640-01-280-5600

Standard form 208 (FRONT)




UNCLASSIFIED

21a. NAME OF AESPONSIBLE INDIVIDUAL «1b. TELEPHONE (inciude Area Code) 21c. OFFICE SYMBOL
Richard C. North (619) 553-4323 Code 1431
NSN 7540-01-280-5600 Standard form 208 (BACK)

UNCLASSIFIED




INITIAL DISTRIBUTION

Code 0012 Patent Counsel (@)
Code 572 T. A. Albert 1)
Code 782 R. Dukelow 1)
Code 80 K. D. Regan 1)
Code 804 J. R. Zeidler 1)
Code 82 R. J. Kochanski (1)
Code 824 J. B. Rhode 1)
Code 824 R. C. North (15)
Code 824 C. Fuzak @)
Code 844 R. A. Axford D
Code 961 Archive/Stock 6)
Code 964B Library 2

Defense Technical Information Center
Alexandria, VA 22304-6145 4)

Center for Naval Analyses
Alexandria, VA 22302--0268

NCCOSC Washington Liaison Office
Washington, DC 20363-5100

Navy Acquisition, Research and Development
Information Center (NARDIC)
Washington, DC 20360-5000

GIDEP Operations Center
Corona, CA 91718-8000

NCCOSC Division Detachment
Warminster, PA 18974-5000




