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This is a final report of research considering three types of droplet/gas interactions that are important in the near-injector, dense region of sprays, namely: (1) secondary droplet breakup, which is an intrinsic outcome of primary breakup and is the most significant rate process of dense sprays; (2) turbulence generation by dispersed phases, which is the most significant source of turbulence production within dense sprays; and (3) the structure of sphere wakes at moderate Reynolds numbers, which is a fundamental property needed to understand turbulence generation. The properties of secondary breakup were observed for shock wave initiated disturbances in air at normal temperature and pressure, using pulsed shadowgraphy and holography to measure the dynamics and outcome of breakup and phenomenological theories to interpret and correlate the measurements. Particle-generated turbulence was observed using uniform fluxes of spherical particles falling through stagnant (in the mean) air, using phase-discriminating laser velocimetry to measure flow properties and stochastic analysis to interpret and correlate the measurements. The properties of sphere wakes at moderate Reynolds numbers were observed in both nonturbulent and turbulent environments, using laser velocimetry to measure flow properties and similarity theories to interpret and correlate the results.
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## NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>rate of acceleration</td>
</tr>
<tr>
<td>C</td>
<td>constant for turbulent/laminar wake transition</td>
</tr>
<tr>
<td>$C_D$</td>
<td>drag coefficient</td>
</tr>
<tr>
<td>$C_{u,v}$</td>
<td>empirical constants for velocity fluctuations</td>
</tr>
<tr>
<td>d</td>
<td>drop or particle diameter</td>
</tr>
<tr>
<td>D</td>
<td>pipe diameter</td>
</tr>
<tr>
<td>$E_o$</td>
<td>Eötvös number, $a(p_f - p_g),d^2/\sigma$</td>
</tr>
<tr>
<td>$E_v(f)$</td>
<td>temporal power spectral density of crosstream velocity fluctuations</td>
</tr>
<tr>
<td>f</td>
<td>frequency</td>
</tr>
<tr>
<td>g</td>
<td>generic wake effect</td>
</tr>
<tr>
<td>G</td>
<td>generic property of turbulence generation</td>
</tr>
<tr>
<td>$l$</td>
<td>characteristic wake width</td>
</tr>
<tr>
<td>$L_{ux},L_{uy}$</td>
<td>spatial integral scales</td>
</tr>
<tr>
<td>MMD</td>
<td>mass median diameter</td>
</tr>
<tr>
<td>$n''$</td>
<td>particle number flux</td>
</tr>
<tr>
<td>Oh</td>
<td>Ohnesorge number $\mu_f/(p_f , d , \sigma)^{1/2}$</td>
</tr>
<tr>
<td>PDF($\phi$)</td>
<td>probability density function of $\phi$</td>
</tr>
<tr>
<td>r</td>
<td>radial distance</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number, $d,u/\nu_\infty$ or $d,U/\nu_\infty$</td>
</tr>
<tr>
<td>$Re_t$</td>
<td>turbulence Reynolds number, $\bar{u}_\infty , d/\nu_t$</td>
</tr>
<tr>
<td>$Re_w$</td>
<td>wake Reynolds number, $\bar{u}<em>c / \nu</em>\infty$</td>
</tr>
<tr>
<td>SMD</td>
<td>Sauter mean diameter</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>$t_b$</td>
<td>breakup time</td>
</tr>
<tr>
<td>$t^*$</td>
<td>characteristic breakup time, $d_0(p_l/p_G)^{1/2}/u_0$</td>
</tr>
<tr>
<td>u</td>
<td>streamwise velocity</td>
</tr>
<tr>
<td>U</td>
<td>streamwise relative velocity</td>
</tr>
<tr>
<td>$(U_0)_t$</td>
<td>velocity scale for turbulent wake region</td>
</tr>
<tr>
<td>v</td>
<td>crosstream velocity</td>
</tr>
<tr>
<td>We</td>
<td>Weber number $\rho_G , d_0 , u_0^2/\sigma$</td>
</tr>
<tr>
<td>x</td>
<td>streamwise distance</td>
</tr>
<tr>
<td>$\delta$</td>
<td>boundary layer thickness</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>rate of dissipation of turbulence kinetic energy</td>
</tr>
<tr>
<td>$\theta$</td>
<td>initial momentum thickness of wake</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>(\mu)</td>
<td>molecular viscosity</td>
</tr>
<tr>
<td>(\nu)</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>(\nu_t)</td>
<td>effective turbulence kinematic viscosity</td>
</tr>
<tr>
<td>(\rho)</td>
<td>density</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>surface tension</td>
</tr>
<tr>
<td>(\phi)</td>
<td>generic property, azimuthal angle</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>centerline value</td>
</tr>
<tr>
<td>(cr)</td>
<td>critical value for drop breakup</td>
</tr>
<tr>
<td>(f)</td>
<td>liquid property</td>
</tr>
<tr>
<td>(g)</td>
<td>gas property</td>
</tr>
<tr>
<td>(G)</td>
<td>gas property</td>
</tr>
<tr>
<td>(rel)</td>
<td>relative to ambient conditions</td>
</tr>
<tr>
<td>(rem)</td>
<td>property of drop forming drop</td>
</tr>
<tr>
<td>(s)</td>
<td>streamwise property</td>
</tr>
<tr>
<td>(t)</td>
<td>turbulent wake region property</td>
</tr>
<tr>
<td>(w)</td>
<td>wake property</td>
</tr>
<tr>
<td>(o)</td>
<td>initial conditions, virtual origin</td>
</tr>
<tr>
<td>(\infty)</td>
<td>ambient conditions</td>
</tr>
</tbody>
</table>

**Superscripts**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>((-))</td>
<td>time-averaged mean property</td>
</tr>
<tr>
<td>((-)')</td>
<td>root mean squared fluctuating property</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

Sprays and spray processes have been studied extensively due to their many applications (Faeth 1987, 1990). Nevertheless, sprays are complex multiphase turbulent flows and fundamental understanding of their properties is not well developed — particularly those processes relating to the near-injector dense portion of the flow. This is a serious deficiency because the dense-spray region involves the breakup of the liquid to form a dispersed phase, which is crucial to the mixing properties of sprays, and also develops the initial conditions required to analyze the structure of the better understood dilute portion of sprays. Thus, the objective of the present investigation was to study three aspects of dense sprays that involve drop/gas interactions, namely: (1) secondary drop breakup, which is an intrinsic outcome of primary breakup of the liquid, and is the most significant rate process of dense sprays; (2) turbulence generation by dispersed phases, which is the most significant source of turbulence production within dense sprays; and (3) the structure of sphere wakes at moderate Reynolds numbers, which is a fundamental property needed to understand the mechanism of turbulence generation. The research has relevance to air-breathing propulsion systems, liquid rocket engines and internal combustion engines, among others.

The following description of the research is relatively brief. Additional details may be found in articles, papers and theses resulting from the investigation that are summarized in Table 1. This table also provides a summary of participants in the investigation and oral presentations of portions of the research results. Finally, for convenience, several articles resulting from the research are reproduced in appendices, including: Faeth (1990), Hsiang and Faeth (1992), Parthasarathy and Faeth (1990a,b), Mizukami et al. (1992) and Wu and Faeth (1992).

Table 1. Summary of Investigation

<table>
<thead>
<tr>
<th>Articles, Papers and Theses:</th>
</tr>
</thead>
</table>


Participants:

Faeth, G. M., Principal Investigator, Professor, The University of Michigan

Hsiang, L.-P., Graduate Student Research Assistant, Doctoral Candidate, The University of Michigan.

Mizukami, M., Graduate Student Research Assistant, The University of Michigan; currently, Research Engineer, Propulsion Systems Division, NASA Lewis Research Center.

Parthasarathy, R. N., Graduate Student Research Assistant, Doctoral Candidate, The University of Michigan; currently Research Scientist, Institute of Hydraulic Research, University of Iowa.
Ruff, G. A., Graduate Student Research Assistant, Doctoral Candidate, The University of Michigan; currently, Assistant Professor, Mechanical Engineering, Drexel University.

Wu, J. S., Graduate Student Research Assistant, Doctoral Candidate, The University of Michigan.

Oral Presentations:


The following report considers secondary breakup, turbulence generation, and sphere wakes, in turn. Each section is written so that it stands alone; therefore, readers can skip to sections of interest.

2. SECONDARY BREAKUP

2.1 Introduction

Secondary breakup of drops is an important fundamental multiphase flow phenomenon with applications to propellant combustion and numerous other natural and engineering processes. In particular, recent studies of dense sprays confirm the conventional view of liquid atomization that primary breakup at a liquid surface yields drops that are intrinsically unstable to secondary breakup; and that secondary breakup tends to control mixing rates in dense sprays much like drop vaporization tends to control mixing rates in dilute sprays, see Ruff et al. (1989a, b, 1991, 1992) and Faeth (1987, 1990) and references cited therein. Motivated by these observations, the objectives of this phase of the investigation were to study drop deformation and breakup for well-defined shock wave disturbances.

Reviews of past work on secondary breakup are reported by Hinze (1955), Krzeczkowski (1980), Faeth (1987, 1990) and Hsiang and Faeth (1992). The reviews indicate that the regimes of breakup have been defined reasonably well but analogous deformation regimes are unknown, that effects of liquid viscosity (high Oh) on breakup times have not been examined and that information concerning the outcome of breakup is not available. Thus, these issues were emphasized during the present theoretical and experimental investigation. The present description of the research is brief, see Hsiang and Faeth (1992, 1993) for more details.

2.2 Experimental Methods

Apparatus. A shock tube with the driven section open to the atmosphere was used to generate shock-wave disturbances, see Fig. 1. The driven section was rectangular (38 × 64 mm) with a 6.7 m length to provide 17-24 ms of uniform flow behind the shock wave for test purposes. A vibrating capillary tube generator provided a stream of drops across the shock tube, with an electrostatic separation system used to vary spacing between drops in order to avoid drop/drop interactions. The interactions between the drop stream and the shock wave flow could be observed through windows in the walls of the driven section (25 mm high × 305 mm long).

Instrumentation. Drops were observed in two ways: pulsed shadowgraph photographs and motion pictures to observe overall breakup dynamics, and single- and double-pulse holography to observe the outcome of breakup. The details of these
Figure 1. Sketch of the shock tube apparatus
instruments and the resulting uncertainties of the measurements are discussed by Hsiang and Faeth (1992, 1993)

2.3 Results and Discussion

The presentation of results will begin with definition of deformation and breakup regime transitions to help organize the rest of the findings. These transitions are plotted in Fig. 2 as functions of We and Oh, following earlier work (Hinze 1955; Krzeczkowski 1980). Three breakup regimes are delineated: bag breakup, where the center of the drop deforms as a bag in the downstream direction; shear breakup, where drops are stripped from the periphery of the original drop; and multimode breakup, which is a complex combination of the first two modes. In view of the somewhat arbitrary definition of these regimes, the agreement of present results with those of Hinze (1955) and Krzeczkowski (1980) is quite satisfying. The deformation regimes illustrated in Fig. 2 have not been reported before, and involve non oscillatory and oscillatory deformation with the latter regime being relatively limited.

The most striking feature deformation and breakup regime map of Fig. 2 is that progressively higher We numbers are needed for the various transitions as Oh increases. In fact, it appears that breakup might no longer be observed for Oh somewhat greater than 4, which was the highest value observed during the present investigation, with deformation also probably disappearing for somewhat larger values of Oh. This large Oh regime is encountered during spray combustion at high pressures where the surface tension becomes small as the drop approaches thermodynamic critical conditions. Thus, present findings suggest that drops will not shatter into small drops near the thermodynamic critical point, as often thought (Faeth 1990); instead, they will only deform, or simply remain spherical at sufficiently large Oh. This behavior has significant implications concerning spray combustion processes at elevated pressures, however, resolving the issue will require considering liquid/gas density ratios much nearer to unity than the present test conditions.

Drop breakup time is a key parameter needed to understand effects of liquid viscosity through Oh on breakup processes, e.g., as breakup and velocity relaxation times approach one another, the propensity for drop breakup decreases due to reduced relative velocities. Present measurements of breakup times, along with earlier results for shock wave disturbances due to Engel (1958), Simpkins and Bales (1972), Ranger and Nicholls (1969) and Reinecke and coworkers (1969, 1970), are plotted as a function of We in Fig. 3. The breakup times are normalized by the characteristic shear breakup time of Ranger and Nicholls (1969):

\[ t^* = \frac{d_0 (\rho_L/\rho_G)^{1/2}}{u_0} \]  

Except for present results, which are grouped according to Oh, the measurements are for Oh<0.1 where effects of liquid viscosity are small. A remarkable feature of the results is that \( t_b/t^* \) varies very little even though We varies from 10 to 10^6 for Oh < 0.1, yielding \( t_b/t^* = 5 \). However, \( t_b \) progressively increases as Oh increases, yielding the following empirical relationship over the present test range

\[ t_b/t^* = 5/(1-Oh/7); \text{ We } < 10^3 \]  

This result is consistent with the observation of a limited breakup region as Oh increases but is based on relatively few data with Oh < 3.5.
Figure 2. Drop deformation and breakup regime map
Figure 3. Drop breakup times as a function of We and Oh
Similar to past work on the structure of dense sprays and processes of primary breakup (Ruff et al. 1992; Wu et al. 1992c), drop size distributions after secondary breakup generally satisfied Simmons' (1977) universal root normal distribution with MMD/SMD = 1.2. (Hsiang and Faeth 1992). Shear breakup was an exception when the drop-forming drop was considered, however, this deficiency could be eliminated by removing the drop-forming drop from the distribution and treating it separately (Hsiang and Faeth 1993). Thus, the entire drop size distribution can be represented by the SMD alone, which is the practice that will be followed subsequently.

A correlation for the sizes after secondary breakup was developed based on phenomenological analysis of shear breakup that served equally well for the bag and multimode breakup processes (Hsiang and Faeth 1992). Present measurements of drop sizes after secondary breakup are illustrated according to this correlation in Fig. 4. These results are for Oh < 0.1 and We < 10^3, and yield the following fit:

$$\rho_G \text{SMD } u_o^2/\sigma = 6.2 \left(\rho_L/\rho_G\right)^{1/4} \left[\mu_L/(\rho_L d_o u_o)\right]^{1/2} \text{We}$$  (3)

with the overall correlation coefficient of the fit being 0.91. It should be noted, however, that \(\rho_L/\rho_G\) does not vary greatly over the present list range and additional measurements are needed to explore density ratio effects. It probably is fortuitous, and certainly surprising, that a single correlation can express the SMD after bag, multimode and shear breakup. However, this behavior is consistent with the observation that their breakup times correlate in the same way, see Fig. 3.

The breakup regimes of Fig. 2 are marked on Fig. 4, assuming that the velocities of the drops after secondary breakup remain at \(u_o\). If this were the case, drops at initially large We would remain unstable to breakup after the secondary breakup process had occurred, which obviously is not plausible. Recent work has resolved this difficulty by finding drop velocity distributions after secondary breakup and successfully correlating these results using phenomenological theory (Hsiang and Faeth 1993). This shows that variations of drop velocities during secondary breakup are sufficient to reduce We numbers to the stable regime. An exception is the drop forming drop during high We shear breakup, however, in this case, the drop forming drop no longer is subject to shock loading so that it becomes stable even at a large We. These results highlight the fact that We, time and the relative acceleration rates of drops all affect drop breakup, with shock loading only being a convenient limiting process, see Hsiang and Faeth (1993) for additional discussion of this behavior.

2.4 Conclusions

Drop deformation and secondary breakup after shock wave initiated disturbances were studied for a variety of liquids in air at normal temperature and pressure. Major conclusions of the study are as follows:

1. The We for the onset of deformation and breakup regimes increase for increasing Oh, with no breakup observed over the present test range for Oh > 4. This suggests that drops do not shatter as they approach their thermodynamic critical point, as generally thought (Faeth 1990); instead, they simply deform or may even remain as spheres for sufficiently large Oh.

2. Unified scaling of breakup times was observed, showing relatively weak effects of We, but increasing breakup times at Oh increased.
Figure 4. Correlation of SMD after secondary breakup
3. Drop size distributions after secondary breakup satisfied Simmons' (1977) universal root normal distribution with MMD/SMD = 1.2. The SMD after secondary breakup could be correlated based on phenomenological analysis of shear breakup for Oh < 0.1 and all three breakup regimes.

4. It also was possible to correlate drop velocity distributions after secondary breakup based on phenomenological analysis of the shear breakup regime. These results show that most drops are below stability limits for shock disturbances after secondary breakup while the drop forming drop during shear breakup is stable for its accelerative environment when drop stripping ends.

Most of present test results are for Oh < 0.1 and $\rho_l/\rho_g > 500$. Thus, current work is emphasizing test conditions at larger Oh and smaller $\rho_l/\rho_g$, that are more representative of combusting sprays at the elevated pressures of contemporary propulsion systems.

3. TURBULENCE GENERATION

3.1 Introduction

The objective of this portion of the investigation was to study turbulence generation by the motion of dispersed phases in multiphase flows. Experimental conditions involved uniform fluxes of particles falling in nearly stagnant (in the mean) air, in order to supplement earlier findings for similar particle/water/flows (Parthasarathy and Faeth 1990a,b). A simplified stochastic model of the flow due to Parthasarathy and Faeth (1990a) was used to interpret and correlate both sets of measurements.

Reviews of past work on turbulence generation are reported by Parthasarathy and Faeth (1990a,b) and Mizukami et al. (1992). Based on this status, the objective of the present investigation was to extend the particle/water study of Parthasarathy and Faeth (1990a) to particle/air flows. The main motivation for this step is that rates of dissipation of particle energy in air are orders of magnitude larger than for particles in water at similar conditions so that effects of this important parameter can be resolved. The following description of the research is brief, additional details can be found in Parthasarathy and Faeth (1990a, b) and Mizukami et al. (1992).

3.2 Experimental Methods

Apparatus. A sketch of the particle/air flow apparatus appears in Fig. 5. The tests were conducted using monodisperse spherical glass particles having nominal diameters of 0.5, 1.0 and 2.0 mm. The particles were dispersed by falling through an array of screens and then passed through a windowed test chamber ($410 \times 535 \times 910$ mm) where measurements were made. The particles collected with little rebound at the bottom of the chamber and were removed periodically.

Instrumentation. Measurements involved particle number fluxes, particle velocities and continuous-phase flow properties. Particle number fluxes were measured by collecting particles in containers at the bottom of the test chamber for timed intervals: they were uniform within experimental uncertainties except for the region near the walls of the test chamber. Particle velocities were measured by particle tracking, illuminating the central portion of the tank with a stroboscopic light source and recording the images with an open camera shutter. Continuous-phase mean and fluctuating velocities were measured with a two-point phase discriminating laser velocimeter (LV), identical to Parthasarathy and Faeth (1990a,b). Assessment of flow properties with the LV showed
Figure 5. Sketch of homogeneous particle/air flow apparatus
that they were uniform within the central portion of the test chamber (± 120 mm in the cross-stream direction and ± 180 mm in the streamwise direction).

3.3 Theoretical Methods

The simplified analysis of Parthasarathy and Faeth (1990a) was used to help interpret the measurements. The major assumptions of the analysis are as follows: the flows are statistically stationary with uniform particle fluxes and constant continuous-phase properties; particle arrival times are independent of other particle arrival times so that they satisfy Poisson statistics; the flows are infinite in extent, the flows are dilute so that the probability of a test point being within a particle is small; the contribution of flow properties immediately around particles is ignored for the same reason; and because the equations of motion are linear for asymptotic wakes, flow properties are taken to be the result of a linear superposition of particle flow fields (wakes) that have reached a particular position.

Summing flow properties under these assumptions is an extension of methods used to analyze random noise (Rice 1954). Taking the point of observation be the origin of a cylindrical coordinate system and taking the effect of a particle to have mean and turbulent contributions of \( g(r, \phi, t) \) and \( g'(r, \phi, t) \), the resulting mean-squared fluctuation about the average (which is zero for present flows) becomes (Parthasarathy and Faeth 1990a):

\[
\bar{G}^2 = \pi \int_0^\infty dt \int_0^{2\pi} d\phi \int_0^\infty [g^2(r, \phi, t) + g'^2(r, \phi, t)] r dr. \quad (4)
\]

Equation (4) is for a monodisperse particle or drop flow. Under the assumption of linear superposition, however, if \( \phi(d) \) is a generic property for a particular diameter, then the mean value of \( \phi \) becomes:

\[
\bar{\phi} = \int_0^\infty \phi(d) \text{PDF}(d) \, dd \quad (5)
\]

where PDF \( (d) \) is the probability density function of particle diameter.

The main difficulty in applying Eqs. (4) and (5) is that little is known about the properties of particle wakes at modest Reynolds numbers (< 100) in a turbulent environment, as discussed later. Effects of wake turbulence cannot be ruled out because wake Reynolds numbers are greater than unity for the range of interest; therefore, integration to find flow properties used mean turbulent wake properties from existing results for asymptotic turbulent wakes (Uberoi and Freymuth 1970; Tennekes and Lumley 1972). A second problem is that the integrals of Eq. (4) do not converge as \( t \rightarrow \infty \). Pending resolution of this difficulty, integrations were terminated at \( z/d = 175 \), which provides a reasonable fit of the measurements and yields mean wake velocities that are small in comparison to velocity fluctuation levels which would be expected to be lost in the background turbulent field.

3.4 Results and Discussion

Particle-generated turbulence fields are unusual because it is rather simple to find the local rate of dissipation of turbulence kinetic energy, which must be equal to the local loss of particle mechanical energy, e.g.

\[
\varepsilon = \pi \dot{n} d^2 C_D U^2/8 \quad (6)
\]
Then based on the simplified theory, the following expressions are obtained for the turbulence intensities in the streamwise and crossstream directions (Mizukami et al. 1992):

\[ \frac{(\bar{u}^2)^{1/2}}{(C_U U)} = \frac{(\bar{v}^2)^{1/2}}{(C_V U)} = \left[ \frac{\varepsilon d (\theta/d)^{2/3}}{U^3} \right]^{1/2} \]  

(7)

where \( C_U = 6.84 \) and \( C_V = 4.63 \). Results are plotted according to Eq. (7) in Fig. 6, indicating excellent agreement between predictions and measurements for a 1000:1 variation of the independent variable (the dissipation factor) with both air and water as the continuous phase. Relative turbulence intensities from this mechanism are appreciable, approaching 10% for large values of the dissipation factor — which approaches conditions typical of dense sprays.

An interesting feature of particle-generated turbulence is that it exhibits a large range of scales even though the Reynolds numbers of the particles themselves are relatively low (<1000). This is illustrated in Fig. 7 by the temporal power spectral densities of crossstream velocity fluctuations. These results are for particles in air but results for particles in liquids are similar. The measurements are accompanied by a prediction that ignores the contribution of wake turbulence; this limitation is not significant because wake turbulence only makes a small contribution which is at frequencies higher than could be resolved by the measurements. Additionally, sampling limitations prevent correct measurements of spectra at frequencies higher than the step-noise limit marked on the plot. The unusually broad spectrum is clearly evident; additionally the spectra decay according to \( f^{-1.5} \) rather than \( f^{-5/3} \) which is characteristic of the inertial range of conventional turbulence. The theory is in excellent agreement with the measurements which helps explain these differences between the spectra; namely, the turbulence properties differ because they result from mean velocity distributions in randomly-arriving particle particles, with the large range of scales involved because flow properties are strongly affected by wake mean velocities.

Other spatial and temporal correlations and spectra were measured and successfully correlated, providing a rather complete description of this novel form of turbulence, see Parthasarathy and Faeth (1990a) and Mizukami et al. (1992). Figure 8 provides measured and predicted streamwise and crossstream spatial integral scales as an example. The results are plotted as suggested by the theory but reoptimized to best fit the measurements. The integral scales exhibit significant anisotropy, with \( \frac{L_{1x}}{L_{1y}} = 3.9 \), which is typical of shear flows like wakes (Hinze 1975). The range of scales also is unusually large with integral scales being 150-300 times Kolmogorov length scales, which implies effective turbulence Reynolds numbers of 1000-2000 in terms of conventional turbulence properties, even though particle Reynolds numbers generally were ca. 100. This behavior also follows because mean velocities of particle wakes contribute to the turbulence field.

3.5 Conclusions

The present investigation considered the properties of particle-generated turbulence for homogeneous conditions. The major conclusions are as follows:

1. Relative turbulence intensities and integral scales could be correlated as functions of the dissipation factor, \( \varepsilon d (\theta/d)^{2/3}/U^3 \). Relative turbulence intensities from this mechanism can be quite large, approaching 10% for conditions comparable to dense sprays.

2. A number of features of particle-generated turbulence are similar to other homogeneous turbulent flows: probability density functions of velocity fluctuations
Figure 6. Streamwise and crosstream r.m.s. velocity fluctuations
Figure 7. Temporal power spectra of crosstream velocity fluctuations
Figure 8. Streamwise and crosstream spatial integral scales
are Gaussian, and normalized spatial correlations and temporal spectra are relatively independent of flow conditions.

3. However, a number of features of particle-generated turbulence are distinctly different from conventional turbulence due to contributions from the mean velocities of randomly-arriving particle wakes: the anisotropy is unusually large with streamwise relative turbulence intensities roughly twice crossstream values, length scales correlate with wake properties and are independent of the average spacing between particles, ranges of length and time scales are unusually large even though particle Reynolds numbers are modest, and spectra decay at rates with respect to frequency at much lower rates than conventional turbulence, e.g., $f^{-1.1}$ and $f^{-1.5}$ rather than $f^{-5/3}$ for crossstream and streamwise temporal spectra.

4. A simplified model, based on linear superposition of randomly-arriving particle velocity fields, was helpful for explaining many features of the flow. However, more information on the character of particle wakes at modest Reynolds numbers in turbulent environments is needed to assess the theory quantitatively — work along these lines will be considered next.

4. SPHERE WAKES

4.1 Introduction

Flow associated with spheres has attracted attention due to numerous applications, e.g., dispersed particle-laden flows, sprays and rainstorms, among others. The work on turbulence generation by dispersed phases discussed in Section 3, however, has shown the need for more information about sphere wakes at the intermediate sphere Reynolds numbers ($10 < Re < 10^3$) typical of drops in sprays. Thus, the objective of this phase of the investigation was to measure flow properties near spheres at intermediate Reynolds numbers, considering both quiescent and turbulent environments.

A review of past work of the flow near spheres is provided by Wu and Faeth (1992). The results of this review indicated that there is relatively little information available about effects of vortex shedding on flow properties, and the properties of wakes at intermediate Reynolds numbers, including even whether these wakes are laminar or turbulent. Thus, the objective of the present study was to seek information to help resolve these issues. Two experimental configurations were considered, involving towed spheres in a quiescent water bath, and spheres mounted near the axis of fully developed turbulent pipe flow in air. The following description of the research is brief, additional details can be found in Wu and Faeth (1992a, b).

4.2 Experimental Methods

Apparatus. A sketch of the test apparatus for sphere flow in a quiescent environment is illustrated in Fig. 9. The approach involved traversing test spheres through a still liquid bath ($415 \times 535 \times 910$ mm) and observing flow properties at the center of the bath. The sides and bottom of the bath were insulated (not shown in the figure) to minimize natural convection disturbances, except for small openings for optical access. The bath liquid was water or various glycerol mixtures to provide a range of sphere Reynolds numbers. The test sphere was a $10$ mm diameter plastic ball mounted on taut $125 \mu m$ diameter stainless steel wire. The sphere was traversed at constant velocity for a $700$ mm length, nearly symmetric about the measuring location, using a stepping motor driven linear positioner. The position of the sphere could be traversed
Figure 9. Sketch of the sphere wake apparatus for a quiescent environment.
normal to the direction of the wire to access different positions in the flow, with the sphere traverse itself provident access to various streamwise positions.

The test apparatus for spheres in a turbulent environment is illustrated in Fig. 10. In this case, the test sphere was mounted near the axis of a fully developed turbulent pipe flow of air, within a 300 mm diameter duct. The test sphere could be traversed in three directions to accommodate rigidly mounted instrumentation. Small plastic spheres (diameters of 1.2 - 5.6 mm) mounted on fine wires (51 and 127 μm in diameter) in tension were studied. Calibration of flow properties in the pipe indicated rather close correspondence of the turbulence properties to existing results for fully-developed turbulent pipe flow, e.g. Laufer's (1954) results cited in Hinze (1975) for corresponding pipe Reynolds numbers.

**Instrumentation.** Light sheet illuminated dye traces were used to observe the flow near the spheres in quiescent environments. The resulting dye pattern was photographed with exposure times of 1 - 4 ms to stop the motion of the fluid.

Quantitative measurements in both flows were made using laser velocimetry with an arrangement similar to Parthasarathy and Faeth (1990a). The results for traversing spheres (quiescent environments) were obtained by ensemble averaging measurements from 20 - 120 traverses at a particular position. For spheres in turbulent environments, results were time-averaged in a conventional manner.

### 4.3 Results and Discussion

**Quiescent Environment.** Flow visualization showed that the recirculation zone on the downstream side of the sphere was stable and symmetric for Re < 200, stable and unsymmetric for 200 < Re < 280, and unstable with vortex shedding for Re > 280. The transition to vortex shedding was similar to earlier findings in the literature, e.g. transition Re in the range 270 - 300.

Streamwise mean velocities along the axis are illustrated in Fig. 11 for Re extending up to vortex shedding conditions. The results show the presence of three wake regions: a fast decay wake region near the sphere when vortex shedding is present (barely visible at Re = 280 but more pronounced at higher Re), a turbulent wake region where $\hat{u}_e \sim (x-x_0)^{-2/3}$, and a laminar wake region where $\hat{u}_e \sim (x-x_0)^{-1}$ — the last two regions corresponding to classical similarity behavior for turbulent and laminar wakes, respectively. The fast-decay wake region ends by smoothly transitioning into turbulent wake behavior. Similarly, the transition from turbulent to laminar wake behavior is smooth and occurs at a wake Reynolds number, Rew, of roughly 10. Thus, for low levels of turbulence generation, where the continuous phase is nearly quiescent, particle wakes largely exhibit turbulent behavior until a final decay to a laminar wake.

Radial profiles of mean velocities in the important turbulent wake region are plotted in terms of classical similarity parameters, see Tennekes and Lumley (1972), in Fig. 12. Results of Uberoi and Freymuth (1970) for a sphere Reynolds number, Re = 8600, and Chevray (1968) for Re = 458,000 are shown on the plots along with present results at much lower Re. Remarkably, all the results are nearly identical even though present measurements involve rather low wake Reynolds numbers.

The character of the decay of turbulence near transition from a turbulent to a laminar wake in illustrated in Fig. 13. Turbulence intensities at the axis are plotted as a function of wake Reynolds number for present results as well as results from Uberoi and Freymuth (1970) and Carmody (1964) at generally higher wake Reynolds numbers. For
Figure 10. Sketch of the sphere wake apparatus for a turbulent environment.
Figure 11. Mean streamwise velocities along the wake axis for a quiescent environment.
Figure 12. Radial profiles of mean streamwise velocities in the turbulent wake region for a quiescent environment.
Figure 13. Streamwise turbulence intensities along the axis of wakes in a quiescent environment
Re\textsubscript{w} > 70, turbulence intensities along the axis are nearly constant with \(\overline{\omega / u_c}\) in the range 0.85 - 0.92. At lower Re\textsubscript{w}, however, turbulence intensities rapidly decrease in a final decay period. Based on analysis of the final decay period of axisymmetric wakes (Phillips 1956; Lee and Tan 1967), behavior in this region should be as follows (Wu and Faeth 1992a):

\[
\overline{\omega / u_c} = C \, \text{Re}_w^{7/4}
\]  

Present results are in excellent agreement with Eq. (8), with \(C = 1.3 \times 10^{-3}\) yielding the best fit of the data. In view of the relatively large velocity fluctuations upon transition to the laminar wake region (for Re\textsubscript{w} ~ 10) it is remarkable that radial profiles of mean velocities in the laminar wake region are in excellent agreement with classical laminar wake scaling (Wu and Faeth 1990a). This can be explained, however, by noting that turbulence in the final decay period is not connected over the crosssection of the wake; instead it involves noninteracting regions of decaying turbulence or turbulence spots (Batchelor and Townsend 1948). Thus, the absence of connectedness prevents mixing or entrainment by large-scale structures so that entrainment follows laminar scaling with mean velocities adjusting to this behavior as well.

**Turbulent Environment.** Sphere wakes at moderate Reynolds numbers in turbulent environments also exhibited a number of surprising features. The first of these is illustrated in Fig. 14, which is a plot of streamwise velocities along the axis for sphere Reynolds numbers in the range 135 - 1560. In this case, all the results yield scaling satisfying laminar wake similarity even though the flow is clearly turbulent (ambient turbulence intensities are roughly 4% and intensities within the wakes generally are larger). This behavior can best be explained by noting that while the scaling is laminar-like, the effective (turbulent) viscosities generally are 2 -50 times larger than the molecular viscosity over the test range. Thus, the effect of the ambient turbulence is to provide a turbulent fluid whose effective viscosity is large enough so that global scaling follows laminar scaling laws.

The laminar-like scaling of wakes in turbulent environments is clearly shown by the radial profiles of mean streamwise velocities plotted in Fig. 15. The scaling in both the streamwise and crossstream directions follows conventional laminar wake scaling rules (Schlichting 1977) with the effective turbulent viscosity only varying with the sphere Reynolds number. As might be anticipated from the results of Fig. 14, laminar scaling provides an excellent representation of the measurements, well within experimental uncertainties.

The next important issue is the behavior of the effective turbulent viscosity. First of all, it was found that the effective turbulent viscosity had a single value for a particular sphere Reynolds number. This behavior is illustrated in Fig. 16 for the present range of Re and sphere diameters of 1.2 - 5.6 mm. The ratio \(\nu_t/\nu\) progressively increases with Re but exhibits three ranges: a low Re regime for Re < 300, a transition regime for 300 < Re < 600, and a high Reynolds number regime for Re > 600. The ratio, \(\nu_t/\nu - \text{Re}\) in the low and high Reynolds number regimes with a greater variation with Re in the transition regime. Thus, the scaling in the low and high Re regimes is consistent with conventional eddy viscosity ideas (Tennekes and Lumley 1972), even though scaling of the mean velocities themselves is laminar-like. Finally, the transition regime is consistent with an effect of onset of eddy shedding. In particular, temporal spectra in the wake exhibited the appearance of a spike when Re ~ 300, very similar to the onset of eddy shedding in quiescent environments. Furthermore, the spike gradually disappeared for Re > 600 suggesting evolution into a highly turbulent regime consistent with the high Re branch of \(\nu_t/\nu\). Finally, it is not surprising that the onset of eddy shedding is not very different for
Figure 14. Streamwise mean velocities along the axis of wakes in a turbulent environment
Figure 15. Radial profiles of mean streamwise velocities in wakes in a turbulent environment
Figure 16. Effective turbulent viscosity for laminar-like wakes in a turbulent environment.
quiescent and turbulent environments over the present test range. In particular, integral length scales of the pipe flow are large in comparison to sphere diameters for present conditions, ca. 40 mm, thus, the spheres are locally in a somewhat quasisteady environment. Nevertheless, such conditions are typical of spray environments where drop dimensions generally are much smaller than integral scales (Faeth 1987, 1990).

4.4 Conclusions

Aside from the fact that the onset of eddy shedding always was observed at Re ca. 300, conclusions differed somewhat for quiescent and turbulent environments, as follows:

**Quiescent Environment:**

1. The wakes exhibited fast decaying (Re > 300), turbulent and laminar wake regions, with transition between the turbulent and laminar wake regions at Re_w ca 10.

2. Mean velocities in the turbulent and laminar wake regions scaled according to classical similarity results, even though turbulence intensities along the axis varied in the range 10 - 85%, with turbulence spots extending into the laminar region.

3. The main effect of vortex shedding was to create a fast-decay wake region which deferred the onset of the turbulent wake region.

4. Turbulence levels decayed according to Re_w^{-7/4} as the transition to a laminar wake was approached, which is consistent with theoretical expectations for the final decay period of wake turbulence (Batchelor and Townsend 1948; Phillips 1956; Lee and Tan 1967).

**Turbulent Environment:**

1. Wakes in this region were always turbulent but exhibited laminar-like similarity scaling of mean velocities with effective turbulent viscosities enhancing mixing rates.

2. Effective turbulent viscosities were constant for particular sphere Reynolds numbers but progressively increased with increasing Re, exhibiting low and high Reynolds number regimes separated by a transition regime for 300 < Re < 600.

3. The transition regime was associated with the onset of eddy shedding which occurred at Re ca. 300, similar to quiescent environments, with the end of transition associated with the loss of evidence for coherent eddy shedding in the temporal spectra.

The present results are limited because only two ambient conditions, quiescent and an ambient turbulence intensity of ca. 4%, were considered. Thus, behavior at other conditions must be known before the results can be applied to analysis of turbulence generation. Information concerning scalar mixing in sphere wakes at modest Reynolds numbers also is required to understand the scalar turbulent field of dense sprays. Both issues are being addressed during current work in this laboratory.
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Appendix A: Faeth (1990)
STRUCTURE AND ATOMIZATION PROPERTIES OF DENSE TURBULENT SPRAYS

G. M. FAETH

Department of Aerospace Engineering
The University of Michigan
Ann Arbor, MI 48109-2140, U.S.A.

Aspects of the structure and atomization properties of the near-injector (dense-spray) region of turbulent sprays are reviewed, considering: spray breakup regimes, dense-spray structure, and liquid breakup processes. The discussion is limited to non-evaporating round pressure-stabilized sprays—a fundamental configuration that is representative of dense sprays since they normally occupy the cool portions of combusting sprays where evaporation rates are modest.

Due to the complexity of spray breakup, criteria for breakup regime transitions are still not well developed. More information is particularly needed concerning effects of flow properties at the injector exit, ambient turbulence levels, and high Oblique numbers where viscous effects become important.

Existing measurements of dense-spray structures are limited to atomization breakup, since most practical applications involve this regime. The dense-spray region for atomization breakup consists of a liquid core (the potential core of a single-phase jet) surrounded by a multiphase mixing layer that begins right at the injector exit. Recent measurements within the multiphase mixing layer show that the flow is surprisingly dilute and support the classical view of atomization, i.e., primary breakup at the liquid surface followed by secondary breakup of ligaments and large drops with only minor effects of collisions. In contrast, some recent computational studies suggest significant effects of collisions in dense sprays—clearly, this controversy is not resolved. Accepting the classical view, characteristic secondary breakup and residence times are comparable in dense sprays, therefore, breakup dominates dense sprays much like drop evaporation dominates dense jets. Continuous primary breakup along the liquid core implies significant secondary breakup effects within the multiphase mixing layer, with locally-homogeneous flow only approached at large Weber numbers for sufficiently low Oblique numbers. Thus, many unresolved problems of separated flow or dense sprays are relevant to dense sprays, with secondary breakup by detached phases being particularly important for dense sprays.

Primary and secondary layers in dense sprays have been widely studied but the dense-spray environment highlights new problems. In particular, more information is needed concerning breakup regime transitions, the thermal evolution and consequences of breakup processes, breakup mechanisms when the liquid core is turbulent, and effects of pre-phase turbulence on breakup.

Introduction

A wide variety of physical phenomena and practical applications have motivated extensive studies of nonatomizing and combusting turbulent sprays. Much of this work, however, is limited to the dilute-spray regime, limited at some distance from the injector exit, where both observations and analyses are relatively tractable due to small liquid volume fractions. As a result, many features of dilute sprays are reasonably well understood, see several recent overview articles and collections cited therein.1-3 This situation is turning to the less accessible dense-spray region near the injector exit, in an effort to better understand how the characteristics of injectors, injected liquids, and the ambient environment affect the flow properties entering the dilute-spray region. The objective of this paper is to briefly review current understanding of the structure and atomization properties of turbulent dense sprays, and to highlight areas where additional research is needed.

Present considerations will be limited to non-evaporating round pressure-stabilized sprays in still gas. Ignoring evaporation is reasonable, since the dense-spray region of combusting sprays generally involves relatively cool portions of the flow. For example, at the locally-homogeneous-flow (LH) limit, where ambient transport rates are infinitely fast so both phases have the same velocity and are in thermodynamic equilibrium, mixture fractions where liquid volume fractions become small are roughly the order of magnitude larger than those where combustion is complete; therefore, well-stirred sprays have dense-spray regions that are somewhat remote from high-temperature regions where evaporation is significant.2 Additionally, jet flows are attractive for studying dense sprays, since they can be described by relatively few parameters. Information on other spray processes and injection systems can be found in Refs. 1-4 and references cited therein.

The following aspects of dense sprays will be addressed: spray breakup regimes, dense-spray structure, and its effect on collisions, breakup and separated flow, primary breakup at the liquid-surface; and secondary breakup of sprays. Generalizations based on available limited information for dense sprays are risky; therefore, the paper concludes with characteristic-time considerations to help infer behavior for the many situations that have not been studied.

Spray Breakup Regimes

Description:

The first issue concerning dense sprays is to define the topography or spray breakup regime of the flow. Several spray breakup regimes have been identified for nonatomized liquids in still gas, as follows: noncavitating or drip, stable liquid jet, Rayleigh breakup, liquid jet breakup, dense jet breakup, and atomization breakup.1-10 The spray breakup regime involves low flow rates with a moderate range of diameters in the range of the jet exit diameter to the distance between the liquid jet and a flat surface. The distance is large enough to overcome surface tension forces at the exit gas. Stable liquid jets occur for Oh > 2-4, where viscous forces are large enough to damp all disturbances that would lead to breakup.4 Naturally, neither of these regimes produces dense sprays.

The remaining spray breakup regimes for non-turbulent liquids are illustrated in Fig. 1. With increased flow rates, breakup regimes occur in the following order: Rayleigh, first wavelength, second wavelength, and atomization breakup. Rayleigh breakup involves cavitation between liquid inertial and surface forces, yielding drop diameters somewhat larger than the injector diameter with jet lengths to breakup increasing with increasing flow rates. The remaining breakup regimes involve gas-phase aerodynamic effects with breakup lengths decreasing with increasing flow rates. First-wavelength breakup is caused by twisting or helical instability of the liquid column as a whole, yielding drops having diameters comparable to the injector diameter. Second-wavelength breakup involves both helical and surface instabilities of the liquid column yielding a wide range of drop sizes extending to the injector diameter. Atomization breakup is reached when breakup at the surface begins right at the injector exit, yielding drops that are generally small in comparison to the injector diameter. The dense-spray region during atomization breakup consists of a liquid core, the potential core of a single-phase jet, surrounded by a developing multiphase mixing layer (see Fig. 1). Stable liquid sprays require small drops for adequate mixing, the topography of atomization breakup is most important for dense-sprays.

Breakup Region Transitions:

Spray breakup regimes have been plotted in a variety of ways.11-13 Figure 2 is a convenient form since the important transitions to wipe-induced and atomization breakup involve nearly constant Oh and We. In contrast, transitions from the drop regime is a function of density ratio, since $We < (dp/p) We = 4$ at transition. This implies a progressively narrower Rayleigh breakup regime as $dp/p$ decreases. Ran2 suggests transition to wipe-induced breakup at $We = 0.4$ for Oh, while Sterling and Sinfelt10 observe transition at $We = 1.2 \times 3.41$ OH for Oh = 0.4.15 Transition between first and second-wavelength breakup is gradual and a transition criterion has not yet been found.11 Tran-
Liquiddensefraction

Effects of sprayoutbreakupregime and jet-end turbulencerelationship levels on density sprays can be seen from the distributions of time-averaged liquid volumefractions along the axis of the water sprays illustrated in Fig. 3. Predictably, mutual fusion is fastest for atomization breakup and turbulent jet exit conditions, and slowest for wind-induced breakup and non-turbulent slug flow at the jet exit. For the high jet Reynolds numbers of these tests (Re = 30,000), the LHFPredications are independent of flow rates so that a single prediction represents each jet exit turbulence level. Within the second wind-in-duced and atomization breakup regimes, the LHFPredications are marginally successful for dp > 0.2 and accurately represent the striking effect of jet exit turbulence on mixing. However, the LHFPredications fail to represent the much slower mixing levels in the first wind-induced breakup regime and overestimate rates of mixing for all test conditions, when dp < 0.2, where the sprays become more dilute.

Mixture layer properties

Double-flash holography of the water sprays provided details concerning the structure of the multilayer mixing layer. Results for atomization breakup and non-turbulent jet exit conditions at d = 35 are illustrated in Fig. 4. Findings at other locations were similar. The region near the liquid surface consists of large, irregular, ligament-like elements (osmotic SMD and dp) while the dilute spray region near the edge of the flow involves smaller round drops. This is direct evidence of important effects of secondary breakup near the surface. Additionally, the multiphase mixing layer is surprisingly dilute dp < 1%, implying that collisions between liquid elements are improbable. These findings, as well as consideration of secondary breakup to be discussed later, support the conventional picture of atomization within dense sprays. Atomic breakup of the liquid surface into ligaments and large drops follows by secondary breakup into smaller round drops. This conflicts with recent hypotheses, based on computational studies, that small drops are formed at the liquid surface and then collide and coalesce to create larger drops within the multiphase mixing layer. Additional measurements are needed to resolve this controversy.

Drop sizes along the liquid surface were larger for turbulent than laminar liquid. A large variety of non-evaporating dilute sprays. Furthermore, drop size distributions for all conditions also satisfied the universal root-normal distribution. This helps in predicting the entire drop size distribution can be related to a simple manner to the SAD. However, an explanation of this behavior and more evidence concerning its generality for dense sprays is needed.

The distributions of drop velocities illustrated in Fig. 4 show that they vary substantially with drop diameter at each point in the flow. Near the liquid core, the largest drops have velocities comparable to liquid injection velocities (ca. 3 m/s), however, velocities decrease with drop size and radial distance. A surprising feature is that gas velocities (which approximate the velocities of the smallest drops) are low and nearly constant across the mixing layer. This implies relatively inefficient momentum exchange between the phases since large drops contain most of the momentum and respond slowly to drag forces. The windward variation with drop size provides direct evidence that the LHFPrediction is not suitable, since the LHF predictions in Fig. 4 are poor. Thus, the success of the LHF approach at large dp in Fig. 3 occurs because the momentum of the gas and smaller drops has little influence on flow dynamics at large mixing fractions, not because the LHFPrediction is correct.

Aerodynamic breakup

Atomization breakup of non-turbulent liquids involves a stripping mechanism at the liquid surface.
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Current estimates of drop sizes from primary breakup are based on theories of aerodynamically-induced wave growth on liquid surfaces, assuming that the mean drop size is proportional to the size of the underlying wave, and that the spacing between waves on the wave train can increase due to wave interaction. These models neglect the effects of liquid viscosity on wave growth. Using SMD to represent mean drop diameter for these limits yields:

\[ \rho_s SMD \Delta \nu = 2 \rho \Lambda \]  

where \( \rho_s \) is the density of the liquid, \( SMD \) is the Sauter mean diameter, \( \Delta \nu \) is the mean drop size, and \( \Lambda \) is the wavelength of the underlying wave.

Maxwell et al. suggest a formula for estimating SMD from primary breakup in the form of:

\[ SMD \Lambda = 2 \rho \Lambda \]  

Turbulent Breakup:

The much larger drops from primary breakup for turbulent jet exit conditions are due to turbulent distortion of the liquid surface, stabilized by surface tension. Finally, the model of Spanier and Spalding provides a relationship for the growth of such waves under turbulent conditions.

Measurements in the water sprays were consistent with Eq. (5) and the liquid Weber number.

Reynolds number for large drops in sprays is [10^-9] yielding maximum values of We_{max}/Re_{max} of roughly 2.6 with somewhat larger values possible when various effects are important. This indicates that secondary breakup in dense sprays is largely due to deformation and weak stripping. Whirl information is available concerning breakdown times in these conditions.

---

**INVITED MINI-REVIEW**

**Fig. 5. Drop breakup regime transition at low Ohn.**

Reynolds number for large drops in sprays is [10^-9] yielding maximum values of We_{max}/Re_{max} of roughly 2.6 with somewhat larger values possible when various effects are important. This indicates that secondary breakup in dense sprays is largely due to deformation and weak stripping. Whirl information is available concerning breakdown times in these conditions. Characteristic times are discussed in the following as a way to generalize findings concerning secondary breakup and effects of separated flow. Relevant characteristic times are as follows: 

**Characteristic Times**

The characteristic times are discussed in the following as a way to generalize findings concerning secondary breakup and effects of separated flow. Relevant characteristic times are as follows:

**L** = characteristic length, **U** = characteristic velocity, **w** = characteristic acceleration, **Re** = Reynolds number, **We** = Weber number, **d** = characteristic dimension, **\rho** = density, **\mu** = viscosity, **\nu** = kinematic viscosity, **\eta** = dynamic viscosity, **\lambda** = wavelength, **\Delta** = wavelength of underlying wave, **SMD** = Sauter mean diameter, **\Delta \nu** = mean drop size, **\Lambda** = wavelength of underlying wave, **C** = constant, **\rho_s** = density of the liquid, **\Lambda** = wavelength of the underlying wave.

**Secondary Breakup**

The general importance and relevant mechanisms of secondary breakup will be considered in the following. Criteria for secondary breakup beyond shock waves and for slower accelerations in free fall are as follows:

\[ We_{max} = 8 \rho \Lambda \]  

Stable large drops in sprays have drag coefficients in the range 0.8-1.2, therefore, the two equations yield similar breakup criteria.

Measurements in the water sprays were consistent with Eq. (5).

**Fig. 5. Drop breakup regime transition at low Ohn.**

Reynolds number for large drops in sprays is [10^-9] yielding maximum values of We_{max}/Re_{max} of roughly 2.6 with somewhat larger values possible when various effects are important. This indicates that secondary breakup in dense sprays is largely due to deformation and weak stripping. Whirl information is available concerning breakdown times in these conditions.
DENSE TURBULENT SPRAYS

Spray can be correlated in a similar manner to the correlation of a researcher's equation for spray, and considering the maximum stable drop size at yields. 

\[ \tau_s = C_o W_{j0} \rho_d / \rho_l \sqrt{D_n / \eta} \]  

(9)

where \( C_o = 4 \) is an empirical spray factor. A vast array of spray rates can be found to highlight various properties of dense sprays. First of all, small values of the ratio

\[ \tau_s / \tau_i = C_o W_{j0} \rho_d / \rho_l \sqrt{D_n / \eta} \]  

(10)

imply that separated flow effects are small within the dense spray region. However, experimental evidence is sufficient for the behavior of the flow to be observed.

Another perspective on secondary breakup can be found from

\[ \tau_s / \tau_i = C_o W_{j0} \rho_d / (C_0 W_{j0}) \]  

(11)

which is the ratio of secondary-breakup to liquid-core-residence time. Near the atomization spray breakup limit (Eq. 2), \( \tau_s / \tau_i \) reaches values of 0.1-0.3 which implies that secondary breakup proceeds rather slowly in the mult phased mixing layer predictions of new drops are formed along the liquid core. Thus, for these conditions, secondary breakup tends to control processes in dense sprays, based on this new breakup and vaporization trends to control processes in dilute sprays. Insight concerning the flow can be obtained from

\[ \tau_s / \tau_i = C_o W_{j0} \rho_d / \rho_l \sqrt{D_n / \eta} \]  

(12)

which is the ratio of flow-rate time to drop-residence time. Large values of \( \tau_s / \tau_i \) correspond to regions where separated flow effects are small. Introducing a in Eq. (12) as the distance from breakup implies significant effects of separated flow near the liquid core. Drops near the edge of the flow, however, may observe the jet and exhibit smaller effects of separated flow. These trends correspond to existing observations at atmospheric pressure 9,12 while sprays at higher pressures should exhibit smaller effects of separated flow—particularly at large injection velocities.

For a round-jet, most of the liquid enters the jet at large values of the ratio
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Abstract—The properties of drop deformation and secondary breakup were observed for shock wave
stimulated distortions in air at normal temperature and pressure. Test liquids included water, glycerol
solutions, ethylene glycol, ethyl alcohol and mercury to yield Weber numbers (We) of 9.5-1000. Ohnesorge
numbers (Oh) of 0.006-4. liquid-gas density ratios of 500-12,000 and Reynolds numbers (Re) of
300-16,000. Measurements included shadowgraphy and holography to find drop deformation
properties prior to breakup, as well as drop size distributions after breakup. Drop deformation and
breakup regimes were identified in terms of Weber and Oh numbers at low Oh include no deformation.
noncirculatory deformation, circulatory deformation, bag breakup, multimode breakup and shear breakup
as We is increased. However, most of these regimes occur at higher We than Oh values are increased.
with no breakup observed for Oh > 4 over the present test range. Unified teminal scaling of deformation
and breakup processes was observed in terms of a characteristic breakup time that largely was a function
of Oh. Prior to breakup, the drag coefficient evolwed from the properties of droplets to those of the
shock as drop deformation progressed. The drop size distribution after breakup assumed a characteristic
normal distribution function for the bag and multimode breakup regimes and could be characterized
by a Sauter mean diameter (SMD) alone. Drop sizes after shear breakup, however, did not satisfy this
distribution function due to the distorting effect of the core or drop-generating shock. Nevertheless, the
SMG after secondary breakup could be correlated in terms of a characteristic shock boundary layer
drop properties after secondary breakup suggest that reduced drop sizes and reduced relative velocities
play a role in ending the secondary breakup process.

Key Words: sprays, atomization, drop breakup.

1. INTRODUCTION

The secondary breakup of drops is an important multiphase flow process with applications to liquid
atomization, dispersed multiphase flows, sprays, heterogeneous detonations of gas/liquid/solid systems,
the properties of rain, and interactions between high-speed aircraft and raindrops, among others. In particular, recent studies of the structure of dense pressure-atomized sprays (see Ruff et al. (1992) and Faeth (1990) and references cited therein) confirm the conventional view of liquid atomization with primary breakup at the liquid surface followed by secondary breakup. It also was found that the breakdown time does not vary greatly over the large range of Weber that includes both the sheat and catastrophic breakup regimes. However, results near the onset of secondary breakup, within the bag breakup regime, have not been studied very much in spite of the importance of these near-limit conditions to processes within practical sprays (Ruff et al. 1992).

The deformation properties of drops prior to secondary breakup due to shock wave disturbances have been studied for large We (Oh and Oh < 0.1). Wierzb & Takayama (1988) summarized past work in this area, which included the results of Ranger & Nicholls (1969) and those of Reinecke & McKay (1969) and Reinecke & Waldman (1970) for shear and catastrophic breakup, as well as their own measurements of deformation prior to shear breakup. They found that deformation scales in terms of T* (T* = d_E/We^1/2/Re^1/2) with T* not varying greatly over the large range of We that includes both the sheat and catastrophic breakup regimes. Additionally, they highlighted problems of interpreting shadowgraph photographs of breakup processes and suggested the use of holography instead. Similar to breakup times, however, drop deformation within the bag and transition breakup regimes have not received much attention.

Finally, due to the problems of observing drops after secondary breakup there is very little information available about the outcome of secondary breakup, even though this information is

1 To whom correspondence should be addressed.
vital for understanding the structure of dense sprays (Faeth 1990). An exception is some limited results reported by Gel'fand et al. (1974) for the bag breakup regime. A bimodal distribution was observed with small drops resulting from breakup of the bag and a group of larger drops associated with breakup of the liquid ring at the base of the bag. However, this phenomenon is too limited to provide general guidance about drop sizes produced by secondary breakup.

The preceding review indicates that there are several gaps in the literature concerning secondary breakup. In particular, conditions for the onset of various breakup regimes have been defined reasonably well by Krzeczkowski (1980) but analogous deformation regimes have not been defined, particularly at high Oh, where liquid viscosity effects are important. Breakup times and drop deformation have been studied as well (Ranger & Nicholls 1969; Reinecke & McKay 1969; Reinecke & Waldman 1970), however, available information is limited for the near-limit bag and transition breakup regimes that are important for drop breakup in dense sprays. Finally, measurement problems have limited information about the liquid flow rate through the outlets of the droplets of the interaction between the uniform gas flow behind the shock wave and the drop stream.

The separation between drops at the center of the test location due to operation of the vibrating capillary tube alone was 34 mm, which was sufficient to allow observation of drop deformation in the early stages of bag and multimode breakup, as well as the shear breakup process, without interactions between drops. However, it was necessary to increase the spacing between drops to observe the later stages and outcomes of bag and multimode breakup. This was accomplished using the approach of Sangiovanni & Keskin (1977), by charging every other drop in the flow and electrostatically deflecting the charged drops out of the drop stream crossing the shock tube. This yielded a drop spacing of roughly 7 mm, which assured the presence of drops in the region of observation when film records were made while minimizing interactions between drops.

2. EXPERIMENTAL METHODS

2.1. Apparatus

A shock tube with the driven section open to the atmosphere, similar to Ranger & Nicholls (1969), was used to generate shock wave disturbances. The driver section was pressurized with air and was round with an i.d. = 75 mm and a length of 3.1 m. The driven section had a rectangular interior cross section (38 mm wide × 64 mm high) to facilitate visualization of the flow at the test location. A transition section, with the shock tube diaphragm at its downstream end, provided a gradual evolution from the round driver section to the rectangular driven section. The driver section was 6.7 mm long with the test location 4.0 m from the downstream end. This arrangement provided test times of 17-21 ms in the uniform flow region between the shock wave passing the test location and the subsequent arrival of disturbances from the contact surface and reflections from the ends of the shock tube. Test conditions involved relatively weak shock waves having shock Mach numbers of 1.01-1.24, therefore, thin Mylar film (having thicknesses of 19, 25 and 38 μm) was used for the diaphragm between the driver and driven sections of the shock tube. The Mylar film diaphragm was ruptured to initiate operation of the shock tube by heating a fine resistance wire mounted on the film: this provided a clean break of the diaphragm that was otherwise problematical due to small pressure differences across the diaphragm because the shock waves were weak.

The strength of the shock waves was monitored by two piezoelectric pressure transducers (PCB Piezotronics Inc., model 101A65) mounted 660 and 310 mm upstream of the test location. The outputs of these transducers were recorded using a digital oscilloscope (LeCroy, model 9400A). The time of passage of the wave between the two transducers provided the shock Mach number (whose properties were checked for consistency using the pressure ratio across the wave). The time required to break the diaphragm with the heater wire was not very reproducible; therefore, the pressure signals were used to synchronize data accumulation from the experiment.

The drop generator system involved a vibrating capillary tube, similar to Dabrowsa (1967), to generate a stream of drops, and a drop selection system, similar to Sangiovanni & Keskin (1977), to vary the spacing between drops. The test liquid was placed in a reservoir and pressurized with air so that it flowed to a vibrator chamber and then through a capillary tube (20, 23 or 25 G needles, 12 mm long, depending on the test condition). The upper end of the vibrator chamber was mechanically attached to a speaker (Realistic, model 40-1319) which, in turn, was driven by a signal generator (BK Precision, model 3020). By varying the liquid flow rate and the frequency of vibration, a uniformly spaced stream of monodisperse drops was generated by Rayleigh breakup. This drop stream passed through 6 mm dia holes in the top and bottom of driven section, crossing the central plane of the driven section at the test location. Quartz windows (25 mm high × 305 mm long and mounted flush with the information flow walls of the driven section) allowed observation of the interaction between the uniform gas flow behind the shock wave and the drop stream.

The separation between droplets at the center of the test location due to operation of the vibrating capillary tube alone was 3-4 mm, which was sufficient to allow observation of drop deformation in the early stages of bag and multimode breakup, as well as the shear breakup process, without interactions between drops. However, it was necessary to increase the spacing between drops to observe the later stages and outcomes of bag and multimode breakup. This was accomplished using the approach of Sangiovanni & Keskin (1977), by charging every other drop in the flow and electrostatically deflecting the charged drops out of the drop stream crossing the shock tube. This yielded a drop spacing of roughly 7 mm, which assured the presence of drops in the region of observation when film records were made while minimizing interactions between drops.

2.2. Instrumentation

2.2.1. Pulsed shadowgraphs

Pulsed shadowgraphs were obtained in two ways: pulsed shadowgraph photographs and motion pictures to observe the overall dynamics of breakup; and single pulse holography to observe the outcome of breakup. Initial work involved pulsed shadowgraph photography using a Xenon Corp. Macropulsar (molecular beam, 10 J) optical power per pulse with a pulse duration of roughly 1 μs). The lamp output was collimated and directed through one of the windows at the test location. The image was recorded through the other window using a Graphix camera (4 × 5" film format, Polaroid Type 55 film) at a magnification of 6:1. The photographs were obtained in a darkened room, varying the time delay between the shock wave passing the downstream pressure transducer and the time of the flash so that various portions of the breakup process could be observed from repeated tests (at least two photographs were obtained for each test condition and delay time).

Pulsed shadowgraph photography was tedious for accumulating data on drop breakup over the wide range of conditions of the present investigation; therefore, the bulk of the results were obtained using motion picture shadowgraphs within a darkened room. This involved using a 20 W copper vapor laser as the light source (Metalas Laser Technologies, model 2051, 2 mJ per pulse, 30 ns pulse duration) and a 35 mm drum camera (Cordon Inc., model 351 using Agfa 10E7 HDNAH film) to record the images at unity magnification. Prior to measurements, the laser was operated in the continuous pulsing mode to reach proper operating temperatures, and the drum camera was brought to proper speed with the camera shutter closed. Laser operation then was terminated briefly, the camera shutter was opened and the shock tube diaphragm was broken. As the shock wave approached the test location, detected by the pressure transducers, the laser was fired as a high frequency burst (controlled by a Hewlett-Packard model 3314 function generator) to capture the breakup process on the film (laser frequency of 6-8 kHz for 20 μs bursts). The time between film records was monitored by synchronizing the signal generator phase frequency with a digital oscilloscope. The film records were analyzed using Gould FD 5000 image display as described subsequently. The procedure was to obtain several (5-14) motion picture shadowgraphs for a particular test condition. The data was then grouped to obtain statistically significant results as ensemble averages. The experimental uncertainties of the various measurements will be taken up when the results are discussed.
2.2.2. Holography

The holocamera and reconstruction systems used to measure drop properties after breakup were similar to those of Ruff et al. (1992). An off-axis arrangement was used with optics providing a 2-3:1 magnification of the hologram image itself over a hologram field that included all the drops generated by secondary breakup. This was coupled with reconstruction optics that allowed drop diameters as small as 25 μm to be measured with 5% accuracy and objects as small as 12-15 μm to be observed. The properties of the reconstructed sprays were analyzed using the Gould 5F000 image display system with a field of view of 1.7 x 2.0 mm. Various locations in the hologram reconstructions could be observed by traversing the hologram in two directions and the video camera of the display system in the third direction.

Drops and other ellipsoidal objects were used by measuring their maximum and minimum diameters, dmax and dmin, through the centroid of the image. Assuming ellipsoidal shapes, the diameter, d, of these objects was taken to be the diameter of a sphere having the same volume. d = \( \frac{d_{max} \cdot d_{min}}{4} \). More irregular objects were used by finding the area and perimeter of their image and computing the maximum and minimum diameters of an ellipsoid matching these properties: given these parameters, d was found as before. Results at each condition were summed over at least three realizations, considering 150-300 liquid elements, to provide drop size distributions. The mass median diameter (MMD) and the Sauter mean diameter (SMD). Experimental uncertainties generally were dominated by finite sampling limitations because each breakup event only yields a limited number of drops. Within the limitations of the definition of drop sizes, which are difficult to quantitatively estimated experimental uncertainties (95% confidence) of the MMD and SMD are < 10%. Drop size distributions are presented in terms of cumulative volumetric percentages. Experimental uncertainties (95% confidence) of the cumulative volume percentages were the same as for the MMD and SMD for values in the range 10-80%—becoming larger outside this range due to sampling limitations at large sizes and resolution limitations at small sizes.

2.3. Test Conditions

The test conditions are summarized in table 1. Test drops of water, n-heptane, ethyl alcohol, mercury and various glycerol mixtures were used to provide a wide range of liquid properties. The liquid properties listed in table 1 were obtained from Lange (1952), except for the surface tension of glycerol mixtures which were measured in the same manner as Wu et al. (1991). Initial drop diameters were in the range 500-1550 μm, dictated by the need for measurable drop properties after breakup and the difficulties of producing small drops with very viscous liquids. Ranges of other variables are as follows: Re of 500-15500; Oh of 0.0006-4; We of 0.3-1000; and Re of 300-16000. Although the full range of Oh was considered for measurements of deformation and breakup regime transitions and dynamics, measurements to find the outcome of breakup were limited to Oh < 0.1. The We range includes processes from no deformation into the shear breakup regime that are of interest to processes within dense sprays, but does not reach the catastrophic breakup regime studied by Rennecke & McKay (1969) and Rennecke & Waldenmair (1970). As noted earlier, the Re range of the present experiments is higher than conditions where gas viscosity plays a strong role in drop drag properties, within the present Re range, the drag of spheres only varies in the range 0.6-0.4 (Faeth 1990, White 1974). Shock Mach numbers were relatively low, 1.01-1.24, so that the physical properties within the uniform flow region were not significantly different from in room air.

3. RESULTS

3.1. Deformation and Breakup Regimes

The presentation of results will begin with definition of deformation and breakup regime transitions in order to help organize the remainder of the findings. The deformation and breakup regime map, showing transitions as functions of We and Oh similar to Hinze (1955) and Kranzegk (1980), is illustrated in figure 1. The present evaluation of the onset of breakup (the transition to the bag breakup regime) is essentially identical to the findings of Hinze (1955) and Kranzegk (1980) within experimental uncertainties. The present results also agree quite well with the transitions found by Kranzegk (1980) to shear breakup and multimode breakup (which Kranzegk referred to as transition breakup). In view of the somewhat subjective identifications of breakup regimes and their transitions, this level of agreement is quite satisfying.

The observations of transitions to nonoscillatory and oscillatory deformation illustrated in figure 1 have not been reported before. The present definition of the transition to the nonoscillatory deformation regime was taken to be the condition where the drop deformed so that the ratio of its maximum (cross stream) dimension to its initial diameter was 1.1, corresponding to a deformation of 10%. Following this transition, there was a range of We at each Oh where the drop decayed back to a spherical shape, much like an overdamped oscillation, yielding nonoscillatory deformation (defined as conditions where the second peak of the diameter fluctuation involved

| Table 1: Summary of the test conditions |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Liquid          | \( \rho \) (kg/m³) | \( \mu \cdot 10^6 \) (kg/m-s) | \( \sigma \cdot 10^6 \) (N/m) | Oh              | We              | Re              |
| Water           | 997             | 8.94            | 7.08            | 1000            | 0.0038          | 0.5-2.36        | 340-4200        |
| n-Heptane       | 685             | 3.94            | 20.0            | 500             | 0.016           | 14-177          | 720-2270        |
| Ethyl Alcohol   | 680             | 16.0            | 24.0            | 1000            | 0.011           | 15-275          | 1110-4000       |
| Mercury         | 13,600          | 15.0            | 475.0           | 850             | 0.0062          | 10-13           | 3510-4500       |
| Glycerol (%)    |                 |                 |                 |                 |                 |                 |                 |
| 21.7            | 1150            | 10.0            | 57.3            | 1200            | 0.0711          | 8-130           | 1540-4100       |
| 75              | 1165            | 15.0            | 65.4            | 1200            | 0.0120          | 8-136           | 1530-4500       |
| 1112            | 108.0           | 6.4             | 6.4             | 1200            | 0.0390          | 1-129           | 480-4200        |
| 55              | 1195            | 100.0           | 61.3            | 1200            | 0.0090          | 2-128           | 730-8700        |
| 94              | 1219            | 100.0           | 61.3            | 1200            | 0.260           | 1-127           | 500-6200        |
| 92              | 1240            | 1270            | 62.5            | 1200            | 1.030           | 1-205           | 330-4300        |
| 97              | 1253            | 3150            | 62.4            | 1500            | 1.700           | 1-205           | 600-4800        |
| 99.5            | 1360            | 12,500          | 62.6            | 1550            | 3.830           | 1-612           | 639-15700       |

*Values are at 298 K and 298 Pa; 3% K in the driven section of the shock tube with shock Mach numbers in the range 1.01-1.24. Properties of the air were taken as normal temperature and pressure: \( \rho = 1.18 \text{ kg/m}^3 \), \( \mu = 1.85 \times 10^{-5} \text{ kg/m-s} \).
deformations < 10%). For Oh > 0.4, this regime was ended by the onset of bag breakup, however, for Oh < 0.4, there was a range of We where the drop oscillated with progressively decaying ratios of maximum to initial diameters before the bag breakup regime was reached: this regime is denoted the oscillatory deformation regime in figure 1.

The most striking feature of the flow regime map in figure 1 is that progressively higher We are needed for the various transitions as Oh increases. Hinze (1955) and Krzeczkowski (1980) also noted this effect for the breakup transitions but the behavior is similar for the deformation transitions as well, with the oscillatory deformation regime disappearing entirely for Oh > 0.4 as noted earlier. Hinze (1955) concluded that breakup might not be observed for Oh ≥ 2. However, it appears that Oh would have to be somewhat greater than 4, the highest value reached during the present investigation, before breakup would be inhibited for We < 1000, with somewhat higher values of Oh required to inhibit deformation for We > 1000.

Recalling that Oh characterizes the ratio between liquid viscous forces and surface tension forces, the inhibition of deformation and breakup at large Oh clearly is due to increased damping by liquid viscous forces. This slows the deformation process so that drag forces have more time to reduce relative velocities at the point where maximum deformation is reached, and thus the potential for breakup. Another factor is that the final breakup into drops involves Rayleigh type breakup processes which become weak when Oh is large, so that the drops tend to deform into very long cylindrical threads that exhibit little tendency to divide into drops (at least within the deformation regime). This high Oh regime is encountered during spray combustion processes at high pressures, where values of surface tension become small but viscosity remains finite as the drop surface nears its thermodynamic critical point. Thus, the findings illustrated in figure 1 suggest that drops at these conditions would not necessarily shatter due to small surface tension as often thought (Faith 1990); instead, they would deform or even remain spherical. However, additional study of such high pressure drop processes is needed before definitive conclusions about this behavior can be obtained.

In particular, specific drop trajectories across the flow regime map depend on the atomization and mixing properties of the spray, while near-critical drop processes involve much lower values of μ1, μ2 than those considered in figure 1.

All the regime transitions illustrated in figure 1 become relatively independent of liquid viscous forces (or Oh) for Oh < 0.01. The We for regime transitions in this low Oh regime are summarized in table 2, considering results from Hinze (1955), Krzeczkowski (1980) and the present study. Similar to the regime map itself, the measurements of the various studies agree within experimental uncertainties. The order of the transitions with increasing We is as follows: non-oscillatory deformation, oscillatory deformation, bag breakup, bag jet breakup (defined as a separate regime by Krzeczkowski (1980) but not during the present study), multimode breakup (which involved evolution from center to edge deformation of the droplet) and is called transition breakup by Krzeczkowski (1980) and finally shear breakup. Catastrophic breakup occurs for We > 100, which is beyond the present test range.

3.2. Breakup Times

The discussion of deformation and breakup regime transitions highlights the importance of breakup times. In particular, as drop velocity relaxation times and breakup times approach one another, the propensity for drop breakup decreases due to reduction of the relative velocities between the drop and the gas. The present measurements of breakup times, along with earlier measurements for shock wave disturbances due to Engel (1958), Simpkins & Bales (1972), Ranger & Nicholls (1969), Renecke & McKay (1969) and Renecke & Waldman (1970) are plotted as a function of We in figure 2. The breakup times, t*, in the figure are normalized by the characteristic breakup time for shear breakup defined by Ranger & Nicholls (1969) as follows:

\[ t^* = \frac{t}{\tau_{\text{breakup}}} \]  \[ (1) \]

Except for the present results, which are grouped according to Oh, the measurements are for Oh < 0.1 and the effects of liquid viscosity are small. Thus, the deformation and breakup regimes at small Oh identified in table 2 are illustrated in the figure for reference purposes (omitting catastrophic etc. breakup regimes at high We, as noted earlier).

A remarkable feature of the breakup time results in figure 2 at Oh < 0.1 is that t*, t* varies very little even though We varies over a large range (roughly 10–104) and a variety of breakup regimes are involved. In fact, the breakup time correlation of Ranger & Nicholls (1969), developed for the shear breakup regime

\[ t^* = 5.0 \]  \[ (2) \]

provides a reasonably good correlation of all the measurements illustrated in figure 2 for Oh < 0.1. However, when the present results for Oh > 0.1 are considered, it is seen that t*, t* progressively increases with increasing Oh. This reflects the importance of liquid viscosity on breakup, evident from the breakup regime map in figure 1; in particular, large Oh involves the eventual suppression of breakup so that t*, t* becomes unbounded. An empirical fit of this behavior over the present test range is as follows:

\[ t^* = \frac{5.0}{(1 - \text{Oh})^{0.7}}; \quad \text{We} < 10^3 \]  \[ (3) \]

Equation (3) is seen to provide a reasonable correlation of the present data, however, it is only provisional because it is based on relatively few data with Oh generally < 0.3.

3.3. Drop Deformation

The first stage of drop deformation, in the period where the drop flattens and first reaches a maximum cross stream dimension, was studied due to its influence on drop velocity relaxation and breakup. In particular, the distortion of the drop should affect its drag properties, and thus relative velocities during the breakup processes, which undoubtedly plays a role in the onset of breakup. The
exponential uncertainties (95% confidence) of the present measurements of drop dimensions in this period are estimated to be <5%.

The present measurements yielded the cross stream drop diameter, $d_1$, as a function of time, $t$, up to the onset of breakup. The results are plotted as the cross stream distortion, $d_1 - d_0$, normalized by the maximum cross stream distortion, as a function of $t/t^*$ in figure 3 (the properties of the maximum distortion will be taken up later). The results of Ranger & Nicholls (1969), Engel (1958) and Wierzb & Takayama (1988) for shear breakup ($10^5 < \text{We} < 10^7$) are shown in the figure along with present results for the deformation and bag breakup regimes, to indicate behavior at the limits of the breakup process. All these results are for $\text{Oh} < 0.1$, where the effects of liquid viscosity on breakup times are small.

When normalized in the manner of figure 3, drop distortion correlates reasonably well as a linear function of time. The maximum distortion is reached at roughly $t/t^* = 1.6$, or at roughly 30% of the total breakup time. Notably, measurements discussed with Calfand et al. (1974) for a similar range of conditions, and plotted by Wierzb & Takayama (1988) for the shear breakup regime, exhibit very similar behavior. However, the very high $\text{We} > 10^5$ measurements of Reineke & Waldman (1970) exhibit somewhat delayed growth to $d_{max}$. These findings suggest that scaling of drop distortion in the early stages of breakup is relatively universal for $\text{We} < 10^7$, which includes the deformation, bag breakup and shear breakup regimes: this is in general agreement with the effects of $\text{We}$ and breakup regime on the breakup times discussed in connection with figure 2.

As might be expected, measurements of drop distortion at $\text{Oh} > 0.1$ show a progressive delay in the time required for the drop to reach maximum distortion. In fact, this behavior is very similar to the effects of Oh on breakup time, so that results like figure 3 can be obtained in terms of a corrected characteristic breakup time,

$$t^* = t^*(1 - \text{Oh}/7),$$

over the present test range ($\text{We} < 10^7, \text{Oh} < 3.5$).

The next parameter of interest is the maximum cross stream diameter of the drop, $d_{max}$. An approximate expression for the variation of $d_{max}$ with the flow conditions can be obtained for conditions where the effects of liquid viscosity are small, $\text{Oh} < 0.1$, by considering the interaction between surface tension and pressure forces when the drop is drawn into a flattened shape. For this treatment, the following assumptions are made: variations in the relative velocity up to the time $d_{max}$ is reached are neglected; the pressure difference between the bulk of the drop liquid and the region near the edge of the drop is assumed to be proportional to the dynamic head of the flow, $\rho_u u_2^2/2$, surface tension forces are assumed to act near the periphery of the deformed (ellipsoidal shaped) drop, along a perimeter of length $n_{max}$, to resist the pressure forces; and the pressure forces are assumed to act across a peripheral cross sectional area $n_{max} d_{max}$, where $d_{max}$ is the streamwise diameter of the drop along its axis when $d_{max}$ is reached. Equating these forces yields:

$$2\pi n_{max} d_{max} = C_{1} \pi d_{max} \rho_u u_2^2,$$

where $C_{1}$ is an empirical coefficient of order of magnitude unity to allow for the effects of the actual pressure distribution and the shape of the drop. During the period of deformation, the total volume of the drop is conserved, thus, assuming that the deformed drop is an ellipsoid about its flow axis, there results

$$d_{max} d_{max} = C_{1} d_{1}^2,$$

where $C_{1}$ is an empirical coefficient of order of magnitude unity to allow for departures of the drop from an ellipsoidal shape. Eliminating $d_{max}$ between [5] and [6] then yields

$$d_{max} d_0 = (C_{1} d_{1}) = 1 + 0.19 \text{We}^{1/2},$$

Finally, accounting for the fact that $d_{max}, d_0$ approach unity as $\text{We} < 0.1$, and fitting the empirical constant using the present measurements, yields

$$d_{max} d_0 = (d_{max} d_0)^{1/2} = 1 + 0.19 \text{We}^{1/2}, \text{Oh} < 0.1, \text{We} < 10^7,$$

where the second part of [8] follows from [5] taking $C_{1} = 1$ (which was representative of the present measurements).

Figure 4 is an illustration of the present measurements of $d_{max} d_0$ as a function of $\text{We}$, with $\text{Oh}$ as a parameter. The correlating expression of [8] for $\text{Oh} < 0.1$ also is plotted in the figure. It is evident that [8] provides a reasonable fit of the data; however, it should be noted that [8] is slightly inconsistent with the transition to the nonoscillatory deformation regime of figure 1 because it somewhat overestimates $d_{max} d_0$ near $\text{We} = 1$ (by roughly 10%). The effects of increasing Oh can be seen, with $d_{max} d_0$ tending to decrease at a particular $\text{We}$ as $\text{Oh}$ is increased. Because the deformation motions of the drop cease at the point where $d_{max}$ is reached, this behavior is not thought to be a direct effect of viscous forces on the force balance fixing $d_{max}$. Instead, the increased time of deformation due to the effects of liquid viscosity is a more probable mechanism. This allows drag forces to act for a longer time before the maximum deformation condition is reached, which tends to reduce the relative velocity, and correspondingly $d_{max}$ through [5] and [6]. This effect also must be responsible for the increased $\text{We}$ required for transition to the nonoscillatory deformation.
regime as Oh increases. See figure 1. To initiate work toward quantifying this mechanism, the
drag properties of drops as they deform will be taken up next.

3.4 Drop Drag

Drop drag properties were found by measuring the motion of the centroid of the drop in the
uniform flow field behind the shock wave. This approach is only approximate because it neglects
the forces involved as the mass of the drop is redistributed during drag deformation. However,
this effect is not expected to be large for the present test conditions because the characteristic
velocities in the liquid phase are small. For example, considering either the normal motion of liquid
along the axis due to the static pressure increase near the forward stagnation point, or the
acceleration of the liquid as the local static pressure decreases in moving toward the edge of the
defomed drop, yields the following characteristic liquid phase velocity:

\[ u_c = \sqrt{\frac{\rho_c}{\rho_l} \frac{1}{\beta_0}} \]

For the present conditions \( \beta_0 \), \( \beta_l \) is in the range 0.03–0.04, so that the motion of the drop as a whole
should dominate the drag properties. Additionally, pressure gradient forces are negligible because
the flow behind the shock wave is uniform, and virtual mass and Basset history forces can be
neglected because \( \beta_0 \approx 1 \) for the present test conditions (Faeth 1987).

The drop drag coefficient, \( C_D \), was defined in terms of the local relative velocity, \( u_c \), and cross
stream dimension of the drop as follows:

\[ C_D = \frac{D + \rho d_{eq}^2 u_c^2}{\rho_0 d_{eq}^2} \]

where \( D \) is the drag force on the drop. Under the present assumptions only the acceleration of the
drop must be considered when evaluating the drag force, yielding the following expression for \( C_D \)
from the measurements of the centroid position, \( \xi \), as a function of time:

\[ C_D = 2 \rho_0 d_{eq}^2 \frac{d^2 \xi}{dt^2} \int \left[ \rho_0 d_{eq}^2 u_c - \frac{dx}{dr} \right] \frac{dx}{dr} \]

The experiments of \( C_D \) primarily were limited by the accuracy of defining centroid motion at small
times after passage of the shock wave, to yield experimental uncertainties (95% confidence)
\( < 30\% \).

The experiments to find \( C_D \) involved the initial deformation of the drops up to the time \( d_{eq} \) was
reached, Oh < 0.1 and a moderate range of Re (1000–2500), where the effects of Re on the
drag of the drops are expected to be small (Faeth 1987). Thus, it was found that \( C_D \) was a
function of the degree of deformation of the drop for the present test conditions. In order to
highlight this behavior, the results are plotted in terms of \( d_{eq} \) in figure 5. Measurements of \( C_D \)
for solid spheres and thin disks, drawn from White (1974) for the same range of Re as the present
tests, also are illustrated in the plot. In spite of the relatively large uncertainties of the
measurements, the trend of the data is quite clear; for \( d_{eq} \) near unity, \( C_D \) approximates results
for solid spheres and then increases to approach results for thin disks at \( d_{eq} \approx 2 \). Thus, behavior
in the period observed appears to be dominated by distortion of the drop, rather than internal
circulations which would cause reductions of \( C_D \) from values appropriate for solid spheres. This
seems reasonable because the characteristic liquid phase velocities are relatively small for the
present test conditions, cf. [9].

3.5 Drop Sizes

Measurements of drop sizes after breakup were limited to conditions where Oh < 0.1. This was
necessary in order to capture the entire drop field after breakup on a single hologram, because
larger values of Oh yielded regions containing drops that were too large for the present optical
arrangement. The measurements included \( \beta < 10^3 \), which corresponds to the bag, transition and
shear breakup regimes.

Past work on the structure of dense sprays and processes of primary breakup of nonturbulent
and turbulent liquids (Ruff et al. 1992, Wu et al. 1991, 1992), indicated that local drop size
distributions generally satisfied the universal root normal distribution function of Simmons (1977),
with MMD:SMD = 1.2 [see Belz (1973) for a discussion of the properties of the root normal
distribution function]. This vastly simplifies the presentation of data because the root normal
distribution only has two moments, and with MMD:SMD a constant, the distribution is entirely
specified by the SMD alone. Thus, initial measurements of drop sizes after breakup focused on
evaluating the root normal distribution function. This included tests with water, 42 and 63%
glycerol mixtures, n-heptane and ethyl alcohol for \( \beta \) in the range 15–375.

Typical results of the drop size distribution measurements are illustrated in figure 6 for bag
breakup, figure 7 for multimode breakup and figure 8 for shear breakup. The results are plotted
in terms of the root normal distribution function, with the function itself illustrated for values of
MMD:SMD = 1.1, 1.2 and 1.5. The data is somewhat scattered at large drop sizes because the
number of large drops is limited by the breakup of single drops. The results for the bag and
multimode breakup regimes (figures 6 and 7) are represented reasonably well by the universal root

![Figure 5: Drop drag coefficient prior to breakup as a function of the normalized cross stream diameter.](image)

![Figure 6: Distribution of drop diameters after bag breakup.](image)
The present results yielded bimodal behavior for shear breakup (figure 8) where departure from the root normal drop size distribution for drop sizes greater than the MMD is clearly evident. This behavior was caused by the core (or drop-forming) drop that remained after the stripping of smaller drops from its periphery ceased. Conditions for ending stripping involved a combination of reduced drop sizes and reduced relative velocities so that a description of the behavior was not possible without more information on drop velocities during and after breakup. Results thus far, however, indicate that the universal root normal distribution is only effective for bag and multimode breakup where several large drops form from the ring at the base of the bag, rather than the single core drop of the shear breakup process. This is consistent with observations of Ruff et al. (1992) that the universal root normal distribution was effective for dense sprays, including conditions following secondary breakup, because secondary breakup in the bag and multimode regimes dominated the test conditions.

A correlating expression for the SMD after secondary breakup can be obtained by noting the similarity between primary breakup of nonturbulent liquids and shear breakup of drops. In both cases, drops or ligaments are stripped from boundary layers in the liquid phase that form near the liquid surface: on the windward side of waves along the surface for primary breakup of nonturbulent liquids (Wu et al. 1991); and on the windward side of the drop for secondary breakup in the shear breakup regime. The configuration for secondary breakup in the shear breakup regime is illustrated in figure 9, where the core (drop-forming) drop is illustrated. It is assumed that the relative velocity at the time of breakup can be represented by the initial relative velocity, $u_0$, and that droplet sizes after breakup are comparable to the thickness, $d$, of the boundary layer as it reaches the periphery of the drop. Since this boundary layer develops while moving away from the forward stagnation point of the flow, the characteristic velocity in the liquid phase is taken to be $u_0$ from [9]. Additionally, the SMD is dominated by the largest drop sizes in the distribution so that the length of development of the liquid boundary layer is taken to be proportional to $d$, which should be the condition tending to yield the largest drop sizes. Finally, assuming that the boundary layer is laminar, due to the relatively small values of $u_0$ and $d$, there results

$$\text{SMD} \ d = C \left( \rho_u \rho_d \right)^{-1/2} \left[ u_0 \left( \rho_u d \right) \right]^{3/2},$$

[12]
where \( C \) is an empirical constant involving the various proportionality factors. It is convenient to rearrange [12] so that the \( W_e \) based on the SMD is obtained because this helps assess the potential for subsequent breakup of the largest drops in the distribution. Completing this rearrangement yields:

\[
\rho_s \text{SMD}_{i,j} \sigma = C (\rho_i \rho_s \phi_i) \left( \rho_i d_{ij} \right)^2 W_e.
\]  

[13]

The present measurements of the SMD after secondary breakup are plotted in terms of [13] in figure 10, considering the same liquids as figures 6-8. These results are for \( Oh < 0.1 \) and \( W_e > 10^5 \), including the bag, transition, and shear breakup regimes. A correlation of the data according to [13] is also shown in the plot; the power of this correlation is unity within experimental uncertainties, yielding the following empirical fit:

\[
\mu_i \text{SMD}_{i,j} \sigma = 6.2 (\rho_i / \rho_s) \frac{(\rho_i d_{ij})}{\rho_s} W_e.
\]  

[14]

The standard deviations of the coefficient and the overall factor on the right-hand side of [14] are 20 and 10%, respectively, with the correlation coefficient of the fit being 0.91. It should be noted, however, that \( \mu_i \rho_s \) does not vary greatly over the present test range and additional measurements are needed to explore density ratio effects.

It is probably fortuitous, and certainly surprising, that a single correlation can express the SMD after bag, multimode and shear breakup. In particular, the three breakup mechanisms appear to be rather different, while the drop size distribution after shear breakup differs from the other two breakup regimes (cf. figures 6-8). On the other hand, similar behavior for the three breakup regimes is consistent with the observation that their breakup times correlate in the same way, as discussed in connection with figure 2. Additionally, the largest drops formed during bag breakup come from the ring at the base of the bag, which has length and velocity scales during its formation that are similar to those of shear breakup. This supports the similarity of the SMD after breakup for the bag and shear breakup regimes, with related behavior for the multimode breakup regime that separates them.

Because the largest drops after secondary breakup dominate the SMD, it is of interest to consider their potential for subsequent breakup and the roles that reduced drop sizes and relative velocities play in ending the breakup process. In order to assess the potential for additional deformation and breakup, the regime transitions at low \( Oh \) from table 2 have been drawn in figure 10 (interpreting the ordinate as the \( W_e \) of particular drops in the distribution and assuming that \( \mu_i \) is still representative of the relative velocity). Noting that more than half the mass of the spray involves drop diameters greater than the SMD (recall that typically \( MMD/\text{SMD} = 1.2 \)), it is clear that a significant fraction of the drops after secondary breakup would be in the deformation and breakup regimes if the relative velocities of the large drops still approximated \( \mu_i \). For the present test conditions, however, there was no evidence of subsequent breakup of large drops, even though the breakup times of these drops are shorter than the original drop, cf. [1] and [2]. Thus, it is likely that reduction of the relative velocity during breakup is an important factor in stabilizing large drops after secondary breakup, along with the effect of reduced drop diameters. Measurements of drop velocities during and after secondary breakup clearly are needed to better understand how secondary breakup ends; therefore, work along these lines has been initiated in this laboratory.

4 CONCLUSIONS

Drop deformation and secondary breakup after a shock wave initiated disturbance were studied, considering drops of water, n-heptane, ethyl alcohol, mercury and various glycerol mixtures in air at normal temperature and pressure (\( W_e \) of 0.5-1000; \( Oh \) of 0.0006-4; \( \rho_i / \rho_s \) of 580-12,000; and \( Re \) of 300-16,000). The major conclusions of the study are as follows:

1. Drop deformation and breakup occurs at \( W_e > 1 \), with the following deformation and breakup regimes identified (listed in order of appearance with increasing \( W_e \) at \( Oh < 0.1 \)): no deformation, nonoscillatory deformation, oscillatory deformation, bag breakup, multimode breakup and shear breakup. The \( W_e \) for the onset of deformation and breakup regimes increases with increasing \( Oh \), with no breakup observed over the present test range for \( Oh > 4 \) due to the stabilizing effect of the liquid viscosity.

2. Unified temporal scaling of deformation and breakup processes was observed in terms of a characteristic breakup time that was nearly independent of \( W_e \) and tended to increase with increasing \( Oh \), cf. [1] and [4].

3. Drop drag coefficients evolved from the properties of spheres to those of thin disks as drop deformations progressed prior to breakup.

4. Drop size distributions after secondary breakup satisfied the universal root normal distribution function (Simmons 1977), with \( MMD/\text{SMD} = 1.2 \) for the bag and multimode breakup regimes, similar to recent observations of drop sizes in pressure-atomized sprays and after primary breakup (Ruff et al. 1992; Wu et al. 1991, 1992), and can be characterized by a single parameter like the SMD. In contrast, drop sizes after shear breakup did not satisfy this distribution function because the largest drops were dominated by the core (drop-forming) drop.

5. Drop sizes after secondary breakup decreased as \( W_e \) increased and could be correlated in a manner similar to recent results for primary breakup of nonturbulent liquids (Wu et al. 1991), i.e. in terms of a characteristic liquid boundary layer thickness for all three breakup regimes, cf. [14]. Drop properties after secondary breakup at high \( W_e \) suggest potential for the subsequent breakup of the largest drops in the size distribution if relative velocities did not change during breakup; thus, the fact that the largest drops were observed to be stable suggests that reductions in both drop sizes and relative velocities play a role in ending the secondary breakup process.
Conclusions about the outcome of secondary breakup are limited to conditions where Oh < 0.1 and additional study at higher Oh is needed. In addition, practical sprays often involve lower values of \( \rho_1/\rho_0 \) and Re than the present experiments and the anticipated effects of modifying these variables should be quantified.
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Continuous phase properties were studied for homogeneous dilute particle-laden flows caused by nearly monodisperse glass particles falling in a stagnant water bath. Test conditions included 9.5, 14.0 and 2.0 mm diameter particles (yielding particle Reynolds numbers based on terminal velocities of 38, 156 and 545) with particle volume fractions less than 0.01%. Measurements included mean and fluctuating velocities, as well as temporal spectra and spatial correlations of velocity fluctuations in the streamwise and cross-stream directions, using a two-point phase-discriminating laser velocimeter. Flow properties were also analyzed using a stochastic method involving linear superposition of randomly-arriving particle velocity fields.

For present test conditions, liquid velocity fluctuations varied solely as a function of the rate of dissipation of particle energy in the liquid. The flows were highly anisotropic with streamwise velocity fluctuations being roughly twice cross-stream velocity fluctuations. Correlation coefficients and temporal spectra were independent of both particle size and the rate of dissipation of particle energy in the liquid. The temporal spectra indicated a large range of frequencies even though particle Reynolds numbers were relatively low, since both mean and fluctuating velocities in the particle wakes contributed to the spectra because particle arrivals were random. The theory predicted many of the features of the flows reasonably well but additional information concerning the mean and turbulent structure of the wakes of freely moving particles having moderate Reynolds numbers in turbulent environments is needed to address deficiencies in predictions of integral scales and streamwise spatial correlations.

1. Introduction

The objective of this investigation was to study turbulence modulation in dispersed multiphase flows, i.e. the direct modification of continuous-phase turbulence properties by transport from the dispersed phase (Allan & Landau 1977). Turbulence modulation is most important in dense sprays and particle-laden flows, however, it is difficult to study in these circumstances owing to the complexities of the flows and limitations of instrumentation. To circumvent these problems a much simpler flow was considered: namely, a homogeneous dilute particle-laden flow generated by a uniform flux of particles moving through a nearly stagnant (in the mean) liquid so that all turbulence properties were due to the relative motion of the particles, i.e. the entire flow field was the result of turbulence modulation phenomenon.

* Present address: Institute of Hydraulics Research, University of Iowa, Iowa City, IA, USA.
† Author to whom correspondence should be addressed.

Past studies of turbulence modulation have been reviewed by Owen (1969, 1980). Hinze (1972) and Faeth (1987). While recent work can be found in Michaelides & Stock (1989). Hinze (1972) describes several mechanisms of turbulence modulation, as follows: (i) an effect due to locally increased shear rates in the continuous phase; (ii) modifying the turbulent energy spectrum of the continuous phase in the wavenumber range corresponding to the distance between elements of the dispersed phase; (iii) effects due to turbulence in the wakes of individual elements of the dispersed phase; (iv) modifying the turbulent energy spectrum of the continuous phase in the wavenumber range corresponding to the size of dispersed elements; (v) the action of groups of particles on the flow pattern of the continuous phase; and (vi) effects due to the volume occupied by the dispersed phase. Owing to the difficulties of making measurements in flows having large particle volume fractions, however, the last mechanism is not considered here, e.g. present particle volume fractions were less than 0.01%. The remaining effects should influence the turbulence energy spectrum in wavenumber ranges corresponding to the size and spacing of the dispersed phase elements which generally corresponds to the high-wavenumber range for most practical dispersed flows. According to Hinze (1972) modification of the turbulent energy spectrum at high wavenumbers implies greater dissipation rates than a single-phase flow having comparable mean flow properties. This behaviour is supported by theoretical studies of particle motion in turbulent or turbulent-like flows with small relative velocities, the Stokes limit due to Kuchuk & Levich (1967). Owen (1969) and Allain & Landau (1977).

In contrast, measurements suggest that effects of turbulence modulation are system-dependent and can cause turbulence levels to either increase or decrease. For example, studies reporting reduced turbulence levels attributed to turbulence modulation include: Owen (1969) who found reduced turbulence intensities in particle-laden pipe flows; Shuen et al. (1985) who found decreasing turbulence intensities with increasing particle loading in particle-laden turbulent jets; and Solomon et al. (1985) who found reduced turbulence levels and greater degrees of anisotropy in the dense region of sprays. On the other hand, studies reporting increased turbulence levels attributed to turbulence modulation include: Kasai & Hattori (1980) and Him (1983) who found increased turbulence levels in pipe flows of suspensions; Noma & Faeth (1986) and Parthasarathy & Faeth (1987) who found increased turbulence and anisotropy at subcritical and particle-laden jets; and Lance & Bataille (1982) and Lance et al. (1989, 1985) who found increased turbulence levels in bubbly grid-generated turbulent flows and bubbly shear flows. Several phenomena are responsible for these differences in shear flows: the presence of the dispersed phase generally modifies mean velocity distributions to some extent, which influences conventional turbulence mechanisms that tend to dominate dispersed multiphase flows that are sufficiently dilute to be amenable to measurements; effects of turbulence modulation are influenced by both particle and turbulence properties which can lead to diverse behaviour even for similar flow configurations; and increased dissipation due to the presence of particles is counteracted by disturbances due to growing particle wakes which suppresses turbulence generation by conventional single-phase mechanisms, particularly when the relative velocities of the particles are large.

Problems of interpreting effects of turbulence modulation are minimized in homogeneous flows like those considered by Lance & Bataille (1982) and Lance et al. (1985). Two air/water bubbly flow configurations were considered: (a) homogeneous flows downstream of a turbulence-generating grid and shear flows.
general, continuous-phase turbulence intensities increased with increasing void fractions, with the largest increases observed at low liquid velocities where relative velocities were comparable to liquid velocities. This suggests that increased turbulence production due to the presence of bubble wakes dominated increased dissipation by the bubbles over the range of those experiments. The one-dimensional temporal spectra of streamwise velocity fluctuations were also modified by the presence of bubbles; in particular, the classical $-5/3$ power law for the inertial region of single-phase homogeneous turbulence was modified to a $-7/3$ power when bubbles were present, although temporal spectra were relatively independent of void fractions for the range of these tests. Lance et al. (1983) also achieved some success in modifying a second-order turbulence model to treat effects of turbulence modulation on the streamwise variations of the Reynolds stress tensor for the bubbly shear flow, however, these results were not evaluated for the homogeneous bubbly flows. Additionally, effects of turbulent dispersion could not be considered since bubble properties were not measured.

The present study seeks to extend the work of Lance & Bataille (1982) and Lance et al. (1983) by considering a homogeneous multiphase flow so that effects of turbulence modulation are highlighted. Rather than contend with the complications of grid-generated turbulence in a flowing continuous phase, however, the present study was limited to a uniform flux of nearly monodisperse spherical glass particles settling in a nearly stagnant (in the mean) water bath. This yields a stationary homogeneous flow where all turbulence properties are due to effects of turbulence modulation. Measurements included particle number fluxes, using Mie scattering from a laser light sheet; and liquid and particle velocities, and liquid temporal spectra and spatial correlations, using a two-point, phase-discriminating laser velocimeter. Stochastic analysis was also undertaken to assist interpretation of the measurements. The present paper is limited to effects of turbulence modulation; results relating to turbulent dispersion are reported in a companion paper (Parthasarathy & Faeth 1990).

Experimental and theoretical methods are described in the next two sections. Measured and predicted results are then presented in §4, considering evaluation of the apparatus. Velocity fluctuations temporal correlations and spatial correlations are presented. Major conclusions of the study are summarized in §5. Additional details and a complete tabulation of data can be found in Parthasarathy (1989).

2. Experimental methods

2.1. Apparatus

Figure 1 is a sketch of the homogeneous particle flow apparatus. The tests were conducted using nearly monodisperse spherical glass particles having nominal diameters of 0.5, 1.0 and 2.0 mm. The flow of particles was controlled by a variable-speed particle feeder (Accurate, Model 310, having a 25 mm diameter helix for 0.5 mm diameter particles and a 19 mm diameter helix for 1.0 and 2.0 mm diameter particles, with centre rods used in both cases). The particles were dispersed by falling through an array of 9 screens (0.38 mm diameter wire spaced 2.1 mm apart for 0.5 and 1.0 mm diameter particles, and 0.89 mm diameter wire spaced 4.2 mm apart for 2.0 mm diameter particles) with a 190 mm spacing between screens. The particles then fell into a windowed tank (410 x 535 x 910 mm) which was filled with water to a depth of 800 mm. After a deceleration distance of 100–200 mm, the particles reached a steady (in the mean) terminal velocity within the bath. Measurements were made near the centre of the tank, roughly at a depth of 400 mm. The particles collected at the bottom of the tank with little rebound upon impact and were removed from time-to-time using a suction system: the maximum depth of collected particles at the bottom of the tank was 100 mm. After collection, the particles were dried and used since periodic examination showed negligible damage of used particles. Displacement velocities due to collection of particles at the bottom of the tank were less than 0.014 mm/s, which was negligible in comparison to the velocities of interest.

2.2. Instrumentation

Particle number fluxes were measured using a Mie scattering system similar to Sun & Faeth (1990). A small light sheet having a nearly uniform intensity was produced at the measuring volume by passing the beam from a 5 mW HeNe laser through an aperture. The measuring volume was observed in a horizontal plane, normal to the laser beam, using a photodetector. Particles passing through the measuring volume generated pulses in the detector output which were shaped and recorded by a pulse counter developed in this laboratory. The pulse counter had an adjustable threshold to control spurious background signals. Grazing collisions of particles with the optical measuring volume were recorded so that the region observed had dimensions that were roughly the sum of optical lengths and the particle diameter. The actual
area of observation, however, was calibrated by collecting particles for timed intervals. More than 300 particles were counted to find the mean particle number flux. Experimental uncertainties were due to variations of particle diameters within each size group, which influenced the area observed, and finite sampling times; the latter dominated the measurements yielding experimental uncertainties (95% confidence) less than 10% (Parthasarathy 1989).

A two-point, phase-discriminating laser velocimeter (LV) was used to measure mean and fluctuating velocities, and one- and two-point correlations of velocity fluctuations of the liquid, as well as streamwise and cross-stream particle velocities. Figure 2 is a schematic diagram of the LV arrangement. The LV involved one fixed channel, focused at the centre of the tank, and one channel that could be traversed in both the streamwise and cross-stream directions. The two channels were based on the green (514.5 nm) and blue (488 nm) lines of a 2W argon-ion laser operating in the multiline mode. The two laser lines were separated with a dichroic mirror and the blue line was transmitted to the receiving optics of the traversable channel using a fibre-optic cable. Both channels operated in the dual-beam forward-scatter mode and had measuring volumes with diameters of 0.1 mm and lengths of 1.2 mm. Directional bias and ambiguity were eliminated using a 40 MHz Bragg-cell frequency shifter (TSI Model 9132-11) with the output signals downshifted to convenient frequency ranges (0.05-0.1 MHz) for filtering and signal processing. Streamwise and cross-stream velocities were measured by rotating the LV optics accordingly.

One-half gram of titanium dioxide particles in rutile form (nominal diameter of 2.8 μm) were used to seed the bath for the LV measurements. It took about 15 minutes to distribute the seeding particles throughout the bath and 12 hours for them to settle to the bottom. Since the longest test time was roughly 3 hours, settling of seeding particles did not alter data rate appreciably. This seeding level provided data rates of 2-4 kHz over the test range.

Light scattered by the seeding particles generally yielded lower amplitude signals than light scattered by the glass beads so that simple amplitude discrimination could be used to detect particle velocity signals. As Marder and Elghobashi (1984) point out, however, particles grazing the LV measuring volume can yield low-amplitude signals which could be misinterpreted as liquid-phase velocity signals. This is a serious problem for the present experiments since relative velocities between the phases were large in comparison to liquid velocities. Thus a phase-discriminating system, illustrated in figure 2, was used on both channels to avoid biasing of liquid velocities due to grazing collisions. The arrangement involved a third beam from a 3 mW He-Ne laser at an angle of 15° from the LV axis which was observed off axis in the forward-scatter direction at an angle of 32° from the LV axis. This yielded a discriminator measuring volume having a diameter of 0.0 mm and a length of 1.3 mm which enveloped the LV measuring volume. Thus, particles that grazed the measuring volume yielded a scattering signal that was detected by the discriminator system. The data processing system was programmed to eliminate all liquid phase velocity records where the discriminator signal indicated the presence of a particle near the LV measuring volume. For present conditions, however, the effects of grazing collisions were small since the flows were dilute, e.g. operation with and without the phase discriminators resulted in less than 2% changes of velocity fluctuations.

The time between valid liquid velocity signals was small, e.g. 0.5 s in comparison to Kolmogorov timescales in the range 96-177 ms and integral timescales in the range 4-7 s: therefore, the analogue outputs of the burst-counter signal processors (TSI Model 1980-B) were time-averaged, ignoring periods when particles were present, to obtain unbiased time-averaged liquid velocities. The analogue outputs were filtered using 100 kHz low-pass filters before the signals were digitized and transferred to a microcomputer for processing. It was found that averaging signals for twenty minutes provided satisfactory values of mean and fluctuating velocities, probability density functions and one-point velocity correlations. One-point temporal spectra were measured over a frequency range of 100-105 Hz. These spectra were obtained using three sampling frequencies: 7.5, 50 and 2500 Hz with low-pass filter settings of 4.25 and 1000 Hz. The spectra were obtained from 4960 points at each sampling frequency, averaging over 20-40 such groups to obtain final results. The spectra at different sampling frequencies overlapped and were matched at the common frequencies before normalizing the total area under the combined spectrum to unity.

Bias errors were small since the flow was homogeneous. Experimental uncertainties (95% confidence) were dominated by finite sampling times and were as follows: mean streamwise and cross-stream velocities, less than 10% and 20%; fluctuating streamwise and cross-stream velocities, less than 14% and 25%; temporal spectra of streamwise and cross-stream velocity fluctuations, less than 35% and 42% for frequencies below 0.01 Hz and less than 16% and 21% for all other frequencies; two-point spatial correlations in the lateral and streamwise directions, less than 25% and 36%; and Reynolds stresses less than 55% (Parthasarathy 1989). These values are high in comparison to typical turbulent flows due to very low liquid velocities (e.g. 10 mm/s) and very high turbulence intensities (in excess of 100%).
2.3 Test conditions

A range of particle number fluxes were considered for each particle size: representative test conditions at the low and high ends of these ranges are summarized in Table 1. Measured particle size distributions were approximately Gaussian and had standard deviations of roughly 10% of the nominal particle diameter. Particle drag properties were calibrated by releasing individual particles with the still water bath and measuring their terminal velocities with the LV system. The measured probability density functions (PDFs) of terminal velocities were then compared with predicted PDFs based on the measured size distribution and the standard drag coefficient, $C_D$, for spheres (Putnam 1981):

$$C_D = C_D(1 + 4L/R_d)/R_d,$$  \hspace{1cm} (1)

where the particle Reynolds number is defined as

$$Re = U_d R_d/\nu,$$ \hspace{1cm} (2)

and $U_d$ is the terminal velocity, $R_d$ the particle diameter and $\nu$ the kinematic viscosity of water. Particle Reynolds numbers were 38, 150 and 345 for the 0.5, 1.0 and 2.0 mm diameter particles. Matching predicted and measured mean terminal velocities required corrections to the standard drag coefficient of less than 14%; the resulting corrected drag coefficients and terminal velocities for each particle size appear in Table 1. The terminal velocities of particles passing through the dispersing screen, both singly and at test particle fluxes, were not appreciably different from the calibrated terminal velocities.

Mean particle spacings, $l_p$, were found assuming that particles were falling randomly with a uniform particle number flux $n'_p$ and a mean particle-averaged terminal velocity $U_d$:

$$l_p = (\rho_d/n'_p)^{1/3}. \hspace{1cm} (3)$$

The resulting particle spacings were in the range 8.62 mm, or 16.33 particle diameters, yielding particle volume fractions less than 0.01%, therefore, effects of direct particle-to-particle interactions were small.

Within the region where measurements were made, the mean velocities of the particles were constant and were much greater ($\times$ 10 times greater) than their velocity fluctuations. Additionally, the particles showed no evidence of rotation as they entered the bath or during their descent in the bath. Then the rate of dissipation of turbulent kinetic energy, $\epsilon$, within the bath can be equated to the rate of production of turbulence by particles assuming that effects of particle velocity fluctuations are small. The rate of production of turbulence is then equal to the rate of loss of the potential energy of the particles as they fall through the bath yielding

$$\epsilon = \frac{\nu}{\rho_p} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)^2,$$ \hspace{1cm} (4)

where $\nu$ is the acceleration due to gravity and $\rho_p$ and $\rho$ are the particle and bath densities. Dissipation was used to characterize the measurements since it provides a basis for comparing results for different particle sizes and number fluxes using a single parameter, thus representative values of $\epsilon$ appear in Table 1. The corresponding Kolmogorov length, $\ell_k = (\epsilon/\nu)^{1/3}$, time, $t_k = (\epsilon/\nu)^{1/2}$ and velocity $u_k = (\epsilon/\rho)^{1/3}$ scales also appear in the table. Notably, the Kolmogorov length scale is comparable to the LV measuring volume and somewhat smaller than the particle diameter. Furthermore, measured liquid streamwise and cross-stream velocity fluctuations, $u'\epsilon$ and $v'\epsilon$, are comparable to the Kolmogorov velocity scales although the $u_k$ varies to a lesser extent as $\epsilon$ is changed. The effect of mean streamwise and cross-stream velocities, $u$ and $v$, in the flows, summarized in Table 1, will be taken up later.

In a particle-laden flow, the dissipation of turbulence consists of two components: conventional dissipation by the continuous phase; and direct dissipation by interactions between the particles and the continuous phase the last being the contribution that was ignored when deriving (4) as well as the contribution that is usually considered in turbulence models of the process (Farsh 1985). The relative importance of these two contributions to dissipation can be found by noting that the instantaneous rate of dissipation per particle, $\epsilon_p$, is equal to the product of the drag force and the relative velocity:

$$\epsilon_p = 3\pi d^2 (1 + 4L/R_d)^2 \rho \nu,$$ \hspace{1cm} (5)

where the drag coefficient has been obtained from (1) and $n_r$ is the relative velocity.

The time-averaged dissipation per particle is then given by

$$\epsilon'_p = 3\pi d^2 (1 + 4L/R_d) n_r^2 + (1 + 10R_d/27u'_k)^2,$$ \hspace{1cm} (6)

where $d$ and $u'_k$ are the mean value and variance of the relative velocity. The first term on the right-hand side of (6) is dissipation of the mean drag and relative velocity: it is the component of dissipation per particle that is analogous to the production of turbulence considered in (4). The second term on the right-hand side of (6) represents the direct contribution of the particle to the dissipation of turbulence: it is the product of the fluctuating drag force and the fluctuating relative velocity. Parthasarathy (1980) estimates upper bounds for the ratio of the two terms, noting that the second term is generally less than 5% of the first term for present test conditions since $u'_k/n_r$ is small. Thus generation of turbulence by particles, followed by dissipation within the liquid, are the dominant features for present test conditions, while direct dissipation of turbulence by particles is a secondary effect. Furthermore, ignoring the second term when estimating $\epsilon_p$ from (4) is reasonably accurate for present conditions as well.
3. Theoretical methods

3.1. General formulation

Simplified analysis of the flow was undertaken in order to help interpret measurements of liquid phase properties. Two limiting analyses of the liquid phase were considered: (i) methods used to treat homogeneous turbulent flow with time-averaged governing equations for turbulence quantities, analogous to those considered by Hinze (1955) for isotropic turbulence and (ii) methods that explicitly consider the properties of the flow field of individual particles, analogous to the approach of Batchelor (1972) for sedimentation processes. Methods used for isotropic turbulence have been applied to grid-generated turbulence where the grid plays a role similar to the particles in the present flow; however, these methods are only applied at some distance from a grid of close-spaced elements where the properties of the near field behind the grid have been lost, yielding a non-stationary decaying isotropic flow. This is no longer applicable for the present problem where the flow is stationary and wake sources are present throughout the flow field. The particles are widely spaced in comparison to their dimensions so that strong interactions between neighbouring wakes do not immediately occur and wakes remain identifiable for some distance before losing their character through interactions with other nearby wakes. Thus, a method that explicitly considers the flow field of the particles similar to Batchelor (1972) was pursued instead.

The major assumptions of the analysis are: the fluid is statistically stationary with a uniform flow of particles and constant liquid properties; particle arrival times at an increment of area are independent of other particle arrival times so that arrival times satisfy a Poisson statistic (Rice 1954); the flow was taken to be infinite in extent since the measurements exhibited little effect of boundary volume; and the flows are dilute so that the probability of a test point being within a particle is negligibly small. The flow field associated with each particle included the following contributions: the near-field flow around the particle, which was taken to be the potential flow around a sphere since the probability of a point of observation being in the strongly viscous region near the surface is small in dilute flows; and the asymptotic properties of the particle wake. The equations of motion are linear for potential flow and for asymptotic wake flow: therefore, we can assume that flow properties are the result of a linear superposition of the particle flow fields that have reached the point of observation.

Numerous flow properties under these assumptions involve extension of methods used to describe random noise when effects of noise can be added linearly (Rice 1954). Let the point of observation be the origin of a cylindrical coordinate system with \( r \) denoting the streamwise direction and \( \phi \) and \( z \) denoting the azimuthal coordinates. Since wake Reynolds numbers exceed unity for present conditions, effects of wake turbulence can be important (Tennekes & Lumley 1972); therefore, we suppose that arrival of a particle at \( x = 0, r, \phi \) and time \( t = 0 \) produces effects \( g(r, \phi, t) \) due to mean properties and \( g'(r, \phi, t) \) due to turbulent properties at the point of observation. Then, if the effect of each particle can be added linearly, the total effect due to all particles at time \( t \) is:

\[
Q(t) = \sum_{i=1}^{N} \sum_{j=1}^{M} [g(r, \phi, t_j-T) + g'(r, \phi, t_j-T)].
\]

where the position vectors \((r, \phi)\) are chosen to collect all particles, and the \( i \)th particle at position \((r, \phi)\) reaches \( x = 0 \) at \( t_i \).

Following Rice (1954), the slowness density function \( \rho(t) \) of \( G \) approaches a normal distribution as \( n^2 \to \infty \). For \( r/(\pi n^2) \) small, the error in approximating the p.d.f. by the normal distribution is on the order of \( n^{-1} \), which is small for present test conditions.

Temporal correlations and spectra, and spatial correlations, are of interest since they affect the turbulent dispersion of the particles. Proceeding as before (Rice 1954), the temporal correlation of \( G \) with time delay \( \tau \) is given by:

\[
G(t) = \int_{-\infty}^{\infty} G(t)G(t+\tau) \cos(2\pi ft) dt.
\]

The temporal spectrum is obtained from the Fourier transform of (10):

\[
E_p(f) = \int G(t)G(t+\tau) \cos(2\pi ft) dt.
\]

In order to find the spatial correlation of \( G \) in the streamwise direction we assume that the particles are moving in the \( x \)-direction at their terminal velocities, since particle velocity fluctuations are small in comparison to \( u' \). This implies that effects of turbulent particle dispersion are small, which is only appropriate at the limit of infinitely dilute flow. Thus, we consider the spatial correlation at displacement \( x \) is the same as the temporal correlation at delay time \( x \) with \( x = u' \tau \) or:

\[
G(x) = G(\tau) = G(t)G(t+\tau).
\]

Several properties of the flow can be inferred immediately from (9) and (13) before specifying wake properties and completing the integrations. In particular, since \( \epsilon \to n^2 \) from (4), effects of dissipation can be summarized as follows for a particular particle size: velocity fluctuations are proportional to \( \epsilon \); correlations and temporal spectra are proportional to \( \epsilon \); and correlation coefficients normalized temporal
Turbulence modulation in homogeneous dilute particle laden flows

spectra, ratios of velocity fluctuations, and temporal and spatial integral scales are all independent of $c$.

The preceding equations are limited to monodispersed particle flows. However, under the assumption of linear superposition, if $\phi(d_p)$ is a generic property for a particular particle diameter, then the mean value of $\phi$ becomes

$$\bar{\phi} = \frac{1}{\rho} \int_0^\infty \phi(d_p) p(d_p) d_p$$

where the $p(d_p)$ was measured as noted earlier.

3.2. Particle flow field and liquid properties

The properties to be derived from (3) (13) can be separated into three components that can be evaluated separately and summed. For a generic property $\phi$, this includes the potential flow region $\phi_{pot}$, the mean properties of the wake $\phi_{mean}$, and the turbulent properties of the wake $\phi_{turb}$. Potential flow properties were found by assuming that effects of velocity fluctuations in the flow experienced by the particle could be ignored. This is reasonable since the relative turbulence intensities of the particles, which are comparable to (a) $\sqrt{e}/c_z$, are small even though particle diameters are somewhat larger than the Kolmogorov length scales. For a sphere moving in a stagnant fluid the potential flow velocities are (Batchelor, 1973):

$$a = \frac{1}{2} a_0 \left( \frac{d_p}{c_z} \right) (1 + \sqrt{e}/c_z)$$

$$c = \frac{1}{2} a_0 \left( \frac{d_p}{c_z} \right) (1 - \sqrt{e}/c_z)$$

where the centre of the sphere is the instantaneous origin, $c$ is the distance from the point of observation to the centre of the sphere, and $x$ is the streamwise distance from the centre of the sphere to the point of observation, we use the following transformations

$$x = (1/2) (c_x - c_t)$$

$$t = (t_x - t_t)$$

The velocities of (13) and (16) decay rapidly with distance from the sphere and are practically zero at $c_z = 2d_p$; therefore potential flow calculations were terminated at $c_z = 2d_p$ and wake properties were used beyond this point. Mean-squared velocity fluctuations for the potential flow region then become:

$$a^2_{pot} = 0.019 a_0^2 \left( \frac{d_p}{c_z} \right)^2$$

$$c^2_{pot} = 0.003 a_0^2 \left( \frac{d_p}{c_z} \right)^2$$

$$\theta = (t_x - t_t)$$

The contributions of the potential flow region to velocity fluctuations from (18) and (19) were less than 10% of the contributions of the wakes since the volume of the potential flow region is much smaller than the wake. Thus, the contributions of the potential core were only considered for $a^2$ and $c^2$ but were ignored for other properties.

Specifying a representative wake is complicated by turbulent dispersion of the freely moving particles and the turbulence of the flow field which modifies the structure of the particle wakes from properties found with rigidly mounted spheres in non-turbulent environments. For lack of an alternative, however, we consider the limit of an infinitely dilute flow where these disturbances are small and the particle and its wake follow a vertical path. The mean liquid downflow velocity due to particle motion is also negligible at this limit so that velocities outside the wake are negligible. The following discussion will be limited to turbulent wakes. Parthasarathy (1980) presents the formulation for laminar wakes. The mean velocity distributions in turbulent wakes were derived from results appearing in Tennekes and Lumley (1972):

$$u(t) = 2.236 (t/t_a)^4 \exp \left( - t^2/2 t_a^2 \right)$$

$$c(t) = 0.746 (t/t_a)^4 \exp \left( - t^2/2 t_a^2 \right)$$

where

$$t_a = 0.47 (U, \theta/\theta_0)^{1/2}$$

and (17) has been used to convert from distance from the sphere to time after arrival of the sphere. Finally, the local wake Reynolds number is

$$Re_t = (U, \theta/\theta_0) (t/t_a)^{1/2}$$

From (24) it is evident that $Re_t$ progressively decreases with increasing time, eventually reaching laminar wake conditions if the ambient environment is not turbulent. Equations (21) (23) are based on similarity assumptions with a constant eddy viscosity over the wake cross-section at asymptotic conditions far from the sphere. In spite of these simplifications, however, (21) provides a reasonable correlation of the existing measurements of Uchida and Freymuth (1970) for the wakes of rigidly mounted spheres in a non-turbulent environment. The values of $a$ and $c$ from (21) and (22) are unsuitable at small $t$ but the equations are only used in the present wake region where $t > T_a = 2d_p/c_z$.

Inserting (21) (23) into (9) (13) showed that except for $E_{\text{mean}}$, the integrals did not converge as $c_z \rightarrow 0$. A similar problem is encountered for laminar wake properties so that eventual transition to a laminar wake does not resolve the difficulty. This problem is similar to limit problems encountered for Stokes flow around particles during analysis of sedimentation where resolving the problem benefited from a rigorous knowledge of Stokes flow (Batchelor, 1972). In the present case, (21) (23) are empirical and their relevance to the turbulent environment of the present flows certainly is questionable; therefore, rather pursue the limit problem the present results were found for a finite upper limit of integration, $T_a$, assuming that at this point wake properties have lost coherence in the turbulent field. The value of $T_a$ is specified later to fit measured and predicted velocity fluctuations. The general results are

$$a_{\text{mean}}^2 = 3.34 a_0^2 (\theta/\theta_0)^{1/2}$$

$$c_{\text{mean}}^2 = 0.014 a_0^2 (T_a / T_a)^{1/2}$$

$$\theta = (t_x - t_t)$$

The contributions of the potential flow region to velocity fluctuations from (18) and (19) were less than 10% of the contributions of the wakes since the volume of the potential flow region is much smaller than the wake. Thus, the contributions of the potential core were only considered for $a^2$ and $c^2$ but were ignored for other properties.
where the integrals in (27) (29) were found numerically after \( T_r \) was specified.

Turbulence intensities of wakes are large even near the axis so that the contribution of wake turbulence to (8) (12) is significant. Wake turbulence properties used during the calculations were taken from Uberon & Freynouth (1970) which involved wake Reynolds numbers in the range 4000 to 130000. Present wake Reynolds numbers were much lower with local values in the range 2000 for the present final selection of \( T_r \), so that computed results can be thought of as an upper bound for effects of wake turbulence on various properties at the limit of low particle number fluxes. Based on numerical integration of the measurements of Uberon & Freynouth (1970) we immediately get the following relationships between mean and fluctuating velocities in the wakes:

\[
\frac{\bar{u}_w^2}{\bar{u}_m^2} = 1.50, \quad \frac{\bar{u}_w^2}{\bar{u}_m^2} = 1.13. \tag{30}
\]

Uberon & Freynouth (1970) found that spectra at various points in the wake were identical at slow frequencies when normalized by integral scales, and at high frequencies when normalized by Kolmogorov scales. These spectra were integrated in terms of normalized variables and then matched at intermediate frequencies. This gives the following contribution of wake turbulence to the temporal spectra of streamwise velocity fluctuations:

\[
\tilde{E}_{uu}(f) = 1.04 \times 10^4 f^{-1.8} \quad (250 < f < 2000), \tag{31}
\]

where \( f \) is the frequency in Hz. The same form was used for the cross-stream temporal spectra. \( \tilde{E}_{uu} \) since the temporal spectra of cross-stream velocity fluctuations were virtually identical to streamwise velocity fluctuations (Uberon & Freynouth 1970).

Measurements of integral spatial correlations in turbulent wakes are not available therefore these correlations were calculated based only on mean wake properties. The turbulent contribution to the streamwise-spatial correlation was obtained from the temporal correlation as discussed earlier.

4. Results and discussion

4.1. Evaluation of apparatus

Initial experiments dealt with evaluation of the apparatus, considering uniformity of particle number fluxes, homogeneity of liquid flow properties, effects of wave action on the liquid surface, effects of bath size, approach to steady state conditions, mean velocities and Reynolds stresses.

Measurements of particle number fluxes as a function of position are illustrated in figure 3. The 1.0 mm diameter particles are considered to be low, medium and high loadings having dissipation rates of 27.3, 68.2 and 135.8 mm/s/3. The measurements only extend to the near-wall region on one side due to limitations of traversing the light scattering measuring volume. The particle number fluxes are uniform within experimental uncertainties (± 10%) over the middle 300 mm of the bath cross-section. Reduced particle number fluxes in the near-wall region are attributed to the fact that the duct for the particle feed system was 30 mm smaller (in each direction) than the liquid bath. Collection of particles at the bottom of the bath revealed that particle fluxes were uniform in the other direction as well, except within 50 mm of walls.

The variation of streamwise liquid velocity fluctuations across the bath as illustrated in figure 4 for the same test conditions as figure 3. Open and shaded symbols represent measurements 100 mm above and below the location of the measuring volume of the fixed LV channel. Similar to the particle number fluxes, the streamwise velocity fluctuations are uniform within experimental uncertainties over the central 300 mm cross-section of the bath. In addition, velocity fluctuations measured at different points in the central region of the bath during the spatial correlation measurements for all three particle sizes also exhibited constant values within experimental uncertainties. Thus, we conclude that liquid properties were homogeneous within the region of measurements for all test conditions.

Effects of surface waves were examined by damping them with a honeycomb at the liquid surface (10 mm cell size, 50 mm thick) with the mean liquid level at the midpoint of the honeycomb. The particles passed through the honeycomb with no difficulty. Virtually no change in streamwise velocity fluctuations was detected with the honeycomb installed, therefore it was removed for the remainder of the tests for operational convenience.

Disturbances of the uniformity of the particle number fluxes were studied by placing 50 mm wide strips, both one at a time and in pairs adjacent to opposite walls of the bath, with the centres of the strips 50-70 mm from the walls. The effects of these disturbances on streamwise velocity fluctuations at the centre of the bath was
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the particle feeder was started and operated for 75 minutes, considering the 100 x 100 mm and 200 x 200 mm baths as well as the full bath. It was found that streamwise velocity fluctuations at the centre of the baths reached stationary values within five minutes, irrespective of bath size, which supports the idea that the flow was largely controlled by particle motion rather than surface effects. The flow also was stationary within experimental uncertainties since the initial transient period had ended.

Ideally, mean velocities in the bath would be small, however, lower particle number fluxes near the walls induced a large-scale circulation within the bath. Thus, the results summarized in Table 1 indicate that $u'/u_{rms}$ was 0.3 for the lowest loading of the 0.5 and 1.0 mm diameter particles, while this ratio varied in the range 0.7 to 1.0 for the other test conditions. Cross-stream mean velocities, however, were smaller with $u'/u_{rms}$ less than 0.5 for all test conditions. The mean liquid velocities in the bath were small in comparison to particle terminal velocities so that their presence did not affect particle dynamics appreciably. Furthermore, since the flow was homogeneous and stationary, the mean motion did not influence velocity fluctuations, cross-correlations of velocity fluctuations and spatial correlations. However, the presence of a mean velocity did influence the temporal spectra, therefore, a correction was applied to these measurements which will be discussed later.

Ideally, the Reynolds stresses, $\overline{u'^2}$, should be zero for a homogeneous turbulent flow. However, this property was measured for the 0.5 mm diameter particles for dissipation rates in the range 33.2 to 134.1 mm/s$^2$, finding $\overline{u'^2}/u_{rms}^2 < 6\%$. Experimental uncertainties were large (33%) for the Reynolds stress measurements due to their small magnitude; therefore, these values are essentially zero within experimental uncertainties.

4.2 Velocity fluctuations

Measured velocity fluctuations in the streamwise and cross-stream directions are plotted as a function of dissipation for all three particle sizes in Figure 5. Results for many test conditions other than those summarized in Table 1 are plotted so that trends with dissipation and particle size can be seen more clearly.

The measurements for each component of velocity fluctuations illustrated in Figure 5 vary solely as a function of dissipation within experimental uncertainties. Thus, these conditions had the highest particle number densities that were considered and are felt to be less reliable than the rest due to poorer signal-to-noise ratios. In accord with the general expectations from the theory, the ratio of streamwise to cross-stream velocity fluctuations is constant, roughly 2, independent of test conditions, while both components of the velocity fluctuations are proportional to $\varepsilon$. Larger effects of variations of particle number flux or spacing are represented by the dissipation through (4) while particle size is a secondary factor over the present test range. The cross-stream velocity fluctuations at the two highest loadings for the 0.5 mm diameter particles are a possible exception to this trend. However, these conditions had the highest particle number densities that were considered and are felt to be less reliable than the rest due to poorer signal-to-noise ratios. In accord with the general expectations from the theory, the ratio of streamwise to cross-stream velocity fluctuations is constant, roughly 2, independent of test conditions, while both components of the velocity fluctuations are proportional to $\varepsilon$. Larger effects of variations of particle number flux or spacing are represented by the dissipation through (4) while particle size is a secondary factor over the present test range.

Predicted velocity fluctuations were found by roughly matching predicted streamwise velocity fluctuations, allowing for both mean and turbulent wake properties of the measurements. This involved the integration of...
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wake properties at z/d_p = 1', T_e/d_p = 175. This choice also seems reasonable on a physical basis. The mean velocity defect on the axis at this location is on the order of 1% of the terminal velocity, and comparable to the streamwise velocity fluctuations, so that it is likely that the coherence of wake properties would be lost in the background turbulence at larger distances. Thus, in a sense, this location is analogous to the location where the flow becomes nearly isotropic downstream of a turbulence-generating grid. Notably, although the fundamental limit problem remains, the sensitivity of predicted velocity fluctuations to the value of T_e is relatively weak, e.g., ignoring the contribution of the potential flow region, velocity functions are proportional to T_e, see (25), (26) and (30).

With this selection of T_e, predicted velocity fluctuations, including both mean and fluctuating wake properties, become

\[ u''(z) / \langle u \rangle = 46.72 \theta / d_p \]

and

\[ \sigma'(z) / \langle u \rangle = 21.49 \theta / d_p \]

A useful alternative formulation can be obtained by introducing expressions for \( U'_e \) and \( \theta \) in (32) and (33). As noted earlier, mean particle velocities in the bath were essentially the same as terminal velocities in a still environment, yielding

\[ U'_e = \left( \frac{4 \pi d_p \rho (\rho - 1)}{3 \rho' \mu} \right)^{1/3} \]

Then substituting (30) for \( \theta \) and (34) for \( U'_e \), into (32) and (33) yields

\[ \frac{\sigma'(z)^{1/2}}{\langle u \rangle} = 20.24 \left( \frac{d_p}{\rho} \right)^{1/2} \]

and

\[ \frac{u''(z)^{1/2}}{\langle u \rangle} = 9.31 \left( \frac{d_p}{\rho} \right)^{1/2} \]

Equations (35) and (36) show that velocity fluctuations vary with particle diameter as \( d_p^{1/2} \); this yields roughly a 20% reduction of the velocity fluctuations for a particular value of \( d_p \) as \( d_p \) goes from 0.5 to 2.0 mm.

Equations (35) and (36), along with their counterparts when effects of wake turbulence are ignored using the same \( T_e \), are plotted in figure 5. Predictions with and without wake turbulence were considered since present wake Reynolds numbers were low in comparison to those considered by Uberti & Freymuth (1970) so that wake turbulence may not be as well-developed for present test conditions. The predictions illustrated in figure 5 suggest that this is not the case. In particular, predictions of cross-stream velocity fluctuations are much smaller than measured cross-stream velocity fluctuations when the contributions of wake turbulence are ignored. This is
are also illustrated on each plot. This distribution is in good agreement with the measurements, but this is not a strong test of predictions since velocity fluctuations in homogeneous turbulence generally exhibit Gaussian p.d.f.

4.3. Temporal spectra

Measured normalized temporal power spectral densities of streamwise and cross-stream velocity fluctuations are plotted as a function of normalized frequency in figures 8 and 9. The integral timescales of streamwise and cross-stream velocity fluctuations, $T_x$ and $T_z$, used in the normalizations, will be taken up later. The measurements are limited to the lowest loadings of all three particle diameters for the streamwise spectra but just the 0.5 mm particle diameter for the cross-stream spectra. These limitations were necessary in order to select conditions that were not uniformly influenced by effects of mean velocities that were mentioned earlier.

Two experimental problems must be considered before discussing the measured temporal spectra: the effect of mean velocities and the effect of step-wise mean streamwise velocities. Mean streamwise velocities are generally much larger than mean cross-stream velocities for the conditions plotted in figures 8 and 9; therefore, effects of the latter will be ignored. When there is a mean streamwise velocity, the streamwise temporal correlation measured at a fixed point is $\rho(x, y, z; t) \approx \rho(x, y, z; +\tau)$. This result is a consequence of the dominance of the spatial correlation over the temporal correlation. The spatial correlation is a function of the mean velocity and the particle diameter, and the temporal correlation is a function of the particle diameter and the time delay. The ratio of the spatial to the temporal correlation is

$$\frac{\rho(x, y, z; +\tau)}{\rho(x, y, z; t)} = \frac{\rho(x, y, z; t) \rho(x, y, z; +\tau)}{\rho(x, y, z; t) \rho(x, y, z; +\tau)} = \frac{C}{C_{\text{sp}}}$$

Equation (37) is not rigorously accurate, however, it is a reasonable approximation for a homogeneous turbulent field. Since the measured spatial correlations in the streamwise direction were unaffected by the mean velocity, $\rho(x, y, z; t) \approx \rho(x, y, z; +\tau)$ is known from present measurements so that the temporal correlation $\rho(x, y, z; t) \rho(x, y, z; +\tau)$ can be calculated from (37). Taking the Fourier transform of this correlation then yields the spectra illustrated in figure 8. The correlation for mean velocities was negligible for the lowest loading of the 0.5 mm diameter and was relatively small (less than 10%) for the lowest loadings of the other two particle sizes, therefore, only measurements for these conditions are plotted in figure 8.

In order to apply a similar correction for the presence of mean velocities to the temporal correlation of cross-stream velocity fluctuations, the spatial correlation $\rho(x, y, z; t) \rho(x, y, z; +\tau)$ must be known; unfortunately, this spatial correlation was not measured. However, since the mean velocity correction was small for the temporal correlation of streamwise velocity fluctuations for the lowest loading and the 0.5 mm diameter particles, it was assumed that the correlation would be small for the temporal correlation of the cross-stream velocity fluctuations at this condition as well - which are the only measurements plotted in figure 9.

The second problem is that Fourier transformation of the analogue signal of the 1.5 V burst processor introduced 'step-noise' caused by the sample-and-hold signals of the processor. Adrian & Yao (1987) have shown that effects of step-noise are observed at frequencies roughly one-tenth of the frequency corresponding to the mean data rate. The characteristics of step-noise are the appearance of a noise band having a constant spectral amplitude followed by a second-order low-pass filter effect.
at a slightly higher frequency, i.e., a subsequent decay of the spectra according to \( f^{-4} \). This yields a slight flat spot in the spectra followed by a region where the spectra decrease according to \( f^{-2} \) which is noted in figures 8 and 9 for the measurements with the 0.5 mm diameter particles.

The onset of step-noise for present measurements with the 0.5 mm diameter particles corresponds to the estimates of Adrian & Yao (1987). For example, the streamwise spectrum in figure 8 shows a change in slope (denoted step-noise in the figure at \( fT = 10 \)) which roughly corresponds to one tenth of the mean data rate (2 kHz) Hz. The onset of step-noise appears at a slightly lower frequency for the cross-stream spectrum in figure 9 which is consistent with the slightly lower data rate of these measurements. Naturally, the portions of the spectra beyond the onset of step-noise are not representative of flow properties and should be ignored. The region is only illustrated in figures 8 and 9 in order to establish that this portion is an artifact of step-noise and not some property of the flow since the predictions also suggested the presence of steps in the streamwise temporal spectra at high frequencies.

A correction for step-noise was made at the same time as the mean velocity corrections for the measurements with the 1.0 and 2.0 mm diameter particles. Therefore, the correction is not illustrated for these measurements in figure 8. The correction is obtained by subtracting the step-noise from the spectrum, taking the Fourier transform of this corrected spectrum, and finally taking the Fourier transform of this corrected spectrum to obtain the results illustrated in figure 8.

The differences between the measured temporal spectra of streamwise velocity fluctuations for the three particle diameters illustrated in figure 8 are not significant in comparison to experimental uncertainties. This is consistent with the measurements of streamwise velocity fluctuations, illustrated in figure 4, where it was found that effects of particle diameter are not very important. In addition to differences of particle diameter, the measurements illustrated in figure 8 also have different rates of dissipation; however, it was a general conclusion of the theory that temporal correlations should be independent of the rate of dissipation. Based on these findings, the effect of particle diameter on the spectra illustrated in figure 8 is quite reasonable.

Perhaps the most surprising feature of the spectra of streamwise velocity fluctuations illustrated in figure 8 is the large range of frequencies in the spectra, even though wake Reynolds numbers are relatively low and the significant levels of signal energy are very low frequencies. As though the flow field is produced by small high velocity particles having relatively large interparticle spacings. In fact, based on the theoretical estimates, the measured spectra would have extended over a much higher frequency range if the limitations of step-noise could have been avoided. The reason for this large range of frequencies, as well as the presence of appreciable signal energy at the low frequencies, is that the flow includes contributions from both the mean and turbulent velocity fields of the particles wakes while the mean velocities enhance signal energies at low frequencies. Such behaviour is not normally observed in turbulent flows generated by other mechanisms, however, the contributions of mean velocities cannot be separated from the contributions of turbulence in the particle wakes for present flows since particle arrivals are random.

Since predicted normalized temporal spectra were not sensitive to the selection of \( T_0 \), a large value was chosen, \( z/d_p = 1 \), \( T_0/d_p = 25000 \), to cover the complete normalized frequency range of figures 8 and 9. The effect of this selection on
predictions of integral wakes will be taken up later. Predictions of streamwise temporal spectra considering and ignoring wake turbulence in figure 8 were independent of dissipation rates while predictions ignoring wake turbulence were independent of particle diameter as well. However, predictions considering wake turbulence exhibit somewhat different shapes at high frequencies, reflecting effects of different wake Reynolds numbers for the different sized particles.

Similar to the measurements, predictions of streamwise temporal spectra, both considering and ignoring wake turbulence, exhibit significant signal energy at low frequencies in figure 8. This supports the idea that the low frequency region is caused by mean velocities in the particle wakes since both predictions include this contribution. Unfortunately, the portion of the spectra that involves the contribution of wake turbulence could not be observed directly due to effects of step noise. The agreement between predicted and measured temporal spectra of streamwise velocity fluctuations is within the scatter of the data in the region that is not affected by step noise although quantitative agreement is somewhat better when wake turbulence is ignored. This suggests that the turbulence of the particle wakes may not be developed to the extent observed by Uberoi & Frey (1970), which would not be surprising since present wake Reynolds numbers are much lower.

Measurements of the temporal spectra of cross-stream velocity fluctuations, illustrated in figure 9, exhibit trends similar to the temporal spectra of streamwise velocity fluctuations; there is significant signal energy at low frequencies and probably a larger range of frequencies in the spectra. Step noise had not intruded, since both mean and turbulent properties of particle wakes contribute to the spectra. Some magnitude of mean radial velocities in comparison to radial velocity fluctuations in wakes, however, the turbulence contributions to the cross-stream spectra are two orders of magnitude higher than the mean velocity contributions; therefore, the cross-stream spectra provide a more sensitive indication of wake turbulence effects than the streamwise turbulence spectra - analogous to the relative effect of wake turbulence on cross-stream and streamwise velocity fluctuations that was discussed earlier. Thus, the shape of the predicted spectra with and without wake turbulence differ to a greater extent for the cross-stream velocity fluctuations. The measurements in the step noise-free portion of the spectrum lie between the two predictions, which suggest a lower degree of development of wake turbulence than observed by Uberoi & Frey (1970) at higher Reynolds numbers. While this is plausible, additional measurements of the properties of turbulent wakes behind spheres at moderate Reynolds numbers would greatly help to resolve the properties of homogeneous particle-laden flows.

4.4. Spatial correlations
The measured spatial correlations of streamwise velocity fluctuations in the cross-stream direction are illustrated in figure 10. Measurements at various particle loadings for the three particle diameters will be taken up later. These measurements were repeated for both positive and negative separation distances to check the symmetry of the correlations. These results are not illustrated to avoid crowding of the figure; however, they showed that the correlations were symmetric within experimental uncertainties.

The spatial correlation measurements for various loadings and particle sizes are essentially the same. This is consistent with the general conclusion of the theory that...
FIG. 11. Spatial correlations of streamwise liquid velocity fluctuations in the streamwise direction are captured in figure 10 by symbols.

diameters and loadings are plotted as a function of streamwise separation distance normalized by the streamwise integral lengthscale \( L_x \). The data scatter of the correlations for the streamwise direction is somewhat greater than the correlations for the cross-stream direction. However, within experimental uncertainties, the correlation independent of particle loading and size. The reasons for this behavior are the same as for the lateral correlations.

For correlations in the streamwise direction, spatial correlations needed to compute the contribution of wake turbulence are available. Therefore, predictions both considering and ignoring the contribution of wake turbulence are illustrated in figure 11. In agreement with the measurements, both predictions are essentially independent of particle size at the loading over the present test range. When wake turbulence is ignored, the correlation decreases quite rapidly at small separation distances since the flow is dominated by relatively large lengthscales associated with the mean velocity profiles of the wake. Considering wake turbulence increases the greater degree of the signal energy at the smaller lengthscales associated with the turbulence. This reduces the rate of decline of the correlation at small separation distances and yields a corresponding more rapid decrease of the correlation at large separation distances. However, differences between the two predictions are comparable to experimental uncertainties and neither is in particularly good agreement with measurements, the predictions overestimate the initial rate of decrease and exhibit a longer tail than the measurements.

### 4.5. Integral timescales and lengthscales

Measured and predicted integral time and lengthscales are summarized in Table 2. Integral lengthscales were measured for the full range of particle loadings. However, integral timescales were only measured for the lowest particle loadings due to uncertainties in correcting for mean velocities noted earlier. The measured integral scales are relatively independent of test conditions. This is remarkable since most experimental variables that might be expected to influence integral scales were varied over a wide range: particle diameters from 0.5 to 2.0 mm, mean particle spacings from 0.02 to 0.08 mm, and rates of dissipation from 0.02 to 0.03 mm$^2$. The small effect of dissipation on integral scales is expected from the theory, which implies small effects of particle number flux and spacing through (3) and (4) as well. However, the small effect of particle diameter and spacing is surprising, although effects of these properties also were relatively small for velocity fluctuations, particle tracking, and spatial and temporal correlations.

The ratio between measured streamwise and cross-stream temporal integral scales in Table 2 is roughly 1.5; however, the available data base for this ratio is relatively limited. The ratio between streamwise and cross-stream spatial integral scales is roughly 3, which reflects the high level of anisotropy of the present flows. This degree of anisotropy also supports the idea that wake-like properties, rather than loss of wake coherence and approach to isotropic turbulence, are dominant features of the present flows.

Predicted integral scales, considering and ignoring wake turbulence, are also summarized in Table 2. \( T_x \) was chosen to match measured streamwise velocity fluctuations for baseline predictions. Taking \( x/d_p = 1 \), \( T_x/d_p = 2.75 \) and 2750 when wake turbulence was considered and ignored. The sensitivity of predicted integral scales to variations in \( T_x \) is also illustrated in Table 2 by including results for \( x/d_p = \)

<table>
<thead>
<tr>
<th>( T_x ) (s)</th>
<th>Predicted Turbulent</th>
<th>Predicted Integral</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_p ) (mm)</td>
<td>0.5</td>
<td>4.0</td>
</tr>
<tr>
<td>Predicted Turbulent</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>Predicted Integral</td>
<td>130</td>
<td>225</td>
</tr>
</tbody>
</table>

\( T_x \) measured for lowest particle loading only.

\( T_x \) predicted assuming \( z = 0 \), \( T_x/d_p = 2.75 \) and \( T_x/d_p = 2750 \). Numbers in parentheses are for \( x/d_p = 2750 \).

\( T_x \) average value for loading range of Table 1. Standard deviation is in parentheses.

**Table 2.** Measured and predicted integral timescales and lengthscales.
Turbulence modulus in homogeneous dilute particle-laden flows. (C) 2000, which was the value used for temporal spectra and spatial correlations in Figures 8 & 11.

Predicted integral scales in Table 2 are properly independent of the rate of dissipation but are generally unsatisfactory otherwise. A possible exception is $L_p$ considering turbulence where predicted and measured magnitudes and trends were similar. For the rest, $T_p$ is vastly underestimated by predictions. Particularly, when turbulence is considered, predictions of $T_p$ and $L_p$ are vastly overestimated when turbulence is ignored and predicted spatial integral scales exhibit variations with particle density that are not supported by the measurements. Furthermore, the convergence problem that required an offset selection of $T_p$ has a significant impact on predictions of $L_p$ owing to its sensitivity to this choice. Finally, no compromise selection of $T_p$ could be found that provides good predictions of both velocity fluctuations and integral scales.

4 Discussion

In spite of numerous simplifications, the theory was helpful for explaining many features of the measurements and the predictions were generally reasonable. However, the convergence problem when particle wakes are evaluated, and the relatively poor predictions of integral scales and streamwise spatial correlations are disconcerting. Two phenomena that may be responsible for these difficulties are discussed in the following: disturbances of wakes due to turbulent dispersion of particles and the structure of particle wakes in the present turbulent environment.

Recall that predictions were based on particles settling along vertical lines, i.e. effects of turbulent dispersion of particles were ignored. For present experimental conditions, however, turbulent dispersion was significant and cross-stream particle and fluid velocity fluctuations were comparable (Parthasarathy & Faeth 1990). Thus, particle wakes were actually deposited along cross-stream paths which, in turn, would affect fluid velocity fluctuations, apparent width of the wakes, and augmenting cross-stream velocity fluctuations by placing a component of the mean velocity along the wake axis into a horizontal plane. Since wakes grow relatively slowly in the radial direction, and have small mean radial velocities, these effects can be significant for homogeneous particle laden flow.

Two tracks released into the wakes of individual particles were photographed in order to help quantify potential effects of turbulent dispersion of particles.

Considering only fresh wakes, with the particle still in view, showed that the projected cross-stream displacements of particles were comparable to characteristic wake radii (based on the mean streamwise velocity being 1.5% of the mean streamwise velocity at the axis), i.e. $2 \times 6$ mm for $z/d_p = 150$. This behaviour is consistent with cross-stream particle and fluid velocity fluctuations being comparable. Rough calculations showed that this effect was sufficient to increase predictions of $L_p$ to the range of the measurements and reduce its sensitivity to particle diameter, thus the effect is significant. Additionally, projected particle tracks were oriented up to $10^\circ$ from the vertical direction which causes momentum along the wake axis to be deposited into the cross-stream direction, this would tend to reduce potential effects of wake turbulence inferred earlier and modify predictions of cross-stream scales as well. Thus, the nonlinear interaction between turbulent dispersion of particles in the turbulent field that they create must be considered when defining the particle flow field for predictions using the present approach.

Another nonlinear interaction is the effect of the turbulent field generated by the particles on the properties of their wakes. Present predictions were based on the properties of wakes for rigidly-mounted spheres in a non-turbulent environment.

5. Conclusions

The present investigation considered the continuous-phase properties of homogeneous dilute particle-laden flows. The specific configuration involved nearly monodisperse glass spheres (particle diameters of approximately $0.2, 0.6$ and 2.0 mm with corresponding Reynolds numbers of 38, 136 and 545) falling in a water bath. Experimental conditions were as follows: turbulence number fluxes of $1.1 - 110.8$ kip/ft$^2$/s, mean particle spacings of $0.2 - 0.4$ mm, rates of dissipation of $27.3 - 183.5$ mm$^2$/s$^3$ and particle volume fractions less than 0.014. The major observations and conclusions of the study are as follows:

(i) Velocity fluctuations could be correlated solely as a function of the rate of dissipation of particle energy in the liquid.

(ii) Streamwise velocity fluctuations were roughly twice cross-stream velocity fluctuations for all test conditions, suggesting a significant influence of the wakes behind individual particles on the properties of the flow.

(iii) Normalized temporal spectra, spatial correlation coefficients, and temporal and spatial integral scales were relatively independent of both particle size and the rate of dissipation of particle energy in the liquid.

(iv) Temporal spectra indicated a large range of frequencies even though particle and wake Reynolds numbers were relatively small, since both mean and fluctuating particle wakes contributed to the spectra because particle arrivals were random.

(v) An analysis based on linear superposition of undistorted particle wakes in a non-turbulent environment predicted many properties of the flow reasonably well. However, it yielded poor estimates of integral scales and streamwise spatial correlations. These deficiencies are attributed largely to effects of turbulent dispersion of the particles and effects of the ambient turbulence field on the structure of the wakes.

(vi) Linear superposition of particle wakes in the analysis presented convergence problems, similar to convergence problems encountered during analysis of sedimentation processes. This was resolved by assuming that only the near-field region of the wakes, $z/d_p = T_p C_p/d_p < 150$, would maintain sufficient coherence to
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contribute to flow properties as a wake - a change that matched predictions and measurements of streamwise velocity fluctuations. However, a more rational resolution of the convergence problems should be sought.

(vii) Particle-laden flows typically involve turbulent dispersion of particles and particle Reynolds numbers less than 1000 within a turbulent environment, more information is needed concerning the mean and turbulent structure of wakes under these conditions in order to address the difficulties of the present analysis in a rational manner.
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Turbulent dispersion of particles in self-generated homogeneous turbulence
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Turbulent dispersion of particles in their self-generated homogeneous turbulent field was studied both experimentally and theoretically. Measurements involved nearly monodisperse spherical glass particles (nominal diameters of 0.5, 1.0 and 2.0 mm) falling with uniform particle number fluxes in a nearly stagnant water bath. Particle Reynolds numbers based on terminal velocities were 38, 156, and 545 for the three particle sizes. The flows were dilute with particle volume fractions less than 0.01%

Measurements included particle-motion calibrations using motion-picture shadowgraphs; and streamline and cross-stream mean and fluctuating particle velocities using a phase-discriminating laser velocimeter. Liquid-phase properties were known from earlier work. Particle properties were predicted based on random-walk calculations using statistical time-series methods to simulate liquid velocities along the particle path.

Calibrations showed that particle drag properties were within 14% of estimates based on the standard drag correlation for spheres, however, the particles (particularly the 1.0 and 2.0 mm diameter particles) exhibited self-induced lateral motion even in motionless liquid due to eddy-shedding and irregularities of shape. Particle velocity fluctuations were primarily a function of the rate of dissipation of kinetic energy in the liquid since this variable controls liquid velocity fluctuations. Streamwise particle velocity fluctuations were much larger than cross-stream particle velocity fluctuations (2-1) largely due to varying terminal velocities caused by particle size variations. Cross-stream particle and liquid velocity fluctuations were comparable owing to the combined effects of turbulent dispersion and self-induced motion. Predicted mean and fluctuating particle velocities were in reasonably good agreement with the measurements after accounting for effects of particle size variations and self-induced motion. However, the theory must be extended to treat self-induced motion and to account for observations that this motion was affected by the turbulent environment.

1. Introduction

The objective of this investigation was to study the turbulent dispersion of particles moving in their self-generated homogeneous turbulent field. This process is important in dispersed multiphase flows when direct modification of continuous phase turbulence properties by transport from the dispersed phase, called turbulence modulation by Al Tawel and Landau (1977), is significant. Such conditions are encountered in the dense regions of sprays as well as in dilute dispersed flows when mean velocity gradients are small, e.g. the flow field within liquid- or particle-containing rocket engines as well as in natural phenomena like rainstorms. The study involved a homogeneous dilute particle-laden flow generated by a uniform flux of particles settling under the force of gravity in a nearly stagnant (in the mean) liquid bath. A companion study considered the continuous phase properties of these flows (Parthasarathy & Faeth 1989); the emphasis of the present study was to investigate the dispersed-phase properties both theoretically and experimentally.

Early studies of the turbulent dispersion of particles concentrated on the small-particle limit where the relative velocities between the phases are small and particle mixing can be approximated by single-phase scalar mixing through the locally homogeneous-flow approximation, see Faeth (1967) for a review of past work along these lines. The locally homogeneous-flow approximation is of limited value, however, since most practical dispersed multiphase flows involve significant relative velocities between the phases and dispersed-phase elements do not remain associated with particular fluid elements. This phenomenon was recognized by Yalin (1950) and Connally (1963) and is called the 'crossing trajectories' effect. Dispersed-phase elements and fluid elements follow different trajectories and only interact for a time. Katz (1966) and Meek & Jones (1973) report early applications of these ideas to the study of the dispersion of heavy particles in the atmosphere. Other work at the Stokes limit for particle motion and with various approximations for the continuous phase of simple turbulent flows includes Chwang (1977), Paterson & Fj?r (1978), Nirs & Pfaman (1979), Goussot, Berlemont & Franchi (1984), Desquesnes et al. (1986) and Malvy (1987). All these studies find significant effects of finite relative velocities between the phases.

Most practical dispersed flows, as well as experiments, involve dispersed-phase Reynolds numbers beyond the Stokes limit. Numerous measurements of continuous- and dispersed-phase properties have been reported for sprays and other turbulent shear flows, see Faeth (1987) for a summary of recent work; however, homogeneous flows involve fewer complications for the interpretation of turbulent dispersion phenomena and will be emphasized here. Snyder & Lucmley (1971) completed measurements of turbulent dispersion of single particles in the isotropic decaying turbulent flow downstream of a grid; this study has served as a primary source of data for developing models of the process. Wells & Stock (1983) studied turbulent particle dispersion in a similar arrangement, using charged particles in an electric field so that effects of relative velocities (crossing trajectories) could be suppressed while particle inertia; they found that inertia influenced particle velocity fluctuations but concluded that particle dispersion was primarily influenced by crossing trajectories for their test conditions. Ferguson & Stock (1986) also studied particle dispersion in grid-generated turbulence, further highlighting effects of crossing trajectories. Taken together, these results demonstrate the importance of both particle and continuous-phase properties on turbulent dispersion; therefore, the process does not lend itself to empirical correlation and must be understood at a fundamental level before reliable estimates of turbulent dispersion can be achieved.

Numerous models of turbulent dispersion in dilute dispersed flows have appeared in the past but recent work has emphasized stochastic simulations as a way of providing for the nonlinear interactions between the phases in a relatively fundamental way. This includes random-walk calculations of dispersed-phase trajectories coupled with a simulation of the properties of the continuous phase. Methods involving turbulence modelling concepts have been widely reported and have exhibited capabilities to match existing measurements for simple shear flows (Crowe 1982; Faeth 1987). However, the ad hoc features of these models are not very satisfying and recent work
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has sought new fundamental methods. Maxey (1967) and Pivat, Berclèmont & Giosset (1986) describe representative work along these lines for dilute isotropic turbulent flows. Maxey (1967) computes the motion of particles at the Stokes limit in a constant density fluid generated as a finite series of randomly selected Fourier modes following Kraichnan (1955). This is a reasonable approximation that is much simpler than direct numerical simulation of turbulence. However, extending this approach to practical shear flows will require substantial advances in computer capabilities. The approach of Pivat et al. (1986) is somewhat more general and involves approximate simulation of turbulence properties only along the particle trajectory, yielding good predictions of the Suzuki & Lamolé (1974) measurements. This approach is closely related to well-developed methods of statistical time-series simulations described by Box & Jenkins (1970), although Pivat et al. (1986) do not note this analogy.

The objective of the present investigation is to consider turbulent particle dispersion in homogeneous turbulent fields generated solely by particle motion through a nearly stagnant (in the mean) liquid bath. Unlike grid-generated isotropic turbulence, the flow is formally stationary and exhibits levels of anisotropy that are typical of dispersed multiphase flows (Faeth 1987). Measurements of liquid phase properties of these flows have been reported by Parthasarathy & Faeth (1990); the present study completes the description of these flows by providing measurements of dispersed-phase properties. Finally, flow properties are predicted along the lines of Pivat et al. (1986) except that methodology from statistical time-series simulations is adopted in order to take advantage of past work in this field (Box & Jenkins 1970). Experimental and theoretical methods are described in the next two sections. Measured and predicted results are then presented in §4, considering mean and fluctuating particle velocities, particle velocity probability-density functions (p.d.f.s) and the sensitivities of predictions to variations of parameters in the formulation, in turn. Major conclusions of the study are summarized in §5. Additional details and a complete tabulation of data can be found in Parthasarathy (1989).

2. Experimental methods
2.1. Apparatus
The experimental apparatus and its evaluation are described by Parthasarathy & Faeth (1990) and will be considered only briefly here. The flow was generated by a variable-speed particle feeder which delivered particles to an array of screens to provide a uniform particle flux. The particles then fell into a windedown tank (140 x 335 x 910 mm) filled with water to a depth of 800 mm. The particles reached terminal velocities within 100-200 mm of the liquid surface while measurements were made at the centre of the tank. The particles collected naturally at the bottom of the tank, inducing a negligible displacement velocity of the liquid (less than 0.014 mm/s), and were removed from time to time using a suction system.

Tests to evaluate the uniformity of the flow effects of tank volume and the time required to achieve stationary conditions are described by Parthasarathy & Faeth (1990). The central region of the tank (300 × 300 mm cross-section for a range of heights extending 2,100 mm from the measuring location) had particle number fluxes and liquid velocity fluctuations that were uniform while Reynolds stresses were essentially zero, within experimental uncertainties (10% for fluxes and velocity fluctuations, 30% for Reynolds stresses). Effects of stabilizing waves at the liquid surface with a honeycomb were negligible while reducing the bath velocity by a factor of 32 using Plexiglas partitions and reducing liquid depths, also caused less than a 10% variation of liquid velocity fluctuations. Thus, the arrangement provided a homogeneous flow with relatively little effect of the bath surfaces on flow properties.

2.2. Indications
Streamwise and cross-stream mean and fluctuating particle velocities were measured using the phase-discriminating laser velocimeter (LV) described by Parthasarathy & Faeth (1990). This involved a fixed LV channel based on the 543.4 nm line of an argon-ion laser, in a coincidence in the dual beam forward-scatter mode. Directional bias and ambiguity were eliminated using a 40 kHz Bragg-cell frequency shifter with the output signal downshifted to equivalent frequency ranges for filtering and signal processing. Streamwise and cross-stream velocities were measured by rotating the LV optics accordingly. A beam spacer provided an initial 15 mm beam spacing while the receiving optics were shifted to 45° from the forward-scatter direction to minimize problems of large pedestal signals from the particles. This yielded a fringe spacing of 14.3 μm and an optical measuring volume that was 300 μm in diameter and 300 μm long (the actual measuring volume was increased from this size by the particle dimensions since grazing collisions were recorded). The LV signals were interpreted using a burst-counter signal processor (TNI Model 9030B).

The phase discrimination system involved a third beam from a 3 mW He-Ne laser (at an angle of 18° from the LV axis) which enveloped the LV measuring volume and collection optics set off-axis (at an angle of 2° from the LV axis). The region viewed by the discriminator (0.6 mm diameter and 1.3 mm long) surrounded the LV measuring volume. Particle velocity measurements were made with the water undisturbed, and the detector operated at low gain which only responded to large-amplitude signals from particles. Thus, the discriminator system was only used to validate the presence of a particle when the signal was recorded. Operation was confirmed by endowing the end of signals which invariably caused the data rate of the LV processor to return to zero. Particle arrival rates were low (10-80 per hour). Number averages of mean and fluctuating velocities were obtained over 300-500 particles.

Parthasarathy (1989) evaluated the experimental uncertainties (95% confidence) of these measurements, as follows: mean streamwise particle velocities, less than 6% mean cross-stream particle velocities, less than 41% fluctuating streamwise particle velocities, less than 11%; and fluctuating cross-stream particle velocities, less than 16%. These uncertainties were largely dominated by finite sampling times.

2.3. Particle properties
2.3.1. Particle size
Glass particles having nominal diameters of 0.5, 1.0 and 2.0 mm, and a density of 2430 kg/m³, were used for the tests. The size distributions of the 0.5 and 1.0 mm diameter particles were measured under a microscope with experimental uncertainties (95% confidence) of less than 10% near maximum probability conditions; the size distribution of the 2.0 mm diameter particles was measured using a vernier calliper with experimental uncertainties (95% confidence) of less than 5% near the maximum probability condition. The resulting p.d.f.s of particle diameter are plotted as a function of normalized diameters in figure 2. The measurements for the three particle sizes follow Gaussian distributions within experimental uncertainties. Standard deviations are roughly 10% of the nominal diameter of the particles; actual values of the standard deviations will be taken up later.
Predictions of the p.d.f.s of terminal velocities were also undertaken as the first step in developing the analysis of particle velocities in the homogeneous turbulent flow. These predictions were based on the measured p.d.f.s of particle diameter illustrated in figure 1 assuming spherical particles at the terminal velocity condition in a quiescent liquid. Under these conditions the terminal velocity, \( U_t \), of a particle having a diameter \( d_p \) is as follows:

\[
U_t = \frac{4\sigma_d \rho_p (\mu - 1)/\rho}{(\rho - \rho_p) g}
\]

where \( g \) is the acceleration due to gravity, \( \rho_p \) and \( \rho \) are the particle and liquid densities, and \( \mu \) is the drag coefficient. \( U_t \) was found from the standard drag curve for spheres (Putnam 1941)

\[
U_t = \frac{2444 \cdot (Re)}{Re}
\]

where the particle Reynolds number is defined as follows.

\[
Re = \frac{U_t d_p}{\nu}
\]

and \( \nu \) is the kinematic viscosity of the liquid. Equation (2) is limited to \( Re < 1000 \) which is satisfactory for present test conditions.

The calibration was completed by matching the predicted and measured most probable terminal velocity by multiplying the standard drag correlation of (2) by a fixed constant for each nominal particle size as follows: 1.14 for the 0.5 and 2.0 mm diameter particles, and 1.00 for the 1.0 mm diameter particles. These corrections are surprisingly small in view of the ellipsoids of some of the particles and anticipated uncertainties of the standard drag correlation (Gifford and Weber 1978).

The predicted and measured p.d.f.s of the normalized terminal velocities for the three particle sizes are illustrated in figure 2 (normalization parameters will be taken up later). After the minor corrections of the drag coefficients that were just noted, the comparison between predictions and measurements is quite good. This implies that particle diameter variations are responsible for most of the variance of the terminal velocities of the particles. Since the corrections of the standard drag correlation were small, and the p.d.f.s of terminal velocities were reasonably good based on the corrected drag expression, this expression was used for all subsequent calculations of particle drag.

2.3.3. Self-induced motion

It was found that particles dropped individually into a still bath did not fall straight; instead, there was cross-stream motion which increased with increasing particle diameter. This behaviour was calibrated since self-induced motion influences particle velocity fluctuations and affects the interpretation of turbulent dispersion results.

Measurements of self-induced motion with the LV were not possible since sampling rates were too low; therefore, those velocities were measured from shadowgraph motion pictures of individual particles falling in a still bath. The single-particle feeder, without the glass tube, was used to release individual particles into the bath. A shadowgraph motion picture of the falling individual particles, having a field view of 250 mm, was obtained with a Redlake LOCAM camera using Kodak Tri-X Reversal film (ASA 400). The film was projected frame-by-frame on a screen having a grid so that particle tracks could be followed and recorded. The particle displacement data was digitized numerically to find particle velocities using a central-difference scheme. Mean and fluctuating streamwise and cross-stream particle velocities were calculated by averaging over 50 particle paths. Uncertainties
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These measurements also showed that the particles were not all spherical. The degree of ellipticity (ratio of the major to the minor diameter) increased with increasing nominal particle diameter, as follows: 20% of the 0.5 mm diameter particles were ellipsoids with a mean ellipticity of 1.05; 40% of the 1.0 mm diameter particles were ellipsoids with a mean ellipticity of 1.15; and 85% of the 2.0 mm diameter particles were ellipsoids with a mean ellipticity of 1.25.

2.3.2. Particle drag

The drag coefficients of the particles were calibrated by measuring the terminal velocities of individual particles settling in a motionless bath with the LV. A single-particle feeder described by Parthaasarathy (1980) was used for these tests; it delivered particles to a glass tube (4 mm inner diameter) that ended 150 mm above the LV measuring volume. The time intervals between particles were in the range 20-30 s. It was necessary to aim the particles with the glass tube to get adequate velocity samples in a reasonable length of time; however, calculations showed that the particles reached their terminal velocities within 60 mm of the point of release so that the particle feeder did not affect terminal velocities. Liquid velocity measurements also showed that disturbances of the bath due to previous particles were small for the separation times between particles used for these measurements.

The LV system was similar to the arrangement described for particle velocity measurements in the homogeneous turbulent flow, however, a large-diameter aperture (2 mm) was used on the detector to increase signal rates. The results were summed as p.d.f.s of particle velocities for the three particle sizes. The uncertainties of these measurements were less than 9% near the maximum probability condition, largely governed by the number of samples.
fluctuations, however, are significant particularly for the 1.1 and 2.0 \text{ mm} diameter particles where particle Reynolds numbers exceed 150. Two factors probably contributed to this behaviour: unsteady shedding and the terminal particle motion near the water surface (Nakamura 1976; Vents 1971), and effects of increased ellipticity with increasing particle size.

In view of the combined effects of streamwise and cross-stream particle velocity fluctuations caused by size variations and cross-stream particle velocity fluctuations caused by self-induced motion, observations of cross-stream particle velocity fluctuations for the 0.5 \text{ mm} diameter particles provide the best indication of effects of turbulent dispersion for the present test conditions. Results for the larger particle sizes will still be considered, however, since it is of interest to study whether the turbulent field of the particle-laden flow influences self-induced motion, which is large for these particle sizes.

Measurements were also undertaken to determine whether the dispersing screens induced any cross-stream motion of the particles. This was a concern since the impact of the particles on the screens could cause the particles to spin, generating Magnus forces which would deflect the particles in the cross-stream direction. This effect was studied by dropping particles individually through the dispersing screen arrangement and measuring particle velocities using shadowgraph motion pictures. Results of these experiments for the 2.0 \text{ mm} diameter particles are also summarized in table 1. The measurements of mean and fluctuating velocities of the particles passing through the screens are shown to be almost the same as for single particles dropped directly into the bath: therefore, the dispersing screen did not modify particle properties appreciably.

### 2.4. Test conditions

A range of particle number fluxes was considered for each particle size. Representative test conditions at the low and high ends of these ranges are summarized in table 2. Particle properties are emphasized in table 2; additional information about liquid phase properties can be found in Pathasoththy & Path (1990) for the same test conditions. The properties of the particle size and terminal velocity distributions that were discussed earlier are summarized at the top of the table. Mean streamwise particle velocities within the particle-generated turbulence field of the bath, $\Delta_{t}$, were the same as terminal velocities in a still liquid, within experimental uncertainties.

Mean particle spacings, $l_{p}$, were found by assuming that particles were falling randomly with a uniform particle number flux, $n$, at the mean particle terminal velocity, yielding

$$l_{p} = \left( \frac{\Delta_{p}}{\sqrt{n}} \right)^{\frac{3}{2}}.$$
The resulting particle spacings were in the range 8.62 mm, or 16.33 particle diameters, yielding particle volume fractions less than 0.01%. Therefore, effects of direct particle-to-particle interactions and collisions were negligible. Apparent streamwise particle velocity fluctuations, \( \langle u'^2 \rangle \), were much larger than cross-stream particle velocity fluctuations, \( \langle v'^2 \rangle \), owing to variations of terminal velocities caused by variations, as noted earlier.

Following Pathasarathy & Feath (1969), the rate of dissipation of turbulence kinetic energy within the bath \( e \) was used to characterize bath operating conditions for various particle sizes and number fluxes. \( e \) was found by noting that mean particle velocities were constant and were much greater than particle velocity fluctuations (the ratio of \( \langle u'^2 \rangle / \langle u \rangle \) is representative since effects of particle size variations are small for cross-stream velocity fluctuations). Then the rate of production of turbulence kinetic energy in the bath is equal to the rate of loss of potential energy of the particles as they fall through the bath, which in turn is equal to the rate of dissipation, i.e.,

\[
e = R \frac{\rho D^3}{\mu} (g \rho \phi - p)(\phi \rho) \tag{5}
\]

Pathasarathy (1969) showed that direct dissipation by particles is small, less than 3%, so that dissipation primarily occurs within the particle wakes.

The particle flows generated mean streamwise and cross-stream velocities, \( \overline{u} \) and \( \overline{v} \), in the bath, as discussed by Pathasarathy & Feath (1969); however, these velocities are small in comparison to the terminal velocities of the particles and they had little effect on particle motion. Streamwise and cross-stream liquid velocity fluctuations, \( \langle u' \rangle \) and \( \langle v' \rangle \), were largely functions of \( e \) for present test conditions, with particle sizes and number fluxes being secondary factors (Pathasarathy & Feath 1969). Particle and liquid velocity fluctuations in the cross-stream direction are comparable so that effects of turbulent dispersion were significant for present test conditions.

### 3. Theoretical methods
#### 3.1. Particle motion

The predictions of particle phase properties involved computations of particle motion in the random velocity field of the continuous phase and are analogous to random walk calculations. A sufficient number of particle trajectories, allowing for the variation of particle size within a particular nominal particle size, were computed to obtain statistically significant results.

Computation of particle motion generally followed an approach used earlier for particle-laden jets (Pathasarathy & Feath 1967). Since particle volume fractions were small, the flow was assumed to be dilute and effects of nearby particles on interphase momentum transport, as well as particle collisions, were neglected. The particles were assumed to be small in comparison to the smallest scales of the turbulence. This is marginal since Kolmogorov length-scales are in the range 240-390 µm which is somewhat smaller than the particle diameters. Nevertheless, this approximation is reasonable since the turbulent dispersion of particles is dominated by the large-scale energy-containing features of the flow while the terminal velocities of particles in the turbulent environment were not very different from a still liquid. The particles were assumed to be spherical with p.d.f.s of particles diameter taken from figure 1: this is justified by the reasonable estimates of particle-terminal velocity distributions using this approach, illustrated in figure 2. Effects of Magnus forces were neglected based on observations during calibration of self-induced motion discussed earlier. Since the flows were homogeneous, Saffman lift forces were neglected while effects of static pressure gradients can be neglected with little error since bath velocities are small in comparison to particle velocities.

Under these assumptions, particle motion can be found using the formulation of Odar & Hamilton (1964), reviewed by Cliff et al. (1978), as follows:

\[
dx/dt = u_p + (\rho_p + \rho)/2 \frac{du_p}{dt} = g(\rho_p - \rho) \frac{d\eta}{dt} - 3M_p \frac{\partial \eta}{\partial \xi} \frac{dx}{d\xi} \tag{6}
\]

\[
dx/dt = \frac{dx}{dx} \frac{dx}{d\xi} \tag{7}
\]

where \( \eta \) and \( \xi \) are the particle position and relative velocity (in a Cartesian reference frame with \( i = 1 \) denoting the vertical direction). \( t_p \) is the time at the start of motion, \( \eta_0 \) is the Kronecker delta function and \( d_x \) and \( d_\eta \) are parameters which account for effects of particle acceleration. The terms on the left-hand side of (7) represent the acceleration of the particle and its virtual mass; the terms on the right-hand side represent buoyancy, drag and Basset history forces.

The parameters \( d_x \) and \( d_\eta \) were empirically correlated by Odar & Hamilton (1964), as follows:

\[
d_x = 2.1 - 0.12M^2_p/(1 + 0.12M^2_p) \tag{8}
\]

\[
d_\eta = 0.48 + 0.52M^2_p/(1 + 0.52M^2_p) \tag{9}
\]

where \( M_p \) is the particle acceleration modulus

\[
M_p = \left( \frac{dx}{d\xi} \right) dx/d\xi \tag{10}
\]

The values of \( d_x \) and \( d_\eta \) vary in the ranges 1.0-2.1 and 1.00-0.48, the former values being the correct limit of (7) at the Basset-Boussinesq-Drucker (B-B-D) limit of the formulation (Cliff et al. 1978). The drag coefficient was found from (2) as noted.
earlier this is reasonable based on the terminal velocity predictions of figure 2 and the fact that liquid velocity fluctuations are small in comparison to particle terminal velocities, so relative turbulent velocities are small. Naturally, use of the Birk & Hamilton (1984) correction factors in a turbulent environment is speculative, however, evaluation of the sensitivity of the predictions to these parameters, to be taken up later, shows that their effect is small for present test conditions in an event.

3.2 Statistical simulation

Statistical simulation of particle trajectories was based on statistical time series simulation techniques adapted from Box & Jenkins (1976). The statistical model of the velocity field of the continuous phase can be designed to satisfy any number of properties of the continuous phase: mean velocity, velocity fluctuations, Lagrangian time correlations, instantaneous conservation of mass, higher-order correlations, etc. However, properties must be set since computational requirements increase as the number of properties in the field to be simulated increase. Based on the results of earlier simulations to predict the turbulent dispersion of particles (Farth 1987) mean and fluctuating velocities and Lagrangian time correlations of velocity fluctuations appear to be sufficient to treat turbulent particle dispersion, therefore present simulations were designed to reproduce these properties.

The properties of the liquid velocity field were taken from Parthasarathy & Farth (1990) at the appropriate test conditions. The present flows are homogeneous so that cross correlations like $v = 0$ are small while mean liquid velocities are also small and do not affect particle velocity fluctuations. Therefore only liquid velocity fluctuations must be simulated and velocity components can be assumed to be statistically independent. However, liquid velocity fluctuations are not isotropic (see table 2) with streamwise velocity fluctuations being roughly twice cross-stream velocity fluctuations (both components of which are equal). Finally, measurements showed that liquid velocity fluctuations satisfied Gaussian p.d.f.s (Parthasarathy & Farth 1990).

To illustrate the approach used to simulate liquid velocities along a particle path consider a simulation using equal time steps $\Delta t$ that has proceeded $t = 1, 2, 3, \ldots, n$. The value of any component of the liquid velocity fluctuations at the location of the particle at the end of the $i$th time step, say $v_3$, where $v_3$ is any velocity component and $i$ denotes the timestep is found from the following autoregressive process (Box & Jenkins 1976):

$$v_i = \sum_{p=1}^{i-1} a_p v_{i-p} + \epsilon_i \quad (1 \leq p \leq i-1).$$

In (11) the $a_p$ are weighting factors so that correlations at various times can be satisfied. $\epsilon_i$ is an uncorrelated random variable having a Gaussian p.d.f. chosen so that the p.d.f. of $v_i$ is satisfied, and $p$ is selected to eliminate points having small correlation coefficients with respect to the point $i$. The $a_p$ are related to correlations of liquid velocity fluctuations through the Van-Walker equations, as follows (Box & Jenkins 1976):

$$\sum_{p=1}^{i-1} a_p v_{i-p} = \sum_{p=1}^{i-1} A_p \sum_{k=p}^{i-1} v_k$$

The first moment of $v_i$ is zero while the second moment is found from the following expression:

$$\sigma_{v_i}^2 = \sum_{p=1}^{i-1} A_p \sum_{k=p}^{i-1} A_k \sum_{l=p}^{i-1} v_k v_l$$

From (12) and the above equations the simulation process can be said to be essentially a Cholesky factorization of $\Omega^v$. The $a_p$ can then be found from (13) above all quantities on the right-hand side of this equation are known.

For present flows it will be shown that the correlations are roughly exponential: then, Box & Jenkins (1976) show that (12) can be reduced to a Markov process where only a single previous timestep must be considered to find $a_p$ as follows:

$$a_p = A_{p+1}, \quad a_{i+1} = v_{i+1}$$

where $A_{p+1}$ is the correlation $v_{i+1} v_i$. Then $v_i$ is found from a Gaussian distribution with a zero mean value and a variance from (13) as follows:

$$\sigma_{v_i}^2 = (1 - A_{p+1}) \sigma_{v_t}^2$$

At this limit, the simulation becomes a Uhlenbeck Ornstein (OU) process which has been used in past studies of turbulent dispersion of fluid particles (Burton 1988; Anand & Pope 1988; Newfield & Hunt 1988).

The simulation begins with a random selection of the components of the velocity fluctuations at the initial condition, $v_i$: satisfying Gaussian p.d.f.s having the measured variances and degree of anisotropy. $v_i$ can then be found from (15) A random selection of $v_i$ from its p.d.f. then yields $v_{i+1}$ from (14). After repeating this process to find all three velocity components, the motion of the particle in this velocity field is computed by integrating (6) and (7) to find particle properties at $\Delta t$.

The calculation continues in this manner for additional increments of time until particle properties becomes statistically stationary. For present computations 50000 trajectories of this type were considered to find final results, with the sizes of the 50000 particles distributed according to the particle size distributions illustrated in figure 1.

Liquid velocity fluctuations were known directly from the measurements of Parthasarathy & Farth (1986). The key to simulating particle trajectories is knowledge of the Lagrangian correlation, $A_{p+1}$. Fortunately, although Taylor's hypothesis is not appropriate to resolve temporal and spatial variations of turbulence properties at a fixed point, since mean liquid velocities were small, it could be applied to obtain correlations along a particular path, since the relative velocities of the particles were large in comparison to velocity fluctuations. Thus, knowledge of spatial and temporal correlations in the streamwise direction from Parthasarathy & Farth (1986) allowed the $A_{p+1}$ to be estimated and showed that departures from Taylor's hypothesis were small. In particular, the Lagrangian correlation of streamwise liquid velocity fluctuations along a particle path was obtained from the measured streamwise correlation of liquid velocity fluctuations, as follows:

$$\sum_{p=1}^{i-1} A_p \sum_{k=p}^{i-1} A_k \sum_{l=p}^{i-1} v_k v_l$$

where $x_1$ and $x_2$ are the streamwise direction and liquid velocity. The correlation coefficients needed to find the correlations of (16) are plotted as a function of $\Delta t_1$ (the Lagrangian integral timescale), in figure 3. The measurements of Parthasarathy & Farth (1986) at the low and high loadings of the three particle sizes, as well as the exponential approximation, $\exp(-\Delta t_1/\tau_1)$, are also shown on the figure. The measurements within experimental uncertainties (estimated to be less than 36%)

Naturally, this comes about largely due to the inability of the measurements to resolve the shortest length scales of the flow owing to problems of step noise, where the correlation departs from exponential behaviour (Parthasarathy & Farth 1986).
However, particle motion is primarily influenced by liquid motions having large scales so that this deficiency is not a major problem for present purposes. Based on the results of Parthasarathy & Faeth (1980), the values of $\gamma_s$ are 0.31, 0.40, and 0.22 s for the 0.5, 1.0, and 2.0 mm diameter particles.

The simulation requires knowledge of the Lagrangian correlations of cross-stream liquid velocities as well. Unfortunately, spatial correlations of cross-stream liquid velocities in the streamwise direction were not measured by Parthasarathy & Faeth; therefore, they were assumed to vary in the same manner as the spatial correlations of liquid streamwise velocities for lack of an alternative. The output of the stochastic simulation consisted of particle properties like $\tilde{u}_p$, $\tilde{v}_p$, $\tilde{w}_p$, and $\tilde{\varepsilon}_p$ — the latter two being direct measures of the effects of turbulent particle dispersion.

### 4. Results and discussion

#### 4.1. Velocities

Measured and predicted particle properties included mean and fluctuating velocities and velocity probability density functions. These results are considered in the following, concluding with a study of the sensitivity of the predictions to parameters of the formulation.

Measurements of mean streamwise and fluctuating streamwise and cross-stream particle velocities are illustrated in figure 4. The velocities are plotted as a function of the rate of dissipation, which is the main variable controlling liquid velocity fluctuations (Parthasarathy & Faeth 1980), for the 0.5, 1.0, and 2.0 mm diameter particles. A range of particle loadings (or values of $\gamma$) are considered, rather than just the loadings for each particle size summarized in table 2, so that the trends of the measurements can be observed more readily.

Measurements of mean particle velocities illustrated in figure 4 do not exhibit any systematic variation with dissipation and are identical to the terminal velocities of the particles within experimental uncertainties (see table 2). In contrast, evidence for changes of mean particle velocities in particle-generated flows or homogeneous turbulent fields is provided by the theoretical studies of Batchelor (1972) and Maxey (1987). Batchelor (1972) considers the sedimentation of particles having Reynolds numbers in the Stokes regime, finding that settling velocities decrease as the particle volume fractions increase. Aside from the fact that present particle Reynolds numbers are greater than 38, which is well beyond the Stokes regime so that the applicability of these results is questionable, present particle volume fractions are also less than 0.01%, so that changes estimated from Batchelor's findings are less than 0.1% and are not significant in comparison to experimental uncertainties. Maxey (1987) considers dilute particle flows in a homogeneous turbulent field, also at Stokes limit. He finds that settling velocities should increase in the presence of turbulence, however, the effect becomes relatively small when the ratio of the mean particle velocity to the continuous-phase velocity fluctuations exceeds 2. For present test conditions, this ratio is in the range 13-74 so that changes in settling velocities due to this mechanism should be small as well.

Thus, due to small particle volume fractions and large settling velocities in comparison to levels of turbulent fluctuations, it is not surprising that there was little difference between settling velocities in turbulent and non-turbulent environments for the present test conditions. However, additional evaluation of factors influencing settling velocities beyond the Stokes regime would be desirable. Furthermore, the picture could change at higher particle loadings than those considered here. For example, liquid velocity fluctuations are proportional to $\varepsilon$ (Parthasarathy & Faeth 1980) so that large particle loadings could yield velocity fluctuations comparable to...
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<table>
<thead>
<tr>
<th>Particle diameter (mm)</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle loading</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>(\sigma_u^2/j^2)</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>(\sigma_v^2/j^2)</td>
<td>0.4</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>(\sigma_w^2/j^2)</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 3: Ratios of particle liquid velocity fluctuations

The particle velocity fluctuations illustrated in figure 4 are influenced by several phenomena, as follows: self-induced particle motion, apparent streamwise velocity fluctuations due to the variation of terminal velocities over the size range of the present experiments, and turbulent dispersion of the particles. Results summarized in table 3 help provide some insight into the relative importance of these phenomena for present test conditions. This table is a summary of the ratios of particle velocity fluctuations normalized by the corresponding component of bath liquid velocity fluctuations. Test conditions include low and high loadings for all three particle sizes. Streamwise and cross-stream velocity fluctuations are considered for self-induced particle motion (\(\sigma_u^2/j^2\) and \(\sigma_v^2/j^2\)) obtained by calibration and motion within the bath itself (\(\sigma_w^2/j^2\)). However, only the streamwise apparent velocity fluctuations due to particle size variations (\(\sigma_u^2/j^2\)) obtained by calibration have been considered since this is the only velocity component that is relevant for this effect.

Comparing the velocity fluctuation ratios listed in table 3 for self-induced motion and apparent streamwise velocity variations with those measured in the bath provides a measure of the importance of these effects in comparison with turbulent dispersion. It is seen that streamwise velocity fluctuations due to self-induced motion are small while apparent streamwise fluctuations due to terminal velocity variations are comparable to those measured in the bath; therefore, streamwise particle velocity fluctuations are dominated by effects of terminal velocity variations due to variations of particle diameter for present test conditions and relatively little can be learned about turbulent dispersion from this velocity component. A possible exception is the highest loading with the 0.5 mm diameter particles where effects of terminal velocity variations are roughly half the velocity fluctuation levels observed in the bath; nevertheless, reduced sensitivity due to direct effects of turbulent dispersion still makes this condition marginal for definitive conclusions. The results for cross-stream velocity fluctuations suggest that effects of self-induced motion are relatively small in comparison to turbulent dispersion for the 0.5 mm diameter particles. Therefore, this condition provides a reasonable indication of effects of turbulent dispersion. In contrast, cross-stream velocity fluctuations due to self-induced particle motion are generally larger than those observed in the bath for the 1.0 and 2.0 mm diameter particles so that these test conditions are of questionable value for gaining information about turbulent dispersion. A curious phenomenon is that cross-stream velocity fluctuations observed in the bath for the larger sizes are smaller than those observed during the calibration tests for self-induced particle motion in still liquids. This suggests that the turbulent field of the bath is interfering with self-shielding that is thought to cause this behavior. Additional study of this effect under more controlled conditions would be desirable.

The previous considerations imply that turbulent dispersion is the dominant process causing particle velocity velocity fluctuations only for the 0.5 mm diameter particles with the 0.5 mm diameter particles for present test conditions. In this case, the ratio of particle to liquid cross-stream velocity fluctuations are in the range 1.6 - 1.7 (see table 3) which implies that particle velocities overshoot liquid velocities. Similarly, if the contribution of terminal velocity variations is subtracted from the streamwise velocity fluctuations measured in the bath the result still yields particle streamwise velocity fluctuations greater than the liquid streamwise velocity fluctuations for the 0.5 mm diameter particles. This occurs since particle response varies over the spectra of the continuous-phase velocity fluctuations and depending upon the energy content of the range of frequency where the response is greatest the particle fluctuations can be greater or smaller than a single measure of liquid phase velocity fluctuations such as the root-mean squared velocity fluctuation. The results also suggest that turbulent dispersion is very effective in the homogeneous turbulence field generated by the particles themselves. This behavior is caused by the large frequency range of the continuous phase velocity fluctuations since both mean and turbulent wake properties contribute to the spectra. See Parthasarathy & Faeth (1990). With such a large range of frequencies available, the probability that the particles will encounter a range of frequencies where the cross-stream components are large enhances the effect of turbulent dispersion as well. In particular, particle response tends to be highest (approaching unity) at low frequencies (Al Taime & Landau 1977). Thus, the high signal energy content at low frequencies due to effects of mean wake velocities is probably a significant factor in the good turbulent dispersion properties of present homogeneous particle laden flows.

Combining an efficient mechanism of turbulent dispersion with effects of self-induced motion and variations of terminal velocities generally yields particle velocity fluctuations that are greater than liquid velocity fluctuations (as much as 3 times greater) over the present test range. Thus, when considering effects of turbulent dispersion, intuitive ideas that particles will have some difficulty in responding to liquid phase fluctuations owing to their inertia, and will necessarily mix more slowly than an infinitely small particle as a result should be accepted with caution.

Effects of loading (dissipation) on particle velocity fluctuations can be seen best in figure 4. Streamwise particle velocity fluctuations are large, and do not vary very much with dissipation, since they are dominated by variations of terminal velocities over the present test range (the highest loading for the 0.5 mm diameter particles exhibits a greater effect but measurements are also least accurate at this condition since particle concentrations are greatest). In contrast, cross-stream particle velocity fluctuations are significantly increased with increasing rates of dissipation for all particle sizes. As just discussed, this increase can be attributed to effects of turbulent dispersion for the 0.5 mm diameter particles. In fact, noting that the ratio of \(\sigma_u^2/j^2\) is roughly constant, indicating similar particle response to cross-stream liquid velocity fluctuations over the present test range (see table 3), this increase may simply enhance the variance of liquid velocity fluctuations. Surprisingly, the cross-stream particle velocity fluctuations also exhibit significant increase with increasing...
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dissipation for the 1.0 and 2.0 mm diameter particles even though these results should be dominated by self-induced lateral motion of the particles (see Table 3). This suggests that eddy-shedding mechanisms leading to self-induced lateral motion in still liquids may be less effective in turbulent environments so that effects of turbulent dispersion are greater than might be anticipated from the results summarized in Table 3.

Predictions based on the present stochastic analysis of the particle phase are also illustrated in Figure 4. Recall that these predictions are based on the measured turbulence properties of the liquid phase and that effects of particle size variations are considered, however effects of self-induced motion of the particles have been ignored since no information is available concerning the fluctuating forces on the particles due to irregular particle shapes and eddy shedding. In an effort to provide some indication of potential effects of self-induced particle motion, predictions are shown where mean-squared particle velocity fluctuations from the particle trajectory simulations and the self-induced motion are evaluated and, i.e., \( \langle \langle \text{\textbf{u}} \rangle^2 \rangle = \langle \langle \text{\textbf{u}} \rangle \rangle^2 + \langle \langle \text{\textbf{\Delta u}} \rangle \rangle^2 \). These predictions are denoted SIM to indicate that self-induced motion has been considered. The baseline predictions without consideration of self-induced motion are denoted by NO SIM.

Mean velocity predictions are in excellent agreement with measurements in Figure 4. This is a very critical test of predictions however since the predictions largely affect the correct calibration of particle drag properties which was discussed earlier. The new feature that the simulations include is the increase of mean particle drag properties by turbulent fluctuations i.e., computing particle drag using average liquid phase properties is not correct since drag is a function of the relative velocity for Reynolds number greater than unity (Farth 1987) and the basing of particle motion by interactions with the turbulent field analogous to the properties investigated by Maxey (1987). These factors are considered by the simulations since drag is based on instantaneous relative velocities and the turbulent field is simulated through second-order correlations. Nevertheless, neither effect influences mean particle velocities significantly for present test conditions since mean particle velocities are much greater than liquid velocity fluctuations. Relative turbulence intensities are not exceeded by \( \% \) so that basing of drag is small while the turbulent interaction effect is not likely to be significant based on the results of Maxey (1987) discussed earlier.

Predicted streamwise particle velocity fluctuations in Figure 4 generally agree with measurements within experimental uncertainties. In this case, the fluctuations are dominated by the effects of variations of terminal velocities and effects of self-induced motion are small (see Table 3). Nevertheless, it is encouraging that the relatively small increase of particle velocity fluctuations due to increased turbulence intensities are not exceeded by \( \% \) so that basing of drag is small while the turbulent interaction effect is not likely to be significant based on the results of Maxey (1987) discussed earlier. Predictions ignoring self-induced motion show a progressive reduction of cross-stream particle velocity fluctuations with increasing particle diameter at the same value of \( \varepsilon \). This behavior follows since liquid velocity fluctuations only depend on \( \varepsilon \) for present test conditions (Parthasarathy & Farth 1980) while increased particle diameter reduces the relative particle to liquid velocity fluctuations. Effects of self-induced motion tend to overwhelm this trend, however, so that predictions ignoring self-induced motion are much smaller than the measurements for the 1.0 and 2.0 mm diameter particles while including the self-induced motion causes cross-stream particle velocity fluctuations to be overestimated. This highlights the need to develop a rational method of including the self-induced forces on the particles in particle trajectory calculations. As noted earlier, the results suggest that the turbulent flow field may be modifying eddy-shedding mechanisms responsible for self-induced particle motion as well.

4.2 Probability density functions

The probability density functions of streamwise particle velocity fluctuations are plotted as a function of normalized variables in Figure 5. Measurements for the different loadings of the 0.5 and 2.0 mm diameter particles appear on the plots. These
measurements are not significantly different from the particle drag calibrations, since particle velocity fluctuations in the streamwise direction are dominated by terminal velocity variations. Thus predictions both considering and ignoring self-induced motion are very nearly the same and are in reasonably good agreement with the measurements, particularly since the results are normalized. The predictions essentially yield Gaussian probability density functions.

The probability density functions of cross-stream particle velocity fluctuations are illustrated in Figure 8. The method of plots and test conditions are the same as Figure 5. Owing to the method of normalization, results for the 0.5 mm diameter particles (which are dominated by effects of turbulent dispersion) are essentially the same as results for larger particles (which are dominated by effects of self-induced particle motion). Similarly, the various predictions are nearly the same and all of the predictions approximate Gaussian probability density functions. The flatness factors of the measured probability density functions of the cross-stream velocity fluctuations are 4.7 and 3.3 for the low and high loadings of the 0.5 mm particles, and 0.3 and 3.3 for the low and high loadings of the 2 mm particles. Thus these measurements depart from a Gaussian distribution which would have a flatness factor of 3. A possible reason for this behaviour is that self-induced motion may inhibit Gaussian behaviour, but more study is needed to understand the effects of self-induced particle motion on particle motion before any firm conclusions can be drawn.

4.3 Sensitivity study

The numerical simulations of particle motion required the prescription of a number of parameters subject to significant uncertainties, as follows: the liquid velocity fluctuations the Lagrangian integral timescale, the particle drag coefficient, and the virtual mass and Basset history force parameters of (8) and (9). In order to better understand the nature and limitations of the numerical simulation, the sensitivity of predictions to variations of these parameters was studied. Results of the sensitivity study appear in Table 4 where changes in output parameters for 100% changes in input parameters are summarized. Effects of particle size variations were considered during these computations but not effects of self-induced particle motion. These results were similar for all three particle sizes over the range of loadings considered during this investigation; therefore, only the range of output variable changes are shown. Predicted mean streamwise particle velocities were only sensitive to estimates of particle drag coefficients, where 100% changes of \( C_D \) yielded 30-40% changes of the particle mean velocity. This behaviour is expected since terminal velocities of the particles were not influenced strongly by the bath turbulence and are proportional to \( \sqrt{C_D} \), see (1).

Predicted streamwise particle velocity fluctuations were primarily influenced by changes of the drag coefficient and streamwise liquid velocity fluctuations. The effect of drag coefficient is the same as for mean particle velocities - for the same reasons. The effect of a 100% increase of liquid velocity fluctuations on streamwise particle velocity fluctuations was only 20-24%; this follows since streamwise particle velocity fluctuations were dominated by variations of particle terminal velocities due to zero variations for present test conditions. The small effect of cross-stream liquid velocity fluctuations on streamwise particle velocity fluctuations occurs since this variable primarily influences streamwise properties by modifying particle drag.
The present investigation considered the turbulent dispersion of particles in their self-generated homogeneous turbulent field. The specific configuration involved nearly monodisperse glass spheres (particle diameters of 0.5, 1.0, and 2.0 mm with corresponding Reynolds number of 80, 110, and 540) falling in constant particle number fluxes in a water bath under dilute conditions (particle volume fractions less than 0.001%). The major observations and conclusions of the study are as follows:

(1) Present particles exhibited drag coefficients that were within 14% of the standard drag curve for spheres, in spite of some ellipticity of their shapes. However, individual particles falling in situ (without water) exhibited self-induced motion, particularly in the lateral direction. Self-induced motion increased with increasing particle size due to both eddy-shielding at large particle Reynolds numbers as well as increased ellipticity of the larger particles.

(2) Mean particle velocities were independent of dilution and approached the terminal velocity of the particles in a still liquid since liquid volume fractions were small and particle settling velocities were large in comparison to liquid velocity fluctuations.

(3) Particle velocity fluctuations exceeded liquid velocity fluctuations for all test conditions. Large streamwise particle velocity fluctuations were dominated by modest particle size differences resulting in variations of terminal velocities. Cross-stream velocity fluctuations were due to turbulent dispersion, which is effective in this flow since integral scales are relatively large, enhanced by effects of self-induced motion for the larger particles. However, effects of self-induced motion were smaller in the particle-generated turbulent field than in still liquids, suggesting that turbulence may interfere with eddy-shielding mechanisms thought to be responsible for this behavior.

(iv) Stochastic simulation of particle motion, allowing for probability density functions of liquid velocity fluctuations and Lagrangian temporal correlations, yielded encouraging results. This indicates that use of statistical time-series techniques to simulate liquid-phase properties provides a useful simplification to treat turbulent dispersion since it eliminates many of the ad hoc features of earlier simplified methods while avoiding the extensive computations needed for full numerical simulation of the flow.

The authors wish to thank L. P. Bernal and W. W. Willmarth for helpful discussions during the course of the study. The work was supported by the Air Force Office of Scientific Research Grant nos. AFOSR-69-1244, under the technical management of J. M. Tishkoff. The US Government is authorized to reproduce and distribute copies of this paper for governmental purposes notwithstanding any copyright notation therein.

REFERENCES


B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565

B. R. D. 1976 Particle dispersion in decaying isotropic homogeneous turbulence. Phys Fluids 21 561-565
Unsteady dispersion of particles


Appendix E: Mizukami (1992)
PARTICLE-GENERATED TURBULENCE IN HOMOGENEOUS DILUTE DISPERSED FLOWS
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ABSTRACT—Homogeneous turbulence generated by uniformly sized round glass beads (0.5 ± 0.1 and .2 mm dia) falling through stagnant (in the mean) air was studied for particle Reynolds numbers in the range (0.25–160) and particle volume fractions < 0.004%. Momentum, probability density functions, spacial correlations and temporal spectra of air velocity fluctuations were measured using two-point phase-discriminating phase-locked-in measurements based on a simplified stochastic analysis, involving linear superposition of randomly arriving particle velocity fields, were used to help interpret the measurements. Guided by the theory, reductions in turbulence properties were achieved for both the present particle air and earlier particle water measurements. Turbulence mechanisms inferred in many particle–water–air systems and integral scales are functions of the rate of damping of particle mechanical energy and particle drag Re. However, particle drag Re dependence, however,Gammarus probability density functions, spacial correlations and temporal spectra are largely independent of particle properties.

Key Words: dispersed flow, turbulence generation, homogeneous turbulence

1 INTRODUCTION

The objective of the present investigation was to study the influence of turbulence/dispersed-phase interactions on the continuous-phase turbulence properties of dispersed multiphase flows. These interactions are important in either dense or homogeneous dispersed flows—homogeneous dilute dispersed flows were studied because they are more tractable for measurements. Experimental conditions involved uniform fluxes of particles falling in nearly stagnant (in the mean) air, in order to supplement earlier findings for similar particle–water flows (Parthasarathy & Faeth 1990). A simplified model of the flow, developed by Parthasarathy & Faeth (1990), was used to help interpret and correlate both sets of measurements.

Turbulence modulation and generation are two important turbulence/dispersed-phase interactions that affect continuous-phase turbulence properties in dispersed multiphase flows (Klaas 1972). Turbulence modulation is an interaction between continuous- and dispersed-phase velocity fluctuations which supplements conventional damping of continuous-phase turbulence (Allen & Lighthill 1977), it is most important when relative turbulence intensities (continuous-phase r.m.s. velocity fluctuations normalized by the mean velocity relative to the phase) are large, and the dispersed-phase is responsive to continuous-phase velocity fluctuations. This mechanism is often included in turbulence models that allow for the effects of separated flow, where it appears as a damping term when the governing equation for continuous-phase turbulence kinetic energy is derived. However, methods of modeling turbulence modulation have not been definitively assessed because the phenomenon is most important for dense dispersed flows within the Stokes drag regime where accurate measurements are problematical (Faeth 1987).

Turbulence generation involves perturbation of the continuous-phase flow by the wakes of individual dispersed-phase elements. Turbulence generation in dispersed flows is somewhat similar to the action of turbulence-generating grids, however, there are significant differences between the properties of the two flows because dispersed-phase elements are distributed throughout the flow and their arrival at any point is random. Turbulence generation is most important when velocity defects within the wakes of dispersed-phase elements are large in comparison to background continuous-phase velocity fluctuations, which requires large relative velocities between the phases and correspondingly low relative turbulence intensities. Additionally, the effects of turbulence generation are most significant in nearly homogeneous flows where other sources of turbulence production are weak. Turbulence generation in practical multiphase flows, evidenced by increased anisotropy and turbulence levels in comparison to corresponding single-phase flows, has been observed in the near-axial region of dispersed bubbly and particle-laden jets (Sun & Faeth 1986; Parthasarathy & Faeth 1987). Similar flow conditions exist within the near-injector (dense-spray) region of sprays, the spray-containing region of large liquid rocket engines, and heavy rainstorms, among others. Motivated by these applications, the present investigation concentrates on the properties of turbulence generation.

Past experimental investigations of turbulence generation have considered homogenous dilute dispersed flows (Lance & Bataille 1982; Lance et al. 1980a, 1985; Parthasarathy & Faeth 1990). Lance and coworkers studied homogeneous air-water bubbly flows downstream of a turbulence-generating grid. The effects of turbulence generation were observed as a progressive increase in continuous-phase turbulence levels with increasing void fractions, with the increase being most evident when relative velocities were comparable to liquid velocities. These results are valuable because most practical multiphase flows involve turbulence generation by the dispersed phase as well as other forms of turbulence production in the continuous phase. However, the results are difficult to interpret, due to the combined effects of bubble- and grid-generated turbulence.

Earlier work in this laboratory considered flows where turbulence generation was the dominant mechanism of turbulence production (Parthasarathy & Faeth 1990). The experimental conditions consisted of a uniform number fluxes of nearly monodisperse round glass beads falling at their terminal velocities in stagnant (in the mean) water. The flows were dilute (particle volume fractions < 0.001%) and the effects of turbulence modulation were small (relative turbulence intensities < 10%). Measurements included phase velocities and the probability density functions of temporal spectra and spatial correlations of liquid velocity fluctuations. Liquid-phase properties also were analyzed using a simplified stochastic method that involves superposition of randomly-arriving particle velocity fields. It was found that continuous-phase turbulence levels were largely controlled by the rate of dissipation of particle energy in the liquid. In contrast to grid-generated turbulence far from the source, where the turbulence is nearly isotropic, streamwise velocity fluctuations were nearly twice the cross-stream velocity fluctuations, which suggested a significant direct contribution of particle wakes to the observed properties of the continuous phase. The temporal spectra also supported this view: they exhibited a large range of scales even though particle Reynolds numbers were low (< 10), and they decayed at slower rates than conventional turbulence with increasing frequency. These features agreed with predictions of superposition of the mean velocity profiles of randomly-arriving particle wakes. However, while the theory assisted interpretation of flow properties, quantitative predictions of integral scales and spatial correlations were not very satisfactory and there were convergence problems similar to those encountered when sedimentation is treated using stochastic methods (Batchelor 1972). Thus, generalization of the particle–water results to other flow conditions is questionable due to a limited range of experimental conditions and uncertainties of the theory.

The objective of the present investigation was to extend the particle–water study to particle–air flows. The primary motivation for this step is that rates of dissipation of particle energy in air are orders of magnitude larger than for particles in water at similar conditions so that effects of this important parameter can be resolved. Particle–air flows also reduce complications due to turbulent dispersion of particles because the particle response is smaller in air than in water. Other aspects of the present study are similar to Parthasarathy & Faeth (1990); in particular, particle Reynolds numbers for both studies were < 10 because this range is typical of drops in sprays and rainstorms (Faeth 1987; Humphreys 1964).

The paper begins with a description of the experimental and theoretical methods. Measured and predicted results are then considered, treating evaluation of the apparatus, velocity fluctuations, spatial correlations and temporal spectra in turn. Additional details about the experimental and theoretical methods can be found in Parthasarathy (1989) and Parthasarathy & Faeth (1990).
2. EXPERIMENTAL METHODS

2.1 Apparatus

Figure 1 is a sketch of the particle-air flow apparatus. The tests were conducted using nearly monodisperse spherical glass particles having nominal diameters of 0.5, 1.0 and 2.0 mm. The flow of particles was controlled by a variable-speed particle feeder, whose feed rate was calibrated by collecting particles for timed intervals. The particles were dispersed by falling through an array of six screens (0.89 mm dia and spaced 4.2 mm apart) with a 180 mm spacing between screens. The particles then fell into a windowed test chamber (410 x 535 x 910 mm), where the measurements were made. The particles were collected, with little rebound, at the bottom of the tank and removed periodically so that their maximum depth was 100 mm. Displacement velocities due to the collection of particles at the bottom of the tank were negligible. < 0.02 mm s⁻¹.

The free fall distance of the particles between the last screen and the region where measurements were made was 1200 mm, which was not sufficient for the particles to reach their terminal velocities. However, the rate of increase of particle velocities within the region of observations was small (13–35% or 2–4% streamwise integral length scales) so that the flow was nearly homogeneous in the streamwise direction. Air velocities within the flow were small (ca. 10 mm/s); therefore, drafts and natural convection disturbances were controlled by closing all joints with tape and covering the exterior surfaces of the apparatus with styrofoam insulation (not shown in figure 1) except for small openings needed for optical access.

![Diagram of apparatus](Image)

**Figure 1** Sketch of homogeneous particle-air flow apparatus.

2.2 Instrumentation

Measurements involved particle number fluxes, particle velocities and continuous-phase flow properties. Particle number fluxes were measured by collecting particles in the containers for timed intervals at the bottom of the test chamber. Experimental uncertainties of these measurements were dominated by finite sampling times which were selected to keep uncertainties (95% confidence) < 10%.

Particle velocities were measured by particle tracking, which differed from Parthasarathy & Faeth (1990). This involved illuminating the central region of the test tank with a light sheet (100 mm high and 25 mm thick) from a stroboscopic light source having a flash time of 1 μs and operating at frequencies 500–1000 Hz. The particle tracks were recorded with an open camera lens at a magnification of 0.7. Particle velocities were in the range 3000–6000 mm/s so that the light sheet essentially stopped the motion of the particles and yielded tracks having 10–20 images on the film. Velocities were found from the known flashing rate and the spacing between particle images on the film. Experimental uncertainties were dominated by sampling limitations over the size range of the particles; they are estimated to be <5% (95% confidence).

A two-point, phase-discriminating laser velocimeter (LV), with one fixed channel at the center of the test chamber and a second channel that could be traversed in the streamwise and cross-stream directions, was used to measure air velocities. Discrimination to remove velocity signals due to particles followed Modarres et al. (1984), while the arrangement was identical to that of Parthasarathy & Faeth (1990) (which should be consulted for details). The air was seeded with oil drops (nominal diameter of 1 μm using a TSI model 9306 atomizer) to provide data rates of 5–10 kHz.

The time between valid air velocity signals was small, 100–200 μs, in comparison to Kolmogorov time scales of 11–32 ms and integral time scales of 1.8–5.8 s; therefore, the low-pass filtered analog outputs of the burst-counter signal processor were time-averaged, ignoring periods when particles were present, to find unbiased time-averaged gas velocities. Signals were collected in bursts of 16–32 K elements, for total sampling times on the order of 5 ms, in order to achieve stationary values with acceptable uncertainties. One-point temporal spectra were measured over a frequency range of 10⁻¹–10⁻¹ Hz using several subfrequency intervals (including appropriately longer sampling times to resolve low frequencies) to provide reasonable dynamic ranges, as discussed by Parthasarathy & Faeth (1990).

Kolmogorov length scales were 0.44–0.74 mm, which were comparable to the dimensions of the measuring volumes, and the flows were homogeneous; therefore, gradient bias errors were small. Experimental uncertainties (95% confidence) were as follows: mean streamwise and cross-stream velocities, <10% and <40%, fluctuating streamwise and cross-stream velocities, <15% and <20%; spatial correlations in the streamwise and cross-stream directions, <15% and <30%; and streamwise and cross-stream temporal spectra, <30% and <40% for frequencies <0.01 Hz and <15% and <25% for all other frequencies (except for the effects of step noise at the highest frequencies which will be discussed later). The present experimental uncertainties are similar to uncertainties for the particle-water flows. They are high in comparison to measurements in typical turbulent flows, however, due to the relatively low flow velocities (ca. 10 m/s) and very high turbulence intensities (generally in excess of 100%) of the homogeneous dilute dispersed flows.

2.3 Test conditions

Properties of the 0.5, 1.0 and 2.0 mm dia particles are summarized in table 1. Particle size distributions were measured by Parthasarathy & Faeth (1990): they were roughly Gaussian and had standard deviations of approx. 10% of the nominal particle diameter. Particle velocities in the region of the measurements were independent of particle number fluxes, however, they were lower than terminal velocities due to the limited available distance between the lowest screen and the test chamber. Particle Reynolds numbers were in the range 116–780, which is comparable to the range considered during the particle/water measurements. Rates of particle acceleration in the region of the measurements were used to evaluate particle drag. Similar to the earlier particle/water
measurements, drag coefficients agreed within 15% of estimates based on the standard drag coefficient, $C_{D}$, for spheres (Putnam 1961):
\[ C_{D} = 24(1 - Re^{-1.6}) Re^{-1} \]
where the particle Reynolds number is defined as
\[ Re = Ud / v \]
and $U$ is the local mean relative velocity, $d$ is the nominal particle diameter and $v$ is the kinematic viscosity of air. These conditions yield wake momentum diameters, $\theta$, defined as
\[ \theta = (C_{D}d^{2}B)^{1/3} \]
in the range 0.18–0.44 mm.

A range of particle number fluxes, $N^\prime$, for each particle size was considered for measurements of velocity fluctuations. The extremes of these conditions and a typical mid-range condition are summarized in Table 2. Mean particle spacings, $L_{m}$, were found assuming that the particles were falling randomly with a uniform particle number flux and relative velocity, as follows:
\[ L_{m} = (U / N^\prime)^{1/2} \]
The resulting particle spacings were in the range 31–218 mm, or 62–116 particle diameters, yielding particle volume fractions $< 0.0004/\%$.

Particle velocity fluctuations could not be measured accurately, however, estimates indicated that they were negligible due to modest air velocity fluctuations and poor particle response to air motion. Based on the particle-water study, the particle dispersing system did not introduce significant particle rotation. For such conditions, the rate of dissipation of turbulence kinetic energy within the measuring region, $\varepsilon$, can be equated to the rate of generation of turbulence by particles. The rate of generation of turbulence is equal to the rate of loss of particle mechanical energy as they fall through the bath, i.e.
\[ \varepsilon = N^\prime \cdot d \cdot C_{D} \cdot U^2 / 8 \]

\[ \varepsilon = \pi \cdot d^2 \cdot g \rho_{p} - \rho U \frac{dU}{dx} \frac{1}{\rho} \]
where $g$ is the acceleration of gravity, $\rho_{p}$ and $\rho$ are the particle and air densities and $x$ is distance in the vertical (streamwise) direction. Due to the much lower density of air than water, rates of dissipation for the particle-air pair in Table 2 are $10^{-3} \sim 10^{-6}$ times smaller than other particle/water experiments. This was the main reason for the present interest in the particle-air flows, as $\varepsilon$ tends to dominate the flow properties.

The Kolmogorov length, $\eta = (\nu^{3} / \varepsilon)^{1/4}$, time, $\tau = (\nu / \varepsilon)^{1/2}$, and velocity $U_{s} = (\nu / \varepsilon)^{1/4}$, scales also appear in Table 2. The Kolmogorov length scales are comparable to the LV measuring volume and are somewhat smaller than the particle diameters. Measured air streamwise and cross-stream velocity fluctuations, $(u')^2$ and $(v')^2$, are comparable to the Kolmogorov velocity scales although $\nu$ changes at a lower rate as $\varepsilon$ changed (similar to the particle/water flows, velocity fluctuations are proportional to $t^{1/2}$, while $U_{s}$ is proportional to $t^{1/2}$). Mean velocities in the streamwise and cross-stream directions, $\bar{u}$ and $\bar{v}$, are comparable to velocity fluctuations. This behavior is similar to the particle/water experiments and is due to bulk motions caused by reduced particle fluxes near the surfaces of the particle distribution system and the walls of the test chamber. These mean motions preclude measurements of true temporal spectra at all but the lowest particle loadings, where mean velocities are relatively small, but they do not affect the other measurements. Measured integral length scales, based on two-point correlations of streamwise velocity fluctuations in the streamwise and cross-stream directions, $L_{u}$ and $L_{v}$, are roughly twice those measured during the particle-water experiments. However, these length scales are still an order of magnitude smaller than the corresponding dimensions of the test chamber so that the surfaces of the apparatus have little effect on the continuous-phase turbulence properties. Tensor integral scales of velocity fluctuations in the streamwise and cross-stream directions, $T_{u}$ and $T_{v}$, are roughly two orders of magnitude smaller than sampling times so that the large-scale features of the flows are easily resolved.

In particle laden flows, dissipation of turbulence consists of conventional dissipation by the continuous phase and turbulence modulation, i.e. direct dissipation by interactions between particle and continuous-phase velocity fluctuations. Parthasarathy & Feth (1990) show that the fraction of dissipation due to turbulence modulation is proportional to $D^2 U$, where $D^2$ is the variance of the relative velocity between the phases. As noted earlier, particle velocity fluctuations are very small for the present conditions so that $D^2 = \varepsilon$ and the turbulence modulation portion of dissipation is proportional to the square of the relative turbulence intensity. For the present particle/air test conditions, the relative turbulence intensities were in the range $10^{-3} \sim 10^{-2}$ so that the effects of turbulence modulation were small, i.e. dissipation primarily occurred by processes within the continuous phase, similar to single-phase turbulent flows.

### Table 1. Particulate performance

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter standard deviation (mm)</td>
<td>0.063</td>
<td>0.063</td>
<td>0.17</td>
</tr>
<tr>
<td>Relative velocity (m/s)</td>
<td>500.40</td>
<td>970.30</td>
<td>560.03</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>176.28</td>
<td>864.30</td>
<td>780.00</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>0.01</td>
<td>0.06</td>
<td>0.47</td>
</tr>
</tbody>
</table>

### Table 2. Summary of test conditions

<table>
<thead>
<tr>
<th>Loading</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N^\prime$ (mm)</td>
<td>37.8</td>
<td>38.7</td>
<td>38.9</td>
</tr>
<tr>
<td>$L_{m}$ (mm)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$\varepsilon$ (mm)</td>
<td>20.40</td>
<td>64.90</td>
<td>129.90</td>
</tr>
<tr>
<td>$T_{u}$ (mm)</td>
<td>29</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>$T_{v}$ (mm)</td>
<td>32</td>
<td>26</td>
<td>23</td>
</tr>
<tr>
<td>$T_{u}$ (mm)</td>
<td>32</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>$T_{v}$ (mm)</td>
<td>34</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>$T_{u}$ (mm)</td>
<td>34</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>$T_{v}$ (mm)</td>
<td>34</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>$T_{u}$ (mm)</td>
<td>34</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>$T_{v}$ (mm)</td>
<td>34</td>
<td>24</td>
<td>18</td>
</tr>
</tbody>
</table>

### 3. THEORETICAL METHODS

#### 3.1. Velocity fluctuations

The simplified analysis described by Parthasarathy & Feth (1990) was used to help interpret and correlate the measurements. A stochastic method is used that explicitly considers the effects of individual particle flow fields, analogous to the approach of Batchelor (1977) for sedimentation processes. The major assumptions of the analysis are as follows: the flows are statistically stationary with uniform particle fluxes and constant continuous-phase properties; particle arrival times at an increment of area satisfy Poisson statistics, i.e. they are independent of other particle arrival times (Rice 1954); the flows are infinite in extent because the measurements were relative independent of test chamber volume (Parthasarathy & Feth 1990); the flows are dilute so that the probability of a test point being within a particle is negligibly small; similarly, the contribution of flow properties immediately around the particle is ignored because it is small ($< 10\%$) in comparison to the contributions of particle wakes due to much
Using the turbidometric method, particle properties and ambient water properties were measured and compared. The turbidity at various wavelengths was determined using a turbidimeter. The results show that a significant variation in turbidity is observed at different wavelengths. This variation is attributed to the differences in particle size and concentration. The turbidity values at 440 nm are generally lower than those at 660 nm, indicating a greater concentration of smaller particles.

The analysis of the data reveals that the turbidity is significantly influenced by the particle size distribution. Larger particles contribute more to the overall turbidity, whereas smaller particles have a more pronounced effect at specific wavelengths. This suggests that the turbidity measurement can be used to infer information about the particle size distribution in the water body.

The study also highlights the importance of considering the wavelength dependence of turbidity measurements. The results indicate that future research should focus on developing models that can accurately predict turbidity at specific wavelengths, taking into account the particle size and concentration.

In conclusion, the turbidity measurements provide valuable insights into the particle properties and ambient water properties in the study area. The findings suggest that the turbidity is a useful parameter for characterizing water quality and can be used for environmental monitoring and management. Further research is needed to extend the findings to other water bodies and to develop more sophisticated models for predicting turbidity under various conditions.
chamber volume by a factor of 32 had negligible effect on the measurements (Parchasaraty & Fath 1990). Thus, the present apparatus evaluation concentrated on establishing whether the flow was homogeneous because changes had been made in the particle distribution system.

The uniformity of particle number fluxes was tested by measuring the distribution of $n^*$ over the bottom of the chamber. Except for the region within 50 mm of the walls of the test chamber, the standard deviations of particle number fluxes at various positions were <6% of the mean feed rate. This value was within experimental uncertainties so that $n^*$ was adequately uniform within the region of the present measurements. The spatial variation of r.m.s. streamwise velocity fluctuations was measured over the central portion of the test chamber (±120 mm in the cross-stream direction and ±180 mm in the streamwise direction). The mean variations of velocity fluctuations over this region, from point-to-point and from test-to-test, were the same (<10%). Thus, the velocity field within the region of the measurements also was homogeneous within experimental uncertainties.

4.2. Velocity fluctuations

The probability density functions of velocity fluctuations were Gaussian, similar to the particle/water observations (Parchasaraty & Fath 1990); therefore, only the moments of the distribution are considered in the following. Measured relative turbulence intensities in the streamwise and cross-stream directions for both the particle-air and water tests are illustrated in figure 2. The measurements are plotted according to the predictions of [10] and [11] with predictions based on the "best fit" results ($C_1 = 6.84$ and $C_2 = C = 0.2$) also shown on the plots.

Several properties of the measured velocity fluctuations in figure 2 agree with predictions and suggest that the wakes of individual particles make a significant contribution to the continuous-phase properties. First of all, the degree of anisotropy is roughly 2, which is more representative of turbulent shear flows like particle wakes than the isotropic turbulence observed far from turbulence-generating grids (Hinze 1975). Next, for a given particle size and ambient fluid, velocity fluctuations are proportional to $u^4$, and thus $u^4$ through [5] and [6] which agree with theoretical predictions based on the summation of individual particle wake properties from [8]. Finally, the streamwise relative turbulence intensities agree with predictions based on turbulent wake properties for a reasonable integration limit $x/d = 175$, as discussed earlier. The corresponding predictions of cross-stream relative turbulence intensity are not as satisfactory, however, yielding an anisotropy of 1.5 rather than the measured value of 2.

The range of the correlations of relative turbulence intensities illustrated in figure 2 is relatively broad: relative turbulence intensities of $10^{-1}$–$10^{-3}$, dissipation factors of $10^{-7}$–$10^{-11}$ and particle Reynolds numbers of 38–780. Applying the correlations outside the range of the measurements, however, is questionable. First of all, conditions at higher relative turbulence intensities involve greater degrees of turbulence modulation than present test conditions so that increased dissipation by direct interaction between the particles and the continuous-phase turbulence might modify flow properties. Next, lower values of the dissipation factor than the present test range imply low levels of relative turbulence intensities, reducing interaction to zero by mixing rates of particle wakes by the ambient flow, with corresponding changes of continuous-phase turbulence properties. Finally, particle Reynolds numbers outside the present range should also modify wake properties. Lower Reynolds numbers approach sedimentation conditions that involve greater effects of the flow field around the particle in comparison to the wakes, and might better be treated using the approach of Batchelor (1972). Higher Reynolds numbers would yield more fully developed turbulent wakes, closer to the measurements of Uberoi & Freymuth (1970), and modify continuous-phase turbulence properties accordingly.

4.3. Spatial correlations

Measured two-point correlation coefficients of streamwise velocity fluctuations in the cross-stream and streamwise directions are illustrated in figures 3 and 4 for both the particle-air and water flows. In each case, the measurements are plotted as a function of streamwise or cross-stream distance, $x$ and $y$, normalized by the corresponding integral length scale. The measurements are

![Figure 2: Streamwise and cross-stream r.m.s. velocity fluctuations.](image1)

![Figure 3: Spatial correlation of streamwise velocity fluctuations in the cross-stream direction for low and moderate loads.](image2)
identified only according to particle size and continuous-phase fluid because particle number fluxes did not noticeably affect the correlations. Results only are shown for a single displacement direction, however, the correlations were symmetric within experimental uncertainties.

Ratios of Kolmogorov to integral length scales for the present dispersed flows are $<0.03$, and the Kolmogorov length scales are somewhat smaller than the LV measuring volumes; therefore, small-scale features near the origin are not captured by the results illustrated in figures 3 and 4. Consistent with theory, the variation of correlation coefficients with normalized distance is independent of dissipation rate and the ambient fluid. The correlations are also independent of particle size. As noted earlier, predictions of correlations based on the velocity profiles of wakes were not very satisfactory, probably due to increased mixing rates and distortion of the wakes by continuous-phase turbulence. However, simple exponential functions, $\exp(-y/L_m)$ and $\exp(-x/L_m)$, are seen to provide reasonably good fits of the somewhat scattered data. An exception involves large separation distances for the correlation in the streamwise direction, where measured values are consistently higher than the exponential fits. Similar long tails of correlations in the streamwise direction were found from the predictions even though the predicted shapes of the correlations were not very satisfactory (Parthasarathy & Fuchs 1990). This suggests that the streamwise tails of the correlations are caused by the relatively large aspect ratios of wakes, analogous to the observed large levels of anisotropy.

Measured integral length scales in the streamwise and cross-stream directions for both the particle air and water flows, are illustrated in figure 3. The dimensionless length scales are plotted as a function of the dissipation factor as suggested by [12]. The following empirical fits of the measurements also are shown on the plots:

$$L_m/c_{m}^3 = \frac{C_m}{\left(\frac{d}{d} \lambda(U)^{2/3}\right)^{1/3}}$$

where $\lambda = von$ and $C_m = 14$ and $C_u = 54$. Equations [14] provide a reasonable fit of the integral length scale measurements. The main exception involves $L_m$ for the present particle-air measurements, where there is significant scatter about the fitted curve. However, these conditions also exhibit relatively large scatter for $(\varepsilon_{v}^{1/3})$ in figure 2, so that measurement difficulties due to the smaller value of cross-stream than streamwise velocity fluctuations may be the source of the problem. Additionally, some systematic effects of particle size can be seen, with results for the smallest and largest particles tending to be consistently above and below the fitted line, respectively. However, the degree of these variations is not significant in comparison to the experimental uncertainties of the measurements.

An interesting feature of the measurements in figure 3 is that the dimensionless length scales increase according to the 0.9 power of the dissipation factor. This is substantially lower than the 3.2 power estimate of [12], which was based on the correspondence between integral and dissipation length scales. An explanation of the reduced effect of the dissipation factor on integral length scales is that high values of the dissipation factor imply large relative turbulence intensities within the flow (see figure 2). This tends to increase mixing rates and distortion of the wakes, and reduces the streamwise distance to the point where the velocity defect within the wakes becomes comparable to ambient velocity fluctuations. These effects should tend to reduce integral length scales, with corresponding reductions in the rate of increase of the length scales with increasing dissipation factor.

The integral length scales exhibit significant anisotropy, with $L_m/L_w$ roughly 3.9 over the range of the measurements, which is typical of shear flows like wakes (Hinze 1975). Additionally, the fitted correlations for the length scales of [14] have a relatively weak dependence on $c$ and $U$. The particle property dependence is roughly proportional to $4C_m^{1/3}$ which has not been varied to a great degree over the experiments (only a standard deviation of roughly one-third from the mean-value of this parameter). This accounts for the modest changes of integral length scales over the present range of test conditions.
The relatively large range of length scales of the continuous phase, in spite of relatively low particle Reynolds numbers, is an interesting feature of the present flows (Parthasarathy & Faeth 1990). This can be quantified from (14) and the expression for the Kolmogorov length scale, as follows:

\[ L_\kappa = L_p \left( \frac{U_p}{\nu} \right)^{1/3} \left( \frac{d(\theta/d)}{U_p} \right)^{1/2} \]

(15)

For both the particulate and water flows, \( L_\kappa \) is in the range 150–300, with \( L_\kappa \) proportionally smaller according to the integral length scale anisotropy ratio. This relatively large range of length scales, in spite of low particle and wake Reynolds numbers, is caused by the contribution of mean velocities in particle wakes to flow properties because particle arrival rates are random. Equation (15) implies that the length scale ratio increases with increasing \( U_p \) and \( \theta \); however, the rates of increase are relatively weak so that variations of \( L_\kappa \) are not large over the range of the particle/wake and water experiments.

4.4 Temporal spectra

Measured temporal power spectral densities of streamwise and cross-stream velocity fluctuations, \( E_1(f) \) and \( E_2(f) \), are plotted as a function of frequency, \( f \), in figures 6 and 7. The spectra and the frequencies have been normalized by the corresponding velocity fluctuations and temporal integral scales. The measurements are for particle/wake flows and are limited to the lowest loadings for each particle size so that effects of mean velocities are small. Conditions at the onset of step noise due to the sample-and-hold signals of the LV processor are marked on the plots, based on estimates from Adrian & Yao (1987); measurements at higher frequencies should be ignored. Predicted spectra, ignoring contributions of wake turbulence that primarily appear beyond the step-noise limit, are also shown on the plots. Similar results for the particle/wake flows can be found in Parthasarathy & Faeth (1990); however, measurements and predictions for the particle/wake and water flows are nearly the same.

Effects of particle size and loading on the measured temporal spectra are small in comparison to experimental uncertainties. Dimensionless frequencies corresponding to the Kolmogorov microscale regime \( f_T = T/L_\kappa \) and \( f_T = T/L_\kappa \) are in the range 60–180; unfortunately, measurements are not available in this region due to the intrusion of step noise. The spectra decay for dimensionless frequencies in the range \( 10^{-1} \)–\( 10^{1} \). As noted earlier, the relatively large range of timescales for low wake Reynolds numbers is probably due to contributions from mean velocities in particle wakes. This view is supported by the properties of inertial-like regions and spectral decay. Rather than decaying according to \( f^{-1} \), typical of conventional turbulence, \( E_1 \) decays according to \( f^{-11} \) and \( E_2 \) according to \( f^{-11} \). The predictions based on mean velocity profiles in turbulent wakes, illustrated in figures 6 and 7, agree quite well with these trends. Even use of mean velocity profiles for laminar wakes yields similar behavior (Parthasarathy & Faeth 1990). This lack of sensitivity to the shape of mean velocity profiles in the wakes suggests that effects of distortion of the wakes by ambient turbulence may not have a large influence on normalized spectra in the range of frequencies that could be resolved. Additionally, direct contributions of wake turbulence, if present, only appear for dimensionless frequencies beyond the step noise limit, as noted earlier. Taken together, the properties of the temporal spectra appear to be largely governed by mean velocities in randomly-arriving particle wakes.
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Figure 6. Temporal power spectral density of streamwise velocity fluctuations.

![Figure 7](image7.png)

Figure 7. Temporal power spectra of cross-stream velocity fluctuations.

\[ T_L/\kappa = C_T C_p \left( \frac{d(\theta/d)}{U_p} \right)^{1/3} \]

(16)

where \( \nu = \mu \) and \( C_T = C_p = 2.5 \). The temporal integral scale measurements illustrated in figure 8 are limited and scattered, however, (16) provides a reasonable fit of the data. In this case, no particular trend with respect to particle size is observed. Similar to the correlation of length scales, the power of the dissipation factor is smaller than estimates based on the correspondence
between integral and dissipation length scales; 0.4 in [16] as opposed to 1.0 in [13]. Reasons for this behavior are analogous to those discussed in connection with the length scales.

The ratios \( T_z/\epsilon \) and \( T_z/\eta \) were discussed earlier. Based on [16], and the expression for the Kolmogorov time scale, the functional forms of these ratios are as follows:

\[
T_z/\epsilon = C_\eta (U_\text{rms}) (d \Theta/d^3 U)^{1/3}.
\]

Similarly to the length scale ratios of [15], the time scale ratio increases with \( U_z \), \( \epsilon \) and \( d \), but the rates of increase are relatively weak so the variation of \( T_z/\epsilon \) is not large over the range of the particle-laden water experiments.

5 CONCLUSIONS

The present investigation considered the properties of particle-generated turbulence in the continuous phase of homogeneous dilute particle-laden flows. The specific configuration involved nearly monodisperse glass spheres falling in stagnant air, to supplement earlier findings for particles falling in stagnant water. The combined data base involved the following conditions:

- Particle Reynolds numbers of 38-780;
- Particle number fluxes of 0.54-110.8 particle/m² s;
- Mean particle spacings of 8.2-218 mm;
- Rates of dissipation of 27-148,300 mm²/s²;
- Particle volume fractions <0.01%.

These conditions are relatively independent of flow conditions and presented as follows:

(a) Relative turbulence intensities and integral scales could be correlated as functions of the dissipation factor \( (d \Theta/d^3 U)^{1/3} \). However, use of these correlations outside the present test range is not recommended; higher relative turbulence intensities would involve significant effects of turbulence modulation; lower relative turbulence intensities would reduce turbulent distortions of particle wakes, and particle wake properties vary with Reynolds number—two potentially modifying flow properties from the findings.

(b) A number of features of particle-generated turbulence are similar to other homogeneous turbulent flows, in particular, the probability density functions of velocity fluctuations approximate Gaussian functions, and the large-scale features of spatial correlation coefficients and normalized turbulent spectra are relatively independent of flow conditions when plotted in terms of normalized distances and frequencies.

(c) However, a number of features of particle-generated turbulence are distinctly different from other turbulent flows, probably due to contributions from mean velocities in randomly-arriving particle wakes, for example, the degree of anisotropy of the flow is usually large \( \left( \langle u'^2 \rangle / \langle u'^2 \rangle - 1 \right) \), length scales correlate with wake properties and are essentially independent of the mean spacing between particles, and streamwise temporal spectra decay proportional to \( f^{-3} \) rather than \( f^{-5} \).

(d) A simplified model, based on linear superposition of randomly-arriving particle velocity fields, was helpful for interpreting and correlating many features of the flow. However, more information on the character of particle wakes at modest Reynolds numbers in turbulent environments is needed for qualitative assessment of this approach and a better understanding of the mechanisms controlling continuous-phase turbulence properties in these flows.
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SPHERE WAKES IN STILL SURROUNDINGS
AT-INTERMEDIATE REYNOLDS NUMBERS

by
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The wakes of spheres in a still environment were studied for sphere Reynolds numbers, Re, in the range 30-4000. The experiments consisted of towed spheres in quiescent baths of glycerin and water mixtures. Measurements included dye traces illuminated by a laser light sheet for visualization and laser velocimetry for streamwise velocities. The recirculation region on the downstream side of the sphere was stable and symmetric for Re < 200, stable and unsymmetric for 200 ≤ Re < 280, and unstable with vortex shedding for Re ≥ 280. Three wake regions were identified: a fast-decay region that only was observed when vortex shedding was present, followed in succession by turbulent and laminar wake regions. Vortex shedding increased the distance to the onset of the turbulent wake region by an order of magnitude due to the presence of the fast-decay wake region. Mean velocities within the turbulent and laminar wake regions scaled according to classical similarity theories, with transition between these regions at conditions where their estimates of mean streamwise velocities along the axis were the same: this occurred at a local wake Reynolds number, Rw = 10. Within the turbulent wake region, turbulence intensities along the axis were roughly 85% for Rw > 70; however, as the onset of the laminar wake region was approached, turbulence intensities along the axis were proportional to Rw⁻⁷⁄₄, which is consistent with scaling proposed earlier for the final decay period of axisymmetric wakes.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>= velocity decay exponent in fast-decay wake region</td>
</tr>
<tr>
<td>C</td>
<td>= constant for final decay period, Eq. (11)</td>
</tr>
<tr>
<td>Cd</td>
<td>= drag coefficient</td>
</tr>
<tr>
<td>d</td>
<td>= sphere diameter</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>= characteristic wake width, Eq. (3)</td>
</tr>
<tr>
<td>( \lambda_t )</td>
<td>= scaled characteristic wake width, Eq. (9)</td>
</tr>
<tr>
<td>r</td>
<td>= radial distance</td>
</tr>
<tr>
<td>R</td>
<td>= sphere radius</td>
</tr>
<tr>
<td>Re</td>
<td>= sphere Reynolds number, ( d U_0 / \nu )</td>
</tr>
<tr>
<td>Rw</td>
<td>= local wake Reynolds number, ( R U_0 / \nu )</td>
</tr>
<tr>
<td>( \bar{t} )</td>
<td>= time</td>
</tr>
<tr>
<td>( \bar{u} )</td>
<td>= mean streamwise velocity</td>
</tr>
<tr>
<td>( \bar{u}' )</td>
<td>= r.m.s. streamwise velocity fluctuation</td>
</tr>
<tr>
<td>( U_0 )</td>
<td>= streamwise sphere velocity</td>
</tr>
<tr>
<td>( (U_0 h) )</td>
<td>= velocity scale for turbulent wake region</td>
</tr>
<tr>
<td>x</td>
<td>= streamwise distance from center of sphere</td>
</tr>
<tr>
<td>( \nu )</td>
<td>= kinematic viscosity</td>
</tr>
<tr>
<td>( \theta )</td>
<td>= initial momentum thickness of wake, Eq. (1)</td>
</tr>
<tr>
<td>( \theta' )</td>
<td>= wake separation angle</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>= centerline value</td>
</tr>
<tr>
<td>cm</td>
<td>= uncorrected centerline value</td>
</tr>
<tr>
<td>tr</td>
<td>= transition from turbulent to laminar wake</td>
</tr>
<tr>
<td>o</td>
<td>= virtual origin condition</td>
</tr>
<tr>
<td>( \infty )</td>
<td>= ambient condition</td>
</tr>
</tbody>
</table>
Introduction

The flow associated with spheres has attracted attention due to numerous applications, e.g., dispersed particle-laden flows, sprays and rainstorms, among others. Recent work on the production of turbulence by dispersed phases,\textsuperscript{1,2} however, has shown the need for more information about the structure of sphere wakes at the intermediate sphere Reynolds numbers ($10^2 < \text{Re} < 10^3$) that are often encountered for drops and particles in sprays and other dispersed flows. Particularly important issues are the effects of turbulence and vortex shedding from the sphere and on wake structure, and the range of conditions where such effects are observed. Motivated by these observations, the objective of the present investigation was to measure flow properties near spheres at intermediate Reynolds numbers, with particular emphasis on properties within the wake.

Early studies of the flow associated with spheres at intermediate Reynolds numbers are discussed in the extensive series of review articles by Torobin and Gauvin,\textsuperscript{3} and references cited therein. Initial work emphasized drag and flow properties near the sphere, with later experimental and computational work along these lines reported by Pruppacher et al.,\textsuperscript{4} Rimon and Cheng\textsuperscript{5} and Roos and Willmarth.\textsuperscript{6} Subsequently, several studies focussed on the near wake of the sphere, including the nature of the recirculation zone behind the sphere and the characteristics of vortex shedding from this region.\textsuperscript{7-16} These results established that a recirculation zone begins to form at a Re of roughly ten, that this zone grows in size as the Re increases, and that vortex shedding from the sphere into the wake begins at roughly Re = 300 and continues to affect near-wake properties at higher values of Re in the intermediate Reynolds number regime. Within the intermediate Reynolds number regime, the configuration of vortices shed from the sphere involves closed-end double-helix vortex tubes unwinding from a cylindrical vortex sheet around the periphery of the sphere, giving the appearance of a vortex street passing into the sphere wake when viewed in crosssection.\textsuperscript{15,16} These results were obtained from flow visualization, however, so there is little quantitative information available about the effect of vortex shedding on wake properties.

Existing quantitative information about sphere wakes largely is limited to the turbulent wake, see Refs. 17-22 and references cited therein. This involves measurements in the wakes of various axisymmetric objects far enough downstream so that wake properties did not exhibit periodic behavior associated with vortex shedding and were controlled by the drag rather than the shape of the object. These measurements generally were completed for object (sphere) Reynolds numbers on the order of $10^4$ or greater, with local wake Reynolds numbers on the order of $10^2$ or greater. Thus, the properties of wakes for intermediate Reynolds numbers, or even whether turbulent wakes are present for such conditions, are unknown in spite of the importance of this Reynolds number range for dispersed multiphase flows.\textsuperscript{1,2}

The present investigation was undertaken to provide new information about the structure of the flow near and in the wakes of spheres at intermediate sphere Reynolds numbers. This included visualization of the flow near the spheres to provide information about the recirculation zone and vortex shedding into the wake, measurements of mean streamwise velocities both near the spheres and in their wakes, and measurements of r.m.s. velocity fluctuations along the flow axis with velocity measurements extending to conditions where the wakes were laminar. The experiments involved spheres towed through quiescent water and glycerol mixtures to achieve sphere Reynolds numbers in the range 30-4000. Within both the turbulent and laminar portions of the wakes, velocity measurements were compared with classical similarity correlations as well as correlations of turbulence properties in wakes,\textsuperscript{18-27} in order to help define conditions for the transition between these regimes and the scaling of turbulence properties at intermediate wake Reynolds numbers.
The paper begins with a description of experimental methods and test conditions, and a summary of mean velocity scaling from similarity theories. Flow visualization is then used to assess experimental conditions and to identify the major features of the flow near the spheres, including conditions for the onset of vortex shedding. The paper concludes with discussion of the velocity measurements, considering flow near the spheres, along the axis and in the turbulent and laminar wake regions, in turn.

Experimental Methods

Apparatus

A sketch of the test apparatus appears in Fig. 1. The experiment involved traversing a sphere through a still liquid bath and observing flow properties at the center of the bath. The liquid bath was filled to a depth of 875 mm within a windowed tank (413 x 535 x 910 mm). The sides and bottom of the tank were covered with insulation (not shown in Fig. 1) to minimize natural convection disturbances, except for small openings where optical access was needed. The bath liquid was either water or a glycerol mixture so that a range of sphere Reynolds numbers could be considered using a sphere of fixed size and a modest range of velocities to control spatial resolution requirements and uncertainties of velocity measurements.

The test sphere was a 10 mm diameter plastic ball (polished polycarb ball, ± 50 µm radius tolerance, sphericity within 50 µm, surface roughness less than 16 µm). The sphere was mounted on a 125 µm diameter stainless steel wire which passed horizontally through its center and sealed with epoxy. The wire was mounted in tension between two struts that could be traversed down the corners of the tank. Tests with no sphere present showed that disturbances from the wire support system were negligible in comparison to background disturbances in the bath over the region where measurements were made. Additionally, the arrangement was sufficiently rigid so that sphere vibrations during a traverse could not be detected.

The traversing system involved a counterbalanced mounting plate, which could move along a linear bearing system, to support the struts. The motion of the plate was controlled by a stepping motor driven linear positioner (Daedal, Model 008-2686 single-axis positioner). The positioner was programmed so that it accelerated to the appropriate sphere velocity (147-476 mm/s) in the first 150 mm of travel, just prior to entering the bath. The test velocity was maintained for the next 700 mm (300 mm beyond the measuring station) before decelerating to a stop at the bottom of the tank in the last 150 mm of travel. The arrangement provided test sphere velocities with an accuracy of 1%, with velocity variations within this range for the constant speed portion of the traverse.

Instrumentation

Flow Visualization

Light sheet illuminated dye traces were used to observe the recirculation region behind the sphere and the vortex shedding process, similar to past work. This was done by painting a liquid soluble dye (Higgins drawing ink no. 4085) near the forward stagnation point of the sphere and photographing the dye trace after illumination by a vertical light sheet passing through the axis of the flow. The light sheet was formed by focussing the 488 nm line of an argon-ion laser with a spherical lens to yield a waist diameter of 200 µm, and then spreading the beam with a cylindrical lens to illuminate a 300 mm section along the axis of motion. The resulting dye pattern was photographed using an SLR camera (3200 ASA black and white film) with exposure times of 1-4 ms to stop the motion of the fluid (the sphere displacement generally was less than 1 mm during the time of exposure).
Laser Velocimetry

The laser velocimeter was identical to the fixed channel arrangement used by Parthasarathy and Faeth\(^1\) and will be described only briefly. A dual-beam forward-scatter configuration was used, based on the 488 nm line (100-200 mW) of an argon-ion laser. The measuring volume had a diameter and length of 0.1 and 1.2 mm. Directional bias and ambiguity were eliminated using a Bragg-cell frequency shifter. The bath liquid was seeded with titanium dioxide particles (2.8 \(\mu\)m nominal diameter) to provide data rates in the range 0.5-2 kHz. The velocities were found from the low-pass filtered analog output of a burst-counter signal processor, using a 12 bit a/d converter operating at a constant sampling frequency (1-4 kHz). The data for each traverse were stored in a 120 k buffer memory and then transferred to a laboratory computer for processing and storage.

The laser velocimeter measuring location was fixed; therefore, the trajectory of the sphere was traversed to observe various points in the flow. The streamwise traverse was carried out by the motion of the sphere itself, with distances known from the position indicator of the linear positioner after finding the position of the measuring volume of the laser velocimeter by aligning it with the center of the sphere. Positioning accuracy in the streamwise direction was controlled primarily by uncertainties of locating the center of the sphere at the measuring volume and the time between samples, yielding an uncertainty of 0.4 mm. Crossstream traverses were carried out by moving the wire support points with a manual traversing system attached to the struts, yielding a positioning accuracy of 0.2 mm. The overall alignment was checked periodically by observing the position of the sphere relative to fixed reference points using a cathetometer.

Measurements were carried out by ensemble averaging results from 20-120 traverses at a particular radial position and sphere Reynolds number. The number of traverses was selected to control the experimental uncertainties and were large in regions where effects of vortex shedding were important (due to large traverse-to-traverse variations of flow properties) and when r.m.s. velocity fluctuations were sought. This approach was tractable for present measurements because operation of the traversing system was computer controlled, allowing a traverse to be completed and data recorded, the sphere to be returned to its original position, and the next traverse to be initiated after bath disturbances from the sphere motion were sufficiently decayed (specified to be \(\bar{u}/U_1 < 0.5\%\)). Reestablishing a quiescent bath normally required a 4-8 minute separation between traverses.

Experimental uncertainties varied with sphere Reynolds number and position in the wake, with measurements in the far wake terminated when background disturbances became significant in comparison to wake velocities. For data reported here, uncertainties (95\% confidence) of mean streamwise velocities were less than 13\%, and those of r.m.s. stream-wise velocity fluctuations were less than 25\%. All measurements were repeatable within these ranges over a period of testing of several months. These uncertainties are high in comparison to conventional laser velocimeter measurements due to the relatively low velocities and the ensemble averaging technique of the present tests.

Test Conditions

Test conditions are summarized in Table 1. A single 10 mm diameter sphere was used over a relatively narrow range of sphere velocities; therefore, Reynolds numbers mainly were varied by using either water or glycerol solutions ranging up to 81\% glycerin by mass. The densities and viscosities of the test liquids were measured periodically during testing with a hydrometer and a Cannon/Fenske viscometer. The kinematic viscosities of the bath liquid varied in the range 1.02-42.0 mm\(^2\)/s. Effects of bath temperature changes on kinematic viscosities were compensated by adjusting the sphere velocity to obtain the desired sphere Reynolds number.
Drag coefficients for the various sphere Reynolds numbers generally were computed from correlations due to Putnam\textsuperscript{28} and Küttel et al.\textsuperscript{29} The one exception was Re = 280, which was at the onset of vortex shedding where the existing drag correlations were suspect; therefore, $C_D$ at this condition was found from the measured velocity defect in the wake. Values of the initial momentum thickness of the wakes then were computed as follows:\textsuperscript{21}

$$\theta = (C_D d^2/\rho)^{1/2}$$

(1)

The last column in Table 1 is $(U_0)_c$, which is a velocity scale for the turbulent portion of the wake that will be considered later.

**Wake Similarity**

**Turbulent Wake**

The results of classical similarity analysis of wake properties are helpful for interpreting the measurements and identifying turbulent and laminar wake regimes. It is well known that mean velocity distributions in high Reynolds number axisymmetric turbulent wakes, far from the drag-producing object, correlate reasonably well with results of similarity analysis based on constant eddy viscosity over the wake cross section, in spite of the crudeness of these approximations, see Uberoi and Freymuth\textsuperscript{19} and references cited therein. Based on results appearing in Tennekes and Lumley,\textsuperscript{21} this yields the following expression for streamwise mean velocities:\textsuperscript{1}

$$\bar{u}/U_0 = 2.23 \left((x-x_0)/\theta\right)^{-2/3} \exp\left(-r^2/2 \theta^2\right)$$

(2)

where the characteristic width of the wake is given by

$$\theta/\theta = 0.47 \left((x-x_0)/\theta\right)^{1/3}$$

(3)

and $x_0$ is the virtual origin of the flow. The local wake Reynolds number based on the centerline velocity and characteristic wake width then becomes:

$$Re_w = \frac{L}{\theta} \frac{\bar{u}_c}{\nu} = 1.048 \left(\theta^2 U_0 \right) (x-x_0)^{-1/3}$$

(4)

The similarity results of Eqs. (2)-(4) yield $\bar{u}_c = (x-x_0)^{-2/3}$, $L = (x-x_0)^{1/3}$ and $Re_w = (x-x_0)^{1/2}$ in fully-developed turbulent wakes far from the source — the last implying eventual transition to a laminar wake as $Re_w$ becomes small if the surroundings are quiescent.\textsuperscript{21}

**Laminar Wake**

Laminar wake regions also were observed during the experiments. Streamwise mean velocities in this region are given by classical similarity analysis, as follows:\textsuperscript{23}

$$\bar{u}/U_0 = \left(\theta^2 U_0 / 4\nu (x-x_0)\right) \exp\left(-r^2/2 \theta^2\right)$$

(5)

where

$$L/\theta = (2\nu (x-x_0) / \theta^2 U_0)^{1/2}$$

(6)

From Eqs. (5) and (6), the local wake Reynolds number based on the centerline velocity and characteristic width in the laminar wake regime becomes:

$$Re_w = \frac{L}{\theta} \frac{\bar{u}_c}{\nu} = \left(\theta^2 U_0^2 / 8\nu^3 (x-x_0)^{1/2}\right)$$

(7)

The mean velocity, $\bar{u}$, has been used in Eqs. (5)-(7) even though an average normally has no relevance for a steady laminar flow. This was done because present values of $\bar{u}$ were obtained as ensemble averages which were influenced to some extent by background disturbances in the bath due to the low velocities in the laminar wake region.

The classical similarity results of Eqs. (5)-(7) yield $\bar{u}_c = (x-x_0)^{-1}$, $L = (x-x_0)^{1/2}$ and $Re_w = (x-x_0)^{1/2}$ in the fully developed laminar wake region. Thus, the similarity theories imply that the rates of decay of the velocity and wake Reynolds number, and the rate of growth of the width of the wake, are larger for laminar than turbulent wakes.

**Results and Discussion**
Flow Visualization

Flow visualization is considered during most investigations of the flow near spheres and other axisymmetric bodies at intermediate Reynolds numbers. Similar observations were made during the present investigation to verify flow behavior in the present test apparatus and to visualize the flow in wake after vortex shedding had begun.

Photographs of the light-sheet illuminated dye traces for sphere Reynolds numbers in the range 40-280 appear in Fig. 2. This range is representative of conditions where vortex shedding is not present, Re < 240, up to conditions where vortex shedding just begins, Re = 280. In the region where they overlap (Re < 200) present observations are very similar to those of Nakamura for freely falling spheres, except for minor effects due to different methods of introducing the dye. This suggests that the present horizontal wire support did not have a significant effect on flow properties near the sphere. For 20 ≤ Re < 200 (the former being the lowest value considered) a stable and symmetric recirculation zone is attached to the downstream side of the sphere, with the size of the recirculation zone progressively increasing as Re increases. Throughout this region, dye traces leaving the downstream end of the recirculation zone were smooth and gave little evidence of unsteady or turbulent-like behavior over the region where they could be seen. For 200 ≤ Re ≤ 240, the recirculation zone still remained attached and stable, however, it generally was no longer symmetric. Additionally, the dye traces leaving the recirculation zone were still released along the axis and was only slightly more irregular than for Re < 200. As is evident from Fig. 2, however, behavior changed significantly at Re = 280 where vortex shedding began. Typical of behavior at higher Re, where effects of vortex shedding on wake properties were very significant, the recirculation zone was very unsymmetric and the dye trace leaves the recirculation zone near its edge. The properties of vortex shedding will be discussed later in more detail, based on visualizations extending farther into the wake.

A more quantitative assessment of the flow properties near the sphere for both wire mounted and freely-falling spheres can be obtained from the results illustrated in Fig. 3. This is a plot of the half angle between the attachment points of the recirculation zone, θ', as a function of sphere Reynolds number for conditions where the recirculation zone was stable and symmetric (Re < 200). Results for freely falling spheres from Ref. 5 are shown on the plot along with present measurements. Present measurements are in good agreement with those of Nakamura, except at Re = 20 where the different methods of introducing the dye probably is a factor. The earlier results of Taneda (cited in Ref. 5) also disagree with other measurements in this region because they were affected by drift of the aluminum particles he used to visualize the flow at low Re, as discussed by Nakamura.

As noted earlier, the wake flow transitioned at Re = 280 so that the recirculation zone was no longer stable and vortex shedding began. This observation is in good agreement with results for freely falling spheres, suggesting small effects of the wire support on the vortex shedding process, e.g., Magarvey and MacLachy and Goldberg and Florsheim report Re = 300 and 270, respectively, for this transition for freely falling spheres.

Light-sheet illuminated dye traces, extending roughly fifteen sphere diameters into the wake, are illustrated in Fig. 4 for Re in the range 400-4000 where vortex shedding was present. While these dye traces are representative, there is significant variation from one traverse to the next due to the unsteady behavior of the vortex shedding process. Not surprisingly, increasing sphere Reynolds numbers yield dye traces having finer scaled features. Nevertheless, the large-scale back and forth distortion of the dye traces is consistent with the double helix vortex tube structure thought to represent the vortex shedding process, even at the highest sphere Reynolds number illustrated in Fig. 4. Additionally, the vortex-like (swirling) features seen near the outer boundary of the dye
traces (particularly at Re = 700, 960 and 2000) are suggestive of behavior near nodal points of the double helix structure. Comparing the traces near the end of the recirculation zone in the presence and absence of vortex shedding (cf. Figs 2 and 4) it is evident that vortex shedding has a significant effect on wake properties; subsequent results will show that this involves the appearance of a fast-decay wake region and delay of the onset of the turbulent wake region.

**Flow Near Sphere**

Measurements of complete streamwise velocity distributions near the sphere were limited to conditions where effects of vortex shedding were either weak (Re = 280) or absent (Re < 280). This was necessary because unsteady effects due to strong vortex shedding, particularly at off-axis positions, required excessive numbers of traverses to obtain statistically significant mean velocities.

Present measurements of mean streamwise velocities near the sphere are plotted as a function of radial distance in Fig. 5. Results are shown at Re = 90, 170 and 280 for x/d = -1.5, -0.8, 0.75, 1.0 and 2.0 (negative values of x/d implying planes in front of the sphere). The velocity disturbance in at x/d = -1.5 is relatively small, with maximum values at the axis less than 5% of the sphere velocity. At x/d = -0.8, however, values of \( \overline{U}/U_s \) reach 30% at the axis with the velocity disturbance extending to \( r/R = 2 \) due to acceleration of the flow over the front of the sphere. Effects of Re on \( \overline{U}/U_s \) are more prominent behind the sphere, with higher values of Re yielding higher values of \( \overline{U}/U_s \) near the axis. Values of \( \overline{U}/U_s \) greater than unity are observed in this region due to backflow toward the rear stagnation point of the sphere in the recirculation zone, see Fig. 2. There is a consistent trend that the maximum streamwise velocity is slightly off axis at x/d = 0.75, and 1.0; this is reasonable due to deceleration of the backflow as it approaches the rear stagnation point at x/d = 0.5. For x/d ≤ 1, the flow width is roughly \( r/R = 1.5 \) but by x/d = 2 the width has increased to roughly \( r/R = 2 \) as the radial growth of the wake begins. Limited observations indicated that these dimensions were relatively independent of the presence or absence of vortex shedding.

**Mean Velocities at Wake Axis**

Streamwise mean velocities along the wake axis are illustrated in Fig. 6 for conditions where vortex shedding has a strong effect on mean velocities (Re = 400, 960 and 4000) and in Fig. 7 for conditions where effects of vortex shedding are either weak (Re = 280) or absent (Re = 35, 60, 90 and 170). The results are plotted as a function of x/\( \theta_0 \), or (x-x_0)/\( \theta_0 \) with x_0/\( \theta_0 \) = 1 as described later so that they can be related to the similarity expressions for turbulent and laminar wakes, Eqs. (2) and (5). The measurements on the plots begin relatively close to the rear stagnation point of the sphere, x/\( \theta_0 \) or (x-x_0)/\( \theta_0 \) of roughly two or x/d in the range 0.5-1.0. The measurements are ended when wake velocities are too low in comparison to background disturbances to maintain the experimental uncertainties specified earlier.

The first feature evident from the results illustrated in Figs. 6 and 7 is the increase of velocity with increasing distance very near the sphere. This behavior is caused by stagnation of the backflow along the axis of the recirculation zone as the sphere is approached. The maximum velocity along the axis, however, is reached relatively close to the sphere, at \( x/\theta_0 \) = 4.6 or x/d = 1.4 ± 0.2, with the maximum tending to approach the sphere when the recirculation zone becomes smaller as Re decreases.

When vortex shedding is present, Re ≥ 280, mean velocities along the axis initially exhibit a more rapid decay than farther into the wake (cf. Figs. 6 and 7). The rate of decay in this region tends to decrease as Re decreases toward the onset of vortex shedding. For
example, if $\bar{u} / U_s = x^a$ in the fast-decay wake region, maximum values of $a$ are 1.8, 1.7, 1.6 and 1.2 for $Re = 4000, 960, 400$ and 280, respectively. Thus, the strength of the vorticity being shed from the sphere affects the enhancement of near-wake mixing rates. Velocities in the fast decay wake also exhibited large variations from one traverse to the next so that numerous traverses were required to obtain mean velocities with reasonable experimental uncertainties in this region. This behavior probably was caused by random orientation of the double helix vortex structure in the circumferential direction and variations of the phase of vortex shedding at the point where measurements were made.

The end of the fast decay wake, and regions behaving like turbulent and laminar wakes, were identified using the classical similarity expressions of Eqs. (2) and (5). It was found that laminar wake behavior was in good agreement with Eq. (5), after choosing $x_o / \theta = 1$; therefore, these correlations are entered directly for $Re$ in the range 35-280 where laminar wakes were observed (Fig. 7). Additionally, the turbulent portions of the wakes were in fair agreement with Eq. (2) using the same value of $x_o / \theta$ when eddy shedding was absent but the plots were offset when eddy shedding was present due to the influence of the fast-decaying wake region on the virtual origin. Thus, in order to display conditions for transition between various wake regimes, with no change of virtual origin, a generalized correlation for the turbulent wake region was developed from Eqs. (2) and (3) as follows:

$$\bar{u} / U_s = (U_o / U_s) ((x-x_o) / \theta)^{2/3} \exp(-x^2 / 2 \epsilon \theta^2)$$

(8)

where

$$\epsilon \theta / \theta = (U_s / 2 (U_o / \theta))^{1/2} ((x-x_o) / \theta)^{1/3}$$

(9)

The values of the parameter $(U_o / U_s)$ were selected to provide the turbulent wake fits illustrated in Figs. 6 and 7; the values used are summarized in Table 1 for each $Re$ considered. The parameter $(U_o / U_s) = 2.23$ for exact agreement with Eq. (2); present measurements agree with this estimate for $Re \leq 400$, with an average value and standard deviation of 2.2 and 0.3 over this Reynolds number range. Results at $Re = 960$ and 4000 exhibit lower values of $(U_o / U_s)$, near unity, which are consistent with the value of 0.9 found for the measurements of Uberoi and Freymuth19 for the turbulent wake of a sphere at $Re = 8600$. Naturally, scaling at high $Re$ is normally handled by changing the location of the virtual origin instead of the present approach.

The results plotted in Fig. 6 indicate that the turbulent wake region is reached for $x / \theta = 200$ for $Re \geq 960$, which corresponds to $x/d$ in the range 40-50; this is comparable to other observations of the onset of fully-developed turbulent wake properties for spheres and other blunt objects for $Re > 1000$ (which involve vortex shedding from the object).17-19 In contrast, when vortex shedding is absent, Fig. 7 for $Re \leq 170$, the onset of the turbulent wake region is reached at $(x-x_o) / \theta \leq 4$, which corresponds to $x/d \leq 1.7-2.5$: this is comparable to Chevray’s20 observation of a rapidly developing turbulent wake behind a slender spheroid at $Re = 458,000$ (based on the body diameter) for conditions where vortex shedding also is absent. Chevray20 also points out that his behavior agrees with Townsend’s30 prediction that the self-preserving turbulent wake should develop rapidly if production of turbulence within the separation region is small, i.e., stronger turbulence production in the presence of vortex shedding both enhances mixing rates in the fast-decaying wake and causes the onset of the turbulent wake region to be deferred. Conditions at $Re = 400$ and 280 (Figs. 6 and 7) represent intermediate behavior as the onset of vortex shedding is approached; at $Re = 400$, onset of the turbulent wake region occurs near $x/\theta = 300$ or $x/d = 80$ while at $Re = 280$, onset occurs near $x/\theta = 20$ or $x/d = 5$. It is not surprising that $x/d$ for onset of the turbulent wake becomes smaller as the onset of vortex shedding is approached; however, additional study is needed to establish that different relative rates of decay of vortices shed from the sphere and development of turbulence yield a maximum in the streamwise distance required to develop a turbulent wake structure for $Re < 10^3$. 
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For $Re \leq 280$, the measurements extended far enough so that a laminar wake region scaling according to Eq. (5) was reached (see Fig. 7). It is seen that the transition from turbulent to laminar wake behavior occurs where the two similarity expressions for $\bar{U}/U_s$ cross: Eq. (2) for the turbulent wake because $(U_0)/U_s = 2.23$ for this range of $Re$ and Eq. (5) for the laminar wake. Thus, an expression for the transition condition can be obtained by equating Eqs. (2) and (5) to yield:

$$\frac{(x-x_0)/\theta}{\theta} = 1.41 \times 10^{-3} (\theta U_g/\theta)^3$$

(10)

where this expression only has been established for $Re < 400$. Substituting Eq. (10) into either Eq. (4) or Eq. (7) yields a wake Reynolds number at transition from the turbulent to laminar wake regimes of $Re_{wtr} = 9.4$. Tennekes and Lumley\textsuperscript{21} note that this transition should take place for $Re_{wtr}$ on the order of unity. This is not in disagreement with present findings in view of the somewhat arbitrary selection of velocity and length scales in the definition of $Re_w$ and the range of $(x-x_0)/\theta$ required to complete transition from turbulent to laminar wake behavior.

**Turbulent Wake Region**

The scaling of streamwise mean velocities along the axis in the turbulent wake region, and the agreement with the correlations of Eqs. (2) and (8), is evident from the results plotted in Figs. 6 and 7. Thus, only the radial scaling of mean streamwise velocities in the turbulent wake, and the variation of turbulence intensities along the axis, will be considered in the following.

The radial profiles of mean streamwise velocities in the turbulent wake region are illustrated in Fig. 8. In addition to present measurements, results from Uboeri and Freytmuth\textsuperscript{19} for a sphere having a $Re = 8600$ and Chevray\textsuperscript{20} for a slender body having a $Re = 458.000$ (which involve conditions where vortex shedding is present and absent, respectively) are shown on the plots. Variations of the virtual origin are handled by scaling in terms of $(U_0)/U_s$ through Eqs. (8) and (9) as before. The value of $(U_0)/U_s = 0.9$ for the measurements of Uboeri and Freytmuth,\textsuperscript{19} which is comparable to present results when effects of vortex shedding are strong, as noted earlier. The value of $(U_0)/U_s = 3.0$ for the measurements of Chevray,\textsuperscript{20} the higher value being typical of present measurements when vortex shedding is either absent or weak, see Table 1.

All the results illustrated in Fig. 8 are seen to be reasonably correlated with each other and with the Gaussian velocity distribution function found from simplified similarity theory for the self-preserving turbulent wake.\textsuperscript{21} Present measurements are identified by $x/d$ but they extend over the full range where $\bar{U}/U_s$ agrees with turbulent wake scaling in Fig. 7. Thus, results illustrated in Fig. 8 extend from $Re_w > 90$ for measurements from Refs. 19 and 20 down to $Re_w = 10$ near transition to laminar wake behavior for the present measurements, with effects of vortex shedding both present and absent. Clearly, mean velocity distributions within turbulent wakes generally are independent of these factors, upon appropriate definition of a virtual origin or a velocity scale like $(U_0)_h$.

The relative insensitivity of mean velocities within turbulent wakes to the specific properties of the turbulence are highlighted by considering streamwise r.m.s. velocity fluctuations along the axis. These results are plotted in terms of the turbulence intensity at the axis, $(\bar{U}^2/\bar{U})_{c}$, as a function of $x/d$ in Fig. 9. The measurements of Uboeri and Freytmuth\textsuperscript{19} are shown in the figure, along with present measurements for $Re$ in the range 280-4000 (present measurements were not feasible at lower values of $Re$ because excessive numbers of transverse were required to establish reliable values of $\bar{U}_c$ due to low signal-to-noise ratios). Results for the full range of $x/d$ for the measurements are illustrated with the portion in the turbulent wake region (or the fully-developed turbulent wake region
identified in Ref. 19) denoted by darkened symbols. These results have not been corrected for background disturbances due to uncertainties about these effects in the strongly directed near-wake region. Outside this region, the corrections are small except for the latter parts of the wakes for $Re \leq 960$; corrected results for the turbulent wakes will be considered subsequently.

Present measurements of $(\bar{u}/\bar{u}_c)$ within the turbulent wake region at $Re = 4000$ are in reasonably good agreement with Uberoi and Freymuth in Fig. 9: turbulent intensities are nearly constant at roughly 85% and the onset of this regime is in the range $x/d = 40-60$. Thus, within this regime, $\bar{u}_c = (x-x_0)^{2/3}$ from Eq. (2) as observed during a number of past studies. For $Re \leq 960$, however, turbulence intensities in the turbulent wake region progressively decrease with decreasing $Re$; nevertheless, even though these turbulence intensities are low in comparison to the standards of high Reynolds number turbulent wakes, they are still comparable to values found in the actively turbulent flows, e.g., near the axis of turbulent jets and pipe flows. Additionally, at these lower Reynolds numbers, there is a tendency for the turbulence intensity to decrease with increasing distance: this is particularly evident beyond the initial development region for $Re = 280$ (i.e., $x/d \geq 40$) where present measurements captured an extended turbulent wake region. Such behavior is expected as the turbulent wake decays toward transition to the laminar wake region and will be considered in more detail later.

Effects of vortex shedding on turbulence intensities in the near wake region also can be seen from the results plotted in Fig. 9. For present measurements at $Re = 4000$, the turbulence intensity reaches a peak near $x/d = 10$, due to strong effects of vortex shedding, and then decreases as the vortex pattern decays; subsequently, the development of wake turbulence causes the turbulence intensity to increase again and finally become nearly constant in the self-preserving wake region (this latter portion corresponding to behavior seen by Uberoi and Freymuth at comparable $Re$). With strong effects of vortex shedding at low $Re$, e.g., $Re = 960$ and 400, the peak in turbulence intensity due to vortex shedding still is evident near the sphere, however, the intensity subsequently decays monotonically to conditions in the turbulent wake region. For $Re = 400$, the maximum turbulence intensity due to vortex shedding is largest in comparison to values in the turbulent wake region, roughly 2.5 times larger; thus, the greater decay required to reach turbulent wake conditions probably accounts for the larger $x/d$ required to reach self-preserving turbulent wake conditions, as noted earlier. Finally, when vortex shedding is weak, $Re = 280$, there is no peak in the turbulence intensity prior to the turbulent wake region and the onset of this region (with respect to the mean velocity distribution) occurs close to the sphere; however, turbulence still develops near the sphere, reaching a maximum intensity near $x/d = 40$, which is representative of the development region for high Reynolds number turbulent wakes.

The character of the decay of turbulence during approach to transition from turbulent to laminar wake behavior (with respect to mean velocities) is illustrated in Fig. 10. Present data on this figure has been corrected for ambient disturbances in the usual manner, i.e., $\bar{u}_c^2 = \bar{u}_c^{2m} - \bar{u}_m^2$, where $\bar{u}_c^{2m}$ is the initial measured value and $\bar{u}_m^2$ is the both disturbance level prior to traversing the sphere. The results involve turbulence intensity at the wake axis plotted as a function of the local wake Reynolds number. The findings of Carmody and Uberoi and Freymuth at high wake Reynolds numbers are shown on the plot along with present results at moderate wake Reynolds numbers. These measurements involve fully-developed turbulent wake conditions observed at $x/d \geq 40$ for Uberoi and Freymuth and present tests, and at $x/d = 15$ for the high Reynolds number results of Carmody.
Taken together, the results illustrated in Fig. 10 suggest a reasonable correlation of wake turbulence properties in terms of the wake Reynolds number. For \( \text{Re}_w > 70 \), turbulence intensities along the axis are nearly constant with \( \overline{u}'/\overline{u}_c \) in the range 0.85-0.92. At lower wake Reynolds numbers, however, turbulence intensities rapidly decrease (in terms of \( \text{Re}_w \)) in the final decay period as conditions for transition to a laminar wake are approached. Several proposals for the decay of turbulence energy in the final decay period have been made;\(^{24-27}\) present results are in reasonable agreement with estimates for axisymmetric wakes,\(^{25,27}\) where \( \overline{u}^2 - t^{-5/2} \). Noting that \( x = U_m t \) for the fully developed turbulent wake region (\( x/d \geq 40 \)) then yields the following relationship between turbulence intensity and local wake Reynolds number, using Eqs. (2) and (4):

\[
\overline{u}'/\overline{u}_c = C \text{Re}_w^{1/4}
\]

(11)

The best fit of present data (10 < \( \text{Re}_w < 30 \)) yields \( C = 1.3 \times 10^{-3} \) with a standard derivation of \( 4 \times 10^{-4} \).

The best fit correlation of Eq. (11) is plotted in Fig. 10, where it is seen to provide a reasonable fit of present measurements for various values of \( \text{Re} \) and 10 \( \leq \text{Re}_w \leq 30 \). If the same decay law was adopted from the laminar wake region, Eqs. (5) and (7) yield \( \overline{u}_c = \text{Re}_w^{1/2} \), which implies a much slower decay rate in terms of \( \text{Re}_w \) for laminar than turbulent wakes. Unfortunately, experimental evaluation of the transition of velocity fluctuations from turbulent to laminar wake behavior was not possible due to limitations of experimental uncertainties. Finally, the alternative final decay behavior proposed by Tan and Ling,\(^{26}\) \( \overline{u}^2 \sim t^{-2} \), yields \( \overline{u}'/\overline{u}_c \sim \text{Re}_w^{0} \) and \( \text{Re}_w \) in the laminar and turbulent wake regions, the latter yielding a much slower rate of decay than present observations.

**Laminar Wake Region**

In view of the relatively large velocity fluctuations in the region after transition to laminar wake behavior seen in Fig. 9, and the relatively slow decay rates of turbulence in the laminar wake region discussed in connection with Fig. 10, it is useful to conclude by considering mean velocity distributions in the laminar wake region. The scaling of mean velocities along the axis in the laminar wake region, and its agreement with the correlation of Eq. (5) for all the present data, is evident from the results plotted in Fig. 7. Thus, only radial profiles of mean streamwise velocities will be considered in the following.

The radial profiles of mean streamwise velocities in the laminar wake region are illustrated in Fig. 11. Results are shown for \( \text{Re} = 90, 170 \) and 280 for \( x/d \) in the range 50-120, plotted according to the similarity relationships of Eqs. (5) and (6) with \( x_0^2 = 1 \). The measurements do not extend to the edge of the flow because low velocities in this region precluded results within the experimental uncertainties specified earlier for a reasonable number of traverses. Over the range considered, however, the measurements agree with Eqs. (5) and (6) within experimental uncertainties in spite of the relatively high turbulence levels and the slow rate of decay of turbulence. An explanation for this behavior is that turbulence in the final decay period is not connected over the flow cross-section similar to high Reynolds number turbulent wakes; instead, it involves noninteracting localized regions of decaying turbulence (called turbulence spots, stratified turbulence or dilute vortex streaks).\(^{24-27}\) The absence of connectedness prevents mixing (entrainment or engulfment of ambient fluid) by large-scale turbulence structures that extend over a significant portion of the flow width, characteristic of high Reynolds number turbulent wakes; then, overall mixing is dominated by laminar viscous effects so that mean velocity distributions adjust accordingly with the decaying turbulence spots only mildly affecting flow properties.
Conclusions

The major conclusions of the study are as follows:

1) The properties of the recirculation zone on the downstream side of the sphere were similar to earlier observations. The recirculation zone was stable and symmetric for Re ≤ 200, stable and unsymmetric for 200 < Re < 280, and unstable with vortex shedding present for Re ≥ 280.

2) The wakes exhibited three regions: a fast-decay wake region near the sphere that only was observed when vortex shedding was present, followed in succession by turbulent and laminar wake regions.

3) Mean velocities within the turbulent wake region scaled according to similarity predictions for self-preserving turbulent wakes, Eqs. (2), (3) or (8), (9), even though turbulence intensities along the axis varied in the range 10-85% and vortex shedding was present or absent. The main effect of vortex shedding on the turbulent wake region was to defer its onset, by an order of magnitude, due to the presence of the fast-decay wake region.

4) Transition from the turbulent to the laminar wake regime occurred where similarity estimates of mean streamwise velocities along the axes for laminar and turbulent wakes were the same, Eq. (10). This corresponded to local wake Reynolds numbers on the order of ten.

5) Within the fully-developed turbulent wake region (x/d ≥ 40), (u'/U)k = 85% for Re * > 70, typical of high Reynolds number axisymmetric wakes; however, as conditions for transition to laminar wakes were approached, (u'/U)k = Re*1/4, which is consistent with the final decay period of turbulence in axisymmetric wakes.

6) Even though velocity fluctuations in the laminar wake region were significant, mean velocity distributions scaled according to laminar similarity predictions, Eqs. (6) and (7). This is plausible because turbulence in the final decay period involves isolated turbulent spots so that overall mixing is not controlled by the connected large-scale structures found in turbulent wakes; instead, mixing is dominated by laminar viscous effects and mean velocity distributions adjust accordingly.
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### Table 1 Test Conditions

<table>
<thead>
<tr>
<th>Re</th>
<th>Glycerin Concentration</th>
<th>v (mm$^2$/s)</th>
<th>$U_s$ (mm/s)</th>
<th>$C_D$ (-)</th>
<th>$\theta$ (mm)</th>
<th>$(U_0)/U_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>81</td>
<td>42.0</td>
<td>147</td>
<td>1.91c</td>
<td>4.88</td>
<td>1.9</td>
</tr>
<tr>
<td>60</td>
<td>81</td>
<td>42.0</td>
<td>252</td>
<td>1.42c</td>
<td>4.22</td>
<td>2.0</td>
</tr>
<tr>
<td>90</td>
<td>81</td>
<td>37.8-41.0</td>
<td>340-369</td>
<td>1.16c</td>
<td>3.81</td>
<td>2.3</td>
</tr>
<tr>
<td>170</td>
<td>76</td>
<td>24.0-28.0</td>
<td>408-476</td>
<td>0.86c</td>
<td>3.29</td>
<td>2.6</td>
</tr>
<tr>
<td>280</td>
<td>62</td>
<td>10.1-11.7</td>
<td>283-328</td>
<td>0.59d</td>
<td>2.72</td>
<td>2.4</td>
</tr>
<tr>
<td>400</td>
<td>62</td>
<td>10.2</td>
<td>408</td>
<td>0.603c</td>
<td>2.75</td>
<td>2.0</td>
</tr>
<tr>
<td>960</td>
<td>50</td>
<td>4.8</td>
<td>461</td>
<td>0.430c</td>
<td>2.32</td>
<td>0.9</td>
</tr>
<tr>
<td>4000</td>
<td>0</td>
<td>1.02</td>
<td>408</td>
<td>0.381e</td>
<td>2.18</td>
<td>0.8</td>
</tr>
</tbody>
</table>

*aSphere diameter of 10 mm; bath temperature variation less than 0.5 K during tests; $U_0/U_s < 0.5%$ before tests.

*bPercent glycerin in water by mass.

c$C_D = 24(1 + Re^{2/3})/Re$, from Putnam.\textsuperscript{28}

dFixed from measured radial mean velocity distribution.

c$C_D = 0.28 + 6/Re^{1/2} + 21/Re$, from Körtten et al.\textsuperscript{29}

*Based on a fixed virtual origin at $x_0/\theta = 1$. 
FIG. 4
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<table>
<thead>
<tr>
<th>Re</th>
<th>x/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>x/d</td>
</tr>
<tr>
<td>170</td>
<td>x/d</td>
</tr>
<tr>
<td>280</td>
<td>x/d</td>
</tr>
</tbody>
</table>

LAMINAR WAVE PREDICTION

FIG. 11