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TRW has recently completed a research project sponsored by the USAF's Electronics Systems Division (ESD) to support the development of the Pilot Command Center (PCC) for SDI. The PCC is a facility that will be used by the USAF to develop the system level requirements for the Communication, Command and Control (C^3) elements of SDI with particular emphasis on determining the role of the human in control by means of experimentation. TRW's role in this project was to evaluate the feasibility of reusing the software architecture developed on an earlier ESD sponsored command center development project for this application. The PCC Testbed Development Environment (PTDE) which is the project's primary product provides the capability to rapidly implement and integrate prototype C^3 system application software (including message sets, databases, mission algorithms, and interactive displays) and to easily migrate the prototype software into a complete C^3 system testbed suitable for conducting realtime experiments. The experience gained in developing and using these generic command center tools and techniques that were used can be applied to future command center development programs to reduce system development costs and schedules. This paper summarizes the PTDE design and development process with supporting rationale. It also includes some "lessons learned" and recommendations for enhancing the development process on future C^3 development efforts.
technology requires modifying the implementation to optimize for portability and adherence to industry standards. This would allow the benefits of the CCPDS-R architecture while providing the capability to take advantage of emerging commercial off the shelf technology such as processors, workstations and standard software interfaces. The development of the PTDE provided an excellent opportunity to identify and implement these modifications. The remainder of this section is a brief synopsis of NAS and CCPDS-R’s software development approach as background for readers who are unfamiliar with them.

**NAS Fundamentals.** NAS is an outgrowth of an Internal Research and Development (IR&D) project to determine the applicability of Ada to C³ system development which was started in 1985. The IR&D’s first output was a product called InterTask Communication (ITC). ITC provides a mechanism which enables Ada tasks to perform logical I/O amongst themselves without explicit synchronization or knowledge of the underlying hardware. Once ITC was in place, it became apparent that we could layer additional reusable executive software components on top of ITC to create an integrated development and runtime environment for implementing distributed applications (Figure 1). ITC and the executive layer above it were collected into a product called Network Architecture Services (NAS) to provide a complete executive framework for building complex applications on a distributed computer system. The functions performed or supported by NAS include: system initialization, fault detection, reconfiguration, error handling, and interactive network health and status monitoring. NAS is currently in use successfully on CCPDS-R [Royce 1989].

ITC is the foundation capability upon which NAS has been built. The two critical communication abstractions defined by ITC are called sockets and circuits. A socket is a virtual I/O channel that an application task uses to send and/or receive messages. Application tasks can create and delete sockets at runtime using ITC provided services. Application tasks communicate by establishing connections among their sockets called circuits. Once a task has created its sockets and circuits, it is able to perform logical I/O with other tasks by reading messages from its input sockets and writing messages to its output sockets. ITC provides the message buffering and synchronization necessary to allow both the sending and receiving tasks to execute without waiting. A system consists of independently executing
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tasks whose only stimuli are messages which they read and whose only outputs are messages which they write.

Designing a system under ITC requires partitioning the application into software modules that conform to this model. We call this design methodology "message based design". Message based design provides complete encapsulation of the multiprocessor architecture details within ITC (i.e., application tasks send and receive messages of predefined types without any knowledge of the location of the receivers or senders). The advantages of this approach include:

- It enforces hardware independent design by requiring the exclusive use of logical input/output. Hardware independence contributes to the overall flexibility of the software design.
- It promotes a cohesive and modular software design by requiring early formal definition of task-to-task interfaces and disallowing common coupling among tasks.
- It reduces Ada training costs and development risk by encapsulating Ada tasking within ITC. Designers can implement multitasking applications with all the benefits of using Ada (e.g., packages, strong typing) without explicitly using Ada's relatively complex tasking mechanism.
- It reduces synchronization problems among communicating application tasks. Sending tasks never have to synchronize with receiving tasks to accomplish communication. They simply send. ITC buffers the messages and delivers them to the receiving tasks upon request. The synchronization required is accomplished using Ada tasking within ITC.

Although ITC provides a sufficient capability for implementing message based systems, it is possible to standardize the structure of ITC based applications software. The standard task executive handles certain complex system issues such as system fault detection, error handling, and system reconfiguration in a manner that is as transparent to applications as possible.

Figure 2 (A) is a schematic representation of a typical NAS based standard application program. NAS standardizes the implementation of executive functions by including NAS provided control processing in every standard application program. This processing behaves as if it were performed by an included program con-
controller task as illustrated. The program control task performs processing that is common to all NAS application programs such as process synchronization upon initial program load, ITC network login, standard error handling, status reporting, and monitoring the health and status of the application tasks contained in the program.

The standard application task, Figure 2 (B), is the basic processing module for a NAS based system. It consists of the standard executive shell, standard control message processing, and application specific message handling and control procedures shown in Figure 2 (C). The executive in each application task detects when ITC has a message to deliver to one of its input sockets and determines which socket has the next message to read. For each message arriving on an application input socket, the task shell executes the application message handling procedure associated with that socket. The application message handling procedure then reads and processes the message. This processing generally includes producing output such as writing one or more messages to one or more of its output sockets or performing external I/O. This is how the task accomplishes useful work.

Incoming control messages are handled by NAS. Certain control messages are handled in a fashion that is transparent to the application task. The control message that requests a standard task level status information is an example of a transparent control message. These messages provide the mechanism whereby the program controller can gather performance data or detect failures (i.e., a response time-out). NAS's control message mechanism is also extendable to allow application specific control procedures. This feature is used to allow applications to issue network wide commands (for example to command a network reconfiguration or a database reset) without requiring explicit knowledge of the network's structure. In addition to providing the top level abstraction for the implementation of application components, the existence of standardized application components provided a framework to include support functions such as standardized error handling, performance monitoring and logging, interactive network control, and system reconfiguration in all NAS based systems. The standard structure of NAS based systems makes it possible to automate portions of the software development process. One of the first tools in this category was the Software Architecture Skeleton (SAS) Builder tool. This tool allows one to build a text file description of an entire NAS network. The tool processes the text file and produces all the source code required to build the network out of the generic NAS application components.

**CCPDS-R Software Development Approach.** In addition to using NAS, the CCPDS-R project used a new approach to the software development process described in [Springman 1989] and [Royce 1990]. This approach uses incremental builds, top down integration, and tools which automatically generate a substantial fraction of the deliverable Ada source code. The tools were developed specifically for the CCPDS-R project in an ad hoc fashion (i.e., they were invented and implemented by programmers for their own purposes to aid configuration management and source code generation wherever it made sense). Our approach to demonstrating the feasibility of reusing CCPDS-R technology in the PCC included using NAS and its associated SAS builder tool "as is," reusing CCPDS-R application components wherever appropriate, replacing custom CCPDS-R components with equivalent Commercial Off the Shelf (COTS) technology where possible, and enhancing the ad hoc code generating tools to make them more effective for use in the PTDE.

**PTDE Design Overview**

The PTDE consists of the two major components illustrated in Figure 3. The C³ system development environment is a host facility with ADPE resources and software development tools that can be used to build working prototypes of C³ systems. The C³ system evaluation environment provides the ADPE resources and application software necessary to conduct command center experiments with human controllers performing realistic command center tasks in a realistically simulated command center environment. The key attribute of the C³ system development environment is its ability to support all aspects of rapid command center development. This includes facilities for rapidly building display prototypes, developing the software required to handle external message sets and the various types of format conversion that they require, simulating external C³ system components (e.g., external weapon and sensor systems), and developing the general purpose software required to implement mission specific algorithm processing. The existing CCPDS-R development system was the starting point for the development of this portion of the PTDE. The key attribute for the C³ system evaluation environment is its realism. Realism comes from providing a simulated command center environment that has adequate interactive response time performance and uses simulation techniques with sufficient fidelity to properly exercise
Another important feature of the C³ system evaluation environment is its ability to gather the measurable performance information required to quantitatively assess the operation of the experimental command centers. The CCPDS-R runtime environment with NAS and its associated performance measurement facilities were the starting point for the development of this capability.

The PTDE development process consisted primarily of the integration of existing C³ software components with very little new software development. Its design is based on the software engineering principles and supporting reusable components that were developed on the CCPDS-R program and other IR&D projects, and the use of Commercial Off the Shelf (COTS) products. We used an incremental development approach consisting of three builds. The first build started with a baseline system taken directly from the CCPDS-R development facility. We modified it to remove certain capabilities that are not necessary in the PCC environment. These capabilities include the primary/backup threads that CCPDS-R uses to provide hardware fault tolerance and the Test/Real separation that the CCPDS-R program uses to allow test mode operation on the real system. The implementation of these capabilities is transparent to most application software in a NAS based command center because of NAS's built-in support for these functions. The performance impact of having these capabilities are negligible in any realistic command center application because they use redundant processing resources. The second build consisted of replacing the display and database management systems that were developed specifically for CCPDS-R with COTS software products (e.g., a commercially available relational DBMS and a commercially available X-windows implementation). The motivation for this approach was to trade performance for flexibility and portability. Since the PTDE is an experimental facility whose mission is develop C³ system requirements, it is more important to be able to rapidly implement systems than to squeeze the most performance out of ADPE hardware. The third build was the formal demonstration of the PTDE's ability to accommodate the transition from the CCPDS-R application to Space Defense Systems (SDS) applica-
tions. The primary objective of the third build was to
go through the process of installing an SDS specific algorithm involving weapons and sensors. In the process,
we measured the productivity characteristics of the
PTDE's C3 system development environment. The remainder of this section provides descriptions of the
major components of the PTDE with emphasis on the
tradeoffs that had to be made among various software
capabilities such as portability, performance character-
istics, usability and flexibility. It is organized in
terms of the basic functions that are common to all C3
systems: external message interfaces, database manage-
ment, mission algorithm processing, and user
interfaces.

External Representation Management. One of the
fundamental capabilities of a C3 system is its ability to
receive incoming message traffic, convert them from
their external format to a variety of internal formats so
they may be used by processing and display application
software, and to generate outbound messages in an
agreed upon external format. Real world command
centers generally deal with hundreds of different types
of messages and a small number of different external
communication protocols. The high leverage area is
clearly in the message formatting portion of the com-
munication processing. The CCPDS-R program de-
veloped an automated system for producing format con-
version procedures. This system involves capturing the
external format definition information usually provided
in an external Interface Control Document (ICD) in a
text file and using a tool to parse this text file and
automatically generate key software products. The text
file serves as the source file for automatically generat-
ing the Ada source code and the other internal
representations that are required in a typical C3 system
shown in Figure 4. The list of products produced by
the Communication Message Tool (CMT) for a typical
input message type consists of the following items:

- **Message Validation Procedures.** Every external
message that enters the system must be picked
apart on a field by field basis. Each field must be
checked for violations of range of value con-
straints that are specified in the ICD prior to con-
version into its internal format. The message tool
produces the source code for an Ada procedure to
perform this processing for each input message
type. In some cases, special ad hoc processing
may be required as specified in the ICD. The
message tool also provides the hooks to add this
type of application specific field validation logic
to the format conversion procedure if required.
- **Ada Representation Specifications.** In the
CCPDS-R software architecture, external mes-
ges enter the system through communication
processing tasks that perform protocol processing
and produce an input datagram for each arriving
external message. The bit by bit description of
this format is defined in the ICD. The Ada pro-
grams that process these messages need an Ada
representation clause to locate individual fields
within the input message datagram. One of the
first steps in the processing of a message is its
conversion from an array of bytes to an Ada ob-
ject with an associated internal Ada record type. The type specification for the internal Ada object representation of each input message type is automatically produced by the message tool based on information extracted from the ICD and incorporated in the message tool's input text file.

- **Human Readable Output Formatting Procedures.** CCPDS-R allows the user to print any external message in human readable form on a suitable output device (such as a line printer). The CCPDS-R message tool can automatically generate the Ada source code for a procedure to convert the internal representation of an external message into its human readable form. It does so based on the information in the CMT source text file which contains field definitions and other related information such as the agreed upon field labels and mnemonics.

- **External Message Simulator Display Forms.** CCPDS-R has a built in external message simulation capability that allows the operator to construct and subsequently inject externally formatted test messages. This capability uses an on-line database of form descriptions to support the operator interface to the external message generation capability. The CMT automatically populates this database using information contained in its source text file.

- **External Message Simulator Control Information.** This item is also related to the external message simulation capability. The internal simulation capability uses an on-line database to control last minute message formatting details such as inserting the correct time tags in simulated external messages. The CMT automatically populates this database using information contained in its source text file.

- **COTS DBMS Schema Definition.** C³ systems routinely log incoming and outgoing messages. If a COTS DBMS is used to implement this function, the ability to easily perform on-line data review and reduction is provided by the COTS product. The information necessary to automatically generate the SQL data definition statements which define a table for each type of external message already exists in the CMT's source text file. Adding this type of support required a minor modification to the existing CCPDS-R CMT.

The key advantage provided by CMT is its consistency. When the external definition of a given message type changes, a single update of the input source text and subsequent rerun of the tool will produce a complete and consistent set of modified source code for all affected software components and databases. The absence of this type of tool in the PTDE would mean that PTDE users would have to manually create all the above mentioned source code for each new message type that is added to the PTDE's repertoire of supported messages. The CCPDS-R CMT is adequate for CCPDS-R's purposes, but it needed enhancement in the form of a more user friendly front end to make it more suitable for use in the PTDE. In its original state, CMT did no error checking of its input source file. Key-punch errors or failure to adhere to the rigid flat file format could cause the CMT to crash (i.e., raise an unhandled exception at run time). This front end helps the user create CMT input by providing a form filling type of interface which also performs on-line data integrity checking. It makes the process of creating new message types and updating old message types more productive for the occasional user.

**Database Management.** In our generic command center model, external messages arrive, populate a database and cause mission algorithms to run. Mission algorithms generate processed information which is also stored in the database. They can also cause operator alarms which will generally cause the C³ system operators to take some action. Operators interact with the database through their workstations under the control of user interaction software. The database management function provides the storage, distribution, and integrity protection of the displayable database. There are several different implementation strategies for this important function. The choice of a design approach involves the tradeoffs among attributes such as development cost, performance, and flexibility. The CCPDS-R program was performance driven with a well known, stable list of required displayable data items. It therefore selected a high efficiency memory resident database approach over a COTS DBMS based approach. In CCPDS-R, there was a single master database which was the recipient of all messages and algorithm results. The CCPDS-R master database actively distributed displayable database updates to each of the workstations which were maintaining a local memory resident copy of the master database. Automatic updates to users' displays were triggered by database distribution events. This approach ensured display consistency across the complete set of workstations that were serviced by the system. These properties were explicitly specified in the CCPDS-R system specification.
The requirements are quite different for the PTDE. In particular, flexibility and ease of change are more important than performance, provided the interactive response time is realistic for the purposes of determining operator workload. We therefore decided to replace the CCPDS-R database management system with a functionally equivalent COTS DBMS based implementation. This meant replacing the master and slave database managers in the CCPDS-R implementation with a general purpose database server. Under this approach, application processes that create displayable data store their data in tables managed by the server while application processes requiring access to data throughout the network can log into the server as clients. The database server handles all the processing required to ensure data integrity. The major advantages of a COTS based approach are the additional facilities that it provides. These include forms editors, interactive user query support, report writers, security features, and support for data archiving and recovery. Under the original CCPDS-R approach, all access to the display database was performed via procedure calls. The PTDE's system has the same interface with access to the underlying database system completely encapsulated in the bodies of the access procedures. Support for data definition is built into the CMT. The amount of source coding required to implement the access procedures in the body parts is roughly the same in both approaches. In the CCPDS-R system, this coding is done in Ada whereas the COTS DBMS based approach uses vendor provided bindings to access procedures or SQL module language.

Mission Processing. In the generic command center model, the mission processing functional area contains the algorithms that process incoming information and send displayable results to the database management system. These results are ultimately used by the interactive users as decision aids. Since mission processing is application unique by definition, it is the functional area of a command center that is least likely to benefit from the use of generic command center design techniques. We applied some general guidelines for packaging mission processing into NAS compatible networks to create the mission processing portion of the Version 3 software architecture skeleton, Figure 5.

The main objective in the design of the Version 3 mission processing software architecture skeleton is to provide a flexible structure into which mission processing algorithms could easily be inserted. In particular, the ability to spread computationally intense processing
over multiple processors in order to ensure that currently unspecified performance requirements could be satisfied by simply adding processors without major software modifications. Figure 5 illustrates the general structure of the mission processing portion of the Version 3 SAS. This structure features a top level controller task which handles all input events (such as an incoming sensor message or an operator entered control command) and controls the execution of a collection of event handler tasks by routing messages to the appropriate event handler task as a function of the incoming message type and the current state of the system. The basic idea behind this task structure is to provide a task framework that allows the software architect to allocate processing associated with specific weapon and sensor systems to separate tasks. These separate tasks could then be executed on different processors.

In this architecture, the Mission Processing Executive task functions primarily as a top level problem solver. It implements top level algorithms (i.e., algorithms whose logic depends on the results generated by multiple weapon or sensor system models). It also has the capability to initiate and control concurrent processing functions. This capability enables it to function as an ADPE processing load leveler. For example, it is possible to replicate a given type of event handler task on multiple processors to allow algorithms with high CPU resource demands to be broken up and spread over multiple processors under the Mission Processing Executive's control. Under the message based design paradigm, all algorithm processing is triggered by incoming message traffic. There are three types of mission processing trigger messages: external communication message receipt, internal timer events, and interactive user service requests. In general, any of these events will cause the Mission Processing Executive (MPE) task to perform some form of algorithm processing. Throughout this paper, the term "algorithm processing" refers to the processing performed in response to any of these external events.

Algorithm processing normally results in an update to the dynamic database which is used to populate user displays and/or generate outbound messages. MPE performs part of this processing directly (i.e., within its own input message handling procedures) and it may also perform part of it concurrently by sending control messages to one or more of the event handler illustrated in Figure 5. The relationship between MCE and the other application tasks that it controls is similar to the client/server model commonly used in COTS DBMS and workstation products, tailored as appropriate to operate in the concurrent programming model provided by NAS. In the PTDE Version 3 SAS architecture, the client task (MCE) sends an ITC message to one or more of the event handler tasks which in turn behave as servers. These tasks subsequently perform the requested processing, optionally update displayable database items, and return a response message to MCE upon completion. The response message contains status information and optional algorithm processing results.

In the Ballistic Missile Defense (BMD) application, the server tasks are typically models of individual sensor or weapon systems, or in some cases, specific platforms within a sensor or weapon system because simulation is a fundamental component of the battle management process. For example, evaluating the BMD system's probability of negating a missile attack involves using some sort of model to simulate ballistic missiles, sensor systems, and weapons systems. Likewise, evaluating candidate engagement opportunities invariably involves modeling specific ballistic missile trajectories and weapon platform physical characteristics (such as orbits and end game capabilities). The general guidelines that we used to create this software architecture skeleton are suitable for application in any command center application. The notion of a creating a top level control task and partitioning the number crunching functions into separable NAS application tasks is generally applicable to any command center application. It is also useful to be able to allocate the external simulation processing functions to separate tasks in order to easily be able to move them into external processors. This will make it possible to more accurately observe the performance characteristics of the main command center processing equipment by putting the external simulation processing in separate processors.

User Interface. The basic principles of providing software developers with higher level abstraction supported by text file driven tools that generate the Ada source code were also used in the User Interface functional area on the CCPDS-R project. The primary user interface on CCPDS-R was a workstation constructed out of a DEC Microvax processor which drove a graphics processor. The choice of this hardware was effectively dictated by the end user's interactive graphics responsiveness requirements. The hardware was chosen in 1987, before the emergence of the today's high speed workstations. One of the goals of the PTDE development was to replace the CCPDS-R workstations with a functionally equivalent capability based on X-windows. The primary reason for this objective was to achieve
the device independence to take advantage of future inexpensive, high performance workstation technology.

The design of the user interface for C³ systems is traditionally a long and difficult activity involving interaction and concurrency among representatives of the end user, system engineering, human factors, and software development communities. It invariably includes iteration on the layout of user interface screens and prototypes of their operation when integrated with application processing. It was therefore necessary to include a rapid user interface prototyping facility as part of the PTDE. The PTDE's display builder tool. illustrated in Figure 6 uses software that had been developed on earlier user interface IR&D projects. It supports user interface design iteration by providing a way to rapidly build both display prototypes (graphical representations of the way user interaction screens will look) and interactive application prototypes (executable Ada source code that implements a complete set of interactive displays including underlying user interaction). The best way to explain this point is to step through the PTDE's user interface design process with an emphasis on the role of the PTDE's display builder tool.

The first step in designing the user interface is the human engineering step. This involves analyzing the overall mission requirements, the command center's operational concept, and the applicable human factors standards that must be incorporated in the user interface. The output of this step is the definition of the requirements on the human interface implementation. These requirements include the definition of the complete set of user interaction screens, the information content of each screen, and the interaction mechanisms (such as menus, forms, pickable items, etc.) that must be available on each screen. The PTDE does not provide any specific tools to support this activity. It is primarily an analytical process as opposed to a software development activity. However, the output of this step is the input to the display prototype development process.

The user interface implementor uses the PTDE's display builder to interactively create an applications complete user interface (such as the hierarchy of win-
The display prototypes are generally used to review and attain concurrence on display layout details. Modifying displays based on user comments can usually be accomplished in a matter of minutes using the PTDE's display prototype building capabilities. User interactions can be checked out using a display builder test mode which allows one to step through the menu tree and exercise an application's various buttons and forms. Application specific processing is not available at this point in the process. Once concurrence on the look and feel of the application's user interface is achieved, the next major step in the process is to build the application prototype. The application prototype is based on a standard Ada process main program that executes in the workstation during on-line command center operation (indicated as the "Application" in Figure 6). This program contains the main application event handler augmented to handle additional external events including the arrival of ITC messages from a network of NAS application programs. The PTDE's user interface implementation facility generates the source code for a skeleton of this program for an entire application which includes stubs for the application specific call back events. This approach is analogous to the way in which the SAS builder tools automatically generates Ada source code for the complete set of processes for a NAS network. Of course, the application developer must replace the stubs with appropriate application specific processing for call back events such as menu picks and form entries. This is analogous to the ITC message handling procedures that are plugged into a NAS based software architecture skeleton. The key point here is that the PTDE provides the capability to automatically generate all the display system related source code (including application call back stubs) for an entire interactive application that interfaces with a NAS network. The system includes an Ada graphics library which allow the application developer easily perform any additional application specific graphics programming that may be required.

Conclusion and Recommendations

The Version 3 demonstration included a simple BMD application that included 23 new external messages, 13 new internal database objects, 3 new mission processing algorithm procedures, and a user interface consisting of 29 new displays. It contained over 100,000 new lines of Ada source code. The demonstration was developed and integrated over a four month period by a team of five people who also produced user level and interface description documentation. The software development productivity experienced on this project is superior to other projects performing comparable development without the benefit of comparable tools.

The PTDE development project was completed by the end of March, 1991. The development team is currently continuing to develop and use these tools and techniques on a command center development project using PTDE technology for the USAF's Space Command in Colorado Springs. Recently implemented enhancements to the PTDE based system include: migration to the next generation of NAS (called UNAS [Royce 1991a,b]) for improved vendor independence and portability, performance enhancements in the database management area, and new display builder capabilities. The display builder is currently being used by Air Force personnel to design the user interfaces on the new project.

The PTDE development effort has provided a valuable opportunity to work with new technology that can substantially improve the productivity of the command center development process. The most important lesson learned is the value and feasibility of using automation to enhance Ada software development productivity. The PTDE development team started with
homemade tools that were inherited from the CCPDS-R program and enhanced them by adding better user interfaces. The tools generally handle the mundane chores necessary to manage the declarative part of a complex system. For example, the SAS builder tool deals with the static declaration of a task network's topology, the CMT deals with the static declaration of external message set attributes, and the display builder deals the user interface attributes. Tools of this nature are not hard to build. The original tools were developed by CCPDS-R application developers for their own use on one project. They were not called out as contract deliverables. Their spartan nature is a result of the fact that there is no room for anything else in a cost constrained development program. The PTDE development gave us a valuable opportunity to enhance the existing tools for more general usage. The task is by no means complete. Using homemade tools naturally generates more ideas for enhancements.

The homemade approach to tool building that we used is not the only way to apply these ideas today. There are many currently available commercial products that one could use accomplish the same ends. We looked at alternatives for implementing the display builder and settled with the homemade approach for its flexibility, performance, and ability to support producing all Ada applications. Organizations not having an equivalent legacy would be likely to find a COTS based approach preferable for their needs.
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