Use of Artificial Intelligence for the Preoperative Diagnosis of Pulmonary Lesions
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The relatively new field of artificial intelligence has spawned a variety of techniques associated with computer-assisted diagnosis. These techniques have been applied to the diagnosis of pulmonary lesions, but previous reports have focused on medical rather than surgical populations and the results have been evaluated using only retrospective patient surveys. We used a Bayesian algorithm to develop a diagnostic computer model for prospectively evaluating patients undergoing thoracotomy for suspected pulmonary malignancy. Patients who had a preoperative diagnosis were not included. Preoperative clinical and radiographic parameters for 100 consecutive patients were prospectively entered into the diagnostic model, which then categorized the lesion as benign or malignant. The computer predictions agreed with the final histological diagnosis in 95 of the 100 patients. The sensitivity was 96% and the specificity was 89% for this prospective series. These results indicate that the computer-assisted diagnosis of pulmonary lesions may have a role in this clinical setting.

calculate the probability that the patient will fall into a given diagnostic category.

Material and Methods
In this study, two diagnostic categories were considered: "benign" and "malignant." The risk factors (Table 1) were restricted to clinical and radiographic parameters that are readily available as part of the routine preoperative evaluation for patients suspected of having pulmonary malignancy. We selected the factors that we considered important in discriminating between benign and malignant lesions [1, 4, 7]. The associated conditional probabilities were derived from a combination of physician estimates and a retrospective review of our clinical experience. This information was used to develop a computerized Bayesian algorithm that applied the CPM to predict the diagnosis of new patients.

The patient population for entry into this model was drawn from the recent operative experience at our institution. From January 1986 to January 1988, 165 consecutive patients underwent thoracotomy for suspected pulmonary malignancy. All patients underwent our usual preoperative diagnostic evaluation. Chest roentgenograms were obtained for each patient, and most had computed tomography of the chest.

Each patient underwent fiberoptic bronchoscopy and, if an endobronchial lesion was identified, a biopsy specimen was taken. Otherwise, brushings and washings of appropriate areas were performed.Generally, an attempt was made to perform a tranzthoracic needle biopsy if the lesion was in a peripheral location. Patients with lesions believed to be accessible by transbronchial biopsy also underwent that procedure. If computed tomography identified mediastinal lymph nodes larger than 1.5 cm in diameter, a staging procedure with cervical mediastinoscopy or anterior mediastinotomy was performed.

Using this approach, we confirmed a preoperative diagnosis of cancer in 65 patients. A preoperative diagnosis could not be established in the remaining 100 patients, who constituted the study population. A posterolateral thoracotomy was performed on each patient, and the pulmonary lesion was completely excised and submitted for histological examination.

The presence or absence of the risk factors (Table 1) was entered into the model for each patient, and the Bayesian algorithm then calculated the probability that the lesion was benign or malignant. The "diagnostic prediction" for a given patient was the alternative (benign or malignant) calculated to have the higher probability. To test the validity of the diagnostic model, this calculated result was compared with the final histological diagnosis obtained from the excised specimen.

Results
Table 1 shows a clinical profile of the patient population. Of the 100 patients undergoing thoracotomy, 82 had malignant lesions and the remaining 18 had benign lesions. The model correctly categorized the lesion as benign or malignant in 95 of the 100 cases, yielding a 95%
mathematical algorithms to assist in the diagnosis of lesion.

operation.

malignant lesion were found to have cancer at the time of patients with greater than... model predicted that the probability of having a benign lesion was less than... Table 3 shows the results for calculating the probability of a benign lesion. There was reasonable agreement between the observed and predicted results, but the most salient feature of Table 3 concerns the patients predicted to have a very low probability of benign disease. The model predicted that the probability of having a benign lesion was less than 5% for 57 patients. In fact, none of these patients had benign disease. Conversely, all 57 patients with greater than 95% probability of having a malignant lesion were found to have cancer at the time of operation.

Comment

Several studies have reported the use of computerized mathematical algorithms to assist in the diagnosis of pulmonary lesions. As the field of computer-assisted diagnosis has evolved, it has become apparent that Bayesian theory is most suited to this task; in fact, all successful applications have used this technique [1, 4–6, 9]. Earlier reports examined the entire spectrum of patients with pulmonary lesions, but we focused on a more select and more challenging subgroup. By restricting our analysis to patients undergoing operation without a preoperative diagnosis, we directly addressed the most compelling practical problem in this clinical context.

Surprisingly, none of the previous studies used a prospective analysis to validate the diagnostic model. Instead, the test group was the same population of patients that was used to generate the model [1, 2, 9]. Clearly, the goal of diagnostic mathematical algorithms should be to predict the diagnosis of new patients rather than to model previously evaluated patients. In the present study, the Bayesian algorithm was developed before our prospective test group was examined so that the evaluation of these 100 prospective patients was completely independent of the patient population used to derive the model.

The model we present has proved to be an accurate diagnostic tool that other researchers may find helpful. However, a program developed in one institution may not be directly applicable to other institutions. The way in which the CPM is developed will effectively tailor the model to reflect the clinical experience of that institution. This is both an advantage and a disadvantage to potential users. The disadvantage is that a program developed in one practice cannot usually be used in another practice because of the differences in patient population and differences in the approach to preoperative evaluation. For example, a group that routinely performs mediastinoscopy on all patients will not have the same mix of patients undergoing thoracotomy as we do, nor will those groups that only rarely use mediastinoscopy. The advantage is that one can create a diagnostic model that conforms closely to the unique approach that is used in a given institution. Most surgeons are aware of the difficulties inherent in extrapolating information from reported series for use in their own practice. Problems of this kind can be obviated by the ability to tailor the model to reflect the specific population of any given hospital.

Table 2. Confidence Limits of Selected Indexes

<table>
<thead>
<tr>
<th>Index</th>
<th>90% Confidence Level (%)</th>
<th>70% Confidence Level (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (95%)</td>
<td>89–98</td>
<td>92–97</td>
</tr>
<tr>
<td>Sensitivity (96%)</td>
<td>90–99</td>
<td>93–98</td>
</tr>
<tr>
<td>Specificity (89%)</td>
<td>68–98</td>
<td>76–96</td>
</tr>
<tr>
<td>Predictive value of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive test (97%)</td>
<td>92–99</td>
<td>94–99</td>
</tr>
<tr>
<td>Negative test (84%)</td>
<td>63–95</td>
<td>71–93</td>
</tr>
</tbody>
</table>

accuracy. Sixteen of the 18 benign lesions and 79 of the 82 malignant lesions were correctly assigned, thereby producing two false-positive and three false-negative results. This yielded a sensitivity of 96% and a specificity of 89% with confidence limits as shown in Table 2.

The predictive value of a positive test is the probability that a patient with a positive test does in fact have the disease in question [8]. In the present context, a positive test refers to the Bayesian prediction of cancer and the disease in question is pulmonary malignancy. The predictive value of a positive test was 97% in this series. The predictive value of a negative test [8], i.e., the probability that a patient with a benign test result has a benign pulmonary lesion, was 84% for this model.

The likelihood ratio [8] is a useful entity that provides an intuitive measure of test accuracy. In this study, the likelihood ratio for a positive test was 8.7, which indicates that a person with cancer is 8.7 times more likely to test positive than a person with benign disease. Conversely, the likelihood ratio for a negative test is 0.04, indicating that a person with cancer is 0.04 times as likely to test negative as compared with a person with a benign process.

The results discussed apply to a discrete "yes or no" application of the diagnostic algorithm. Actually, the model calculates the probability of each diagnostic alternative. We arbitrarily selected the alternative with the higher probability as the computer diagnosis, but examination of a breakdown of the actual calculated probabilities for these patients is useful.

Table 3. Predicted Versus Observed Results for Benign Lesions

<table>
<thead>
<tr>
<th>Predicted Probability of Benign Lesions (%)</th>
<th>Observed Frequency of Benign Lesions*</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;5</td>
<td>0% (0/57)</td>
</tr>
<tr>
<td>5–25</td>
<td>7% (1/15)</td>
</tr>
<tr>
<td>25–50</td>
<td>11% (19)</td>
</tr>
<tr>
<td>50–75</td>
<td>67% (4/6)</td>
</tr>
<tr>
<td>&gt;75</td>
<td>92% (12/13)</td>
</tr>
</tbody>
</table>

* In parentheses, the denominator is the number of patients with the predicted probability of benign disease that lies within the range shown in the first column. The numerator is the number of patients who actually had a benign lesion (e.g., 13 patients were predicted to have >75% probability of benign disease and 12 of those patients did have a benign lesion).
The risk factors for malignancy (Table 1) were selected from our own clinical observations and from reports in the literature [1, 2, 4, 7]. We do not contend that these parameters are the only ones of importance, nor do we contend that all of them are necessary in such an analysis. One of the advantages of Bayesian theory is that one does not pay a penalty for selecting a risk factor that has little impact on the diagnosis. If a parameter does not significantly discriminate between diagnostic categories, the derived conditional probabilities for that factor will be approximately equal for each diagnosis, so that the factor simply has little mathematical consequence in the final calculations [5, 6, 9]. Because of this, we have been liberal in selecting our preoperative clinical and radiographic parameters, and we encourage other researchers to adopt a similar philosophy. The choice of these factors is discussed in some detail in other reports [3-6], which may be useful to potential investigators.

We have shown that computer-assisted diagnosis can provide accurate results in the preoperative assessment of pulmonary lesions, but the question of how to use this information is still unsettled. Certainly any test with more than 90% accuracy should be welcome in this clinical setting, particularly if the test is not invasive and has no morbidity or cost.

The utility of our approach is supported by the fact that the sensitivities, specificities, and predictive accuracy of the results were high both in the present study and in our previous work [4], even though the test populations were different and the sample populations were only partially overlapping.

This type of test does not dictate therapy [3-5, 9], but rather serves as an adjunct that should be evaluated with other preoperative tests to arrive at a clinical diagnosis. We have not used the test to influence our preoperative management, but such consideration may be warranted. If the model predicts that the probability of cancer is greater than 95% and our clinical judgment is consistent with a malignant lesion, perhaps it would be appropriate to perform thoracotomy without additional procedures that might otherwise have been done. Under these circumstances, the test provides an objective, statistically rigorous basis for our approach. Even this application may appear radical to some investigators, but we often use other tests, such as transthoracic needle biopsy, that are more invasive, more morbid, more costly, and less accurate.
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