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Abstract
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1. Introduction

A packet radio network is a collection of geographically distributed, possibly mobile,

packet radio units (PRU's), communicating with each other over a shared broadcast radio

channel. Data originates at some PRU's (referred to as sources), is destined for other

PRU's (referred to as destinations), and is transmitted in packetized form. Since a radio

transmitter may be unable to reach its destination, either due to power limitation or be-

cause the topology includes obstacles that are opaque to radio signals, PRU's also act as

repeaters which relay packets in a store-and-forward manner between sources and desti-

nations. Thus a message transmitted by the source might travel over many hops before

reaching the destination.

There are many variables that need to be considered in the design of packet radio sys-

tems. Some of these are determined by the general objectives of the system. For example,

all devices employ omnidirectional antennas in order to facilitate communications among

mobile users. Other design variables have to be optimally selected so as to achieve the most

cost-effective design. Among the variables to be selected are: the network topology, which

consists of the number of devices and how they are configured; the modulation and data

encoding schemes used on the radio channel; the channel access policy by which the radio

devices access the shared radio channel; the routing protocol which determines the paths

followed by packets; the flow control protocol which controls the acceptance of packets

by nodes of the network; and finally the nodal design which includes the selection of the

storage capacity at each node as well as the selection of the buffer management strategy

to be used. In this report, we will focus mainly on the study of the performance of various

channel access schemes.

Many access schemes have been devised which allow a set of geographically distributed

users to access a common channel. As discussed in [1], these schemes differ in several

respects; namely, the static or dynamic nature of the bandwidth allocation, the centralized
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or distributed nature of the decision making process, aud the degre,- of adaptivity to

changes in user demands. Accordingly, they are grouped into different classes among which,

given the mobile radio environment, the class of random access techniques offers the desired

feature of simplicity in providing access to the channel in a distributed and dynamic fashion.

The simplest random access protocol is ALOHA [1,2], which permits users to transmit any

time they desire. Under this protocol, the overlap in time and space of several transmissions

which may occur on the shared channel may induce significant errors in some or all of

these transmissions, thus resulting in low channel efficiency. Carrier sense multiple access

(CSMA) attempts to alleviate this problem by requiring the transmitter to sense the state

of the channel (busy or idle) prior to transmitting, and to inhibit transmission if the channel

is sensed busy [3]. Analyses of these access schemes have previously focused mainly on

single hop environments, with the assumption that all nodes are within range and in line-

of-sight of each other. In such environments, and when in addition the propagation delay is

small compared to the transmission time of a packet, analysis has clearly demonstrated the

high channel utilization of CSMA and its superiority over the pure and slotted ALOHA

schemes [3]. Analysis, however, has also shown that CSMA suffers severe degradation

when hidden nodes are present; i.e., when all nodes are not within range and in line-of-

sight of each other [4]. This situation is clearly met in multihop packet radio networks,

and hence, CSMA is not expected to perform as well in such networks as it does in fully

connected networks. The busy tone multiple access scheme (BTMA) attempts to overcome

the hidden node problem by having a node transmit a busy tone when it is busy receiving,

thus preventing its neighbors from interfering with its reception [4,5]. Clearly, the reduction

in interference is obtained at the expense of the increased bandwidth needed for the busy

tone.

An alternative solution to the problem of collisions in multiacess/broadcast networks

is based on spread spectrum and code division techniques. When these techniques are

utilized, the number of collisions may be reduced by using orthogonal signalling codes
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in conjunction with matched filters at the intended receive-s. Clearly, here too multiple

orthogonal codes are obtained at the expense of increased bandwidth needed in order to

spread the waveforms. When both code division signalling techniques and multiaccess

protocols for accessing the channel are used, the resulting channel access schemes are

known as code division multiple access (CDMA) schemes [6]. One CDMA scheme consists

of assigning a unique code to each node; nodes then wishing to transmit to a particular

node must utilize the code assigned to that node.

Results obtained to-date on the performance analysis of multihop packet radio networks

have been limited in several respects. In particular, the analysis of delay in such networks

appears to be an intractable task; and the effect of propagation delay and of the buffering of

packets by store-and-forward repeaters have been little studied in the literature. Previous

work relevent to the present study is now outlined below. In [7] and [81 the slotted ALOHA

and CSMA protocols were analyzed but the topology was restricted to a two hop centralized

configuration. In [9] - 114) a Markovian model capable of throughput analysis of a large

class of channel access protocols, including ALOHA, CSMA and Conservative-BTMA (C-

BTMA), was presented and analyzed. This work constituted a major advance since it

enabled the analysis of general topologies and traffic patterns. However, the model was

restricted to the case of zero propagation delay, and did not model the effect of buffering

of packets by store-and-forward repeaters, and hence it was unable to give any information

about packet delay. In [15] the buffering of packets by repeaters was modelled, but only

the slotted ALOHA protocol with a maximum of three buffers per repeater was considered.

The difficulty in dealing with the general problem analytically, and the limitations of the

analytic models so far devised, have motivated us to write a general purpose simulation

program that would enable the understanding of the performance of multihop packet radio

networks, without major restriction.

In this report we focus on multihop networks that have a regular structure and balanced
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traffic flow. This simplifies matters by greatly reducing the number of parameters we need

to consider, sincc all nodes perform in a statistically identical manner. We examine the

effect of transmission scheduling rate, the ratio of propagain delay to packet length, and

to some extent network access flow control on throughput and delay performance, and

we compare the performance of various channel access schemes; namely, ALOHA, CSMA,

CDMA, BTMA, and a new (idealistic) scheme referred to as Coded Activity Signalling

Multiple Access (CASMA), introduced hereafter strictly for comparison purposes.

In the next section, we present a precise description of the various protocols considered

in this study. Section 3 describes the essential variables considered in the simulation model

of packet radio systems and the measures of system performance by which the protocols

are evaluated. Finally, section 4 describes the numerical examples and discusses the results

obtained.

2. Channel Access Protocols

In this section, we present the various channel access protocols considered in this

report. We consider a network consisting of N nodes distributed over some geographical

area. The connectivity of the network is specified by an N x N hearing matrix H, in which

the (i,j)'th element h,j is I if node 1 hears node i, and zero otherwise. (We let hij = 1,Vi).

Each nonzero element hij, (i 5 j) of the hearing matrix corresponds to a directed radio

link ;a the network from node i to node j, and vice versa. Alternatively, a network can

be represented graphically by a directed graph in which vertices represent nodes in the

network, and directed edges represent one-way connectivity. For simplicity, we assume

in this report that H is symmetric, and thus all edges in the graph are bidirectional.

For any node i, let .N(i) denote the set of all nodes connected to it including itself. Let

)1'(i) -A (i) - i. The elements of )1(i) are called neighbors of i. For a collection of nodes
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A, we define .A(A) to be

sEA

We let W2 (A) A MA(,(A)), and < i,j > denote a transmission from node i to node j

(assuming hi = 1). Given transmission < i,j >, a node k is said to be hidden with

respect to the transmitting node i if k e )1(j) - .A(i).

In the descriptions below, capture refers to the ability of a receiver to successfully

receive a packet destined to it, in spite of the presence of other overlapping signals on the

same channel. By perfect capture, we mean that once a receiver has begun to receive a

packet, capture is achieved independent of the number of overlapping signals on the channel

and their times of arrival. Zero capture refers to that situation in which any overlap of

transmissions results in mutual destructive interference. We consider that all schemes,

with the exception of CDMA, operate in a narrow band channel witn zero capture. In the

CDMA scheme, we assume that the channel is operating in the spread spectrum mode,

(together with bit-by-bit code changing and receiver directed codes), in which case the

probablity of capture is high, and thus perfect capture is assumed.

For all the protocols described below, it is considered that nodes attempt transmission

of their packets at discrete random points in time defined by some point process. In

the event that a packet scheduled for transmission ;s inhibited by the operation of the

protocol, or in the event that a transmitted packet is not captured, then that packet is

again considered for transmission at some future point in time determined by the scheduling

point process.

2.1 ALOHA

In this mode, it is assumed that a node is allowed to transmit only if it is not already

transmitting, regardless of the activity in the rest of the network. In the pure ALOHA
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version of tbis mode, packets are scheduled for transmission asynchronously (and indepen-

dently). Clearly, this implies that the reception of a packet by a node is aborted if a packet

transmission is scheduled at that node during the time of reception.

In the Slotted ALOHA version of this mode, the time axis is considered to be universal

for all nodes and divided into equally sized slots. A node with a packet scheduled for trans-

mission in a particular slot transmits that packet, synchronizing the start of transmission

to coincide with the beginning of the slot. Note that since the slot size is fixed in advance,

arbitrary distributions of packet length cannot be accommodated by this protocol. Note

also that, due to the non-zero propagation delay among nodes, in order to have a universal

slotted time axis, the slot size must be !irge enough to accommodate the packet transmis-

sion time plus a 'guard band' equal to the maximum o: the propagation delays between

pairs of neighboring nodes in the network.

2.2 CSMA

In this mode, it is required that a node be able to sense the presence of transmissions

by its neighbors. A packet will be transmitted by a node only if that node is not already

transmitting and no ongoing transmissions are sensed. In spite of carrier sensing, two

factors remain which contribute to collisions. The first is the non-zero propagation delay

between neighbors: given that a transmission < i,j > has been initiated, all nodes in

the set P(i) are not blncked from transmitting until the transmission from node i has

been sensed by them all; thuis the propagation time from node i to its neighboring nodes

constitutes a vulnerable period for the transmission < i,j > as far as transmissions from

X1(i) n VA(j) are concerned. The second factor is hidden nodes: given that a transmission

< i,j > has been undertaken, all nodes in O'(j) - V(%) cannot sense the presence of

< i,j >, and are thuis never blocked; in this case the entire packet transmission time

constitutes a vulnerable period for < tj > as far as transmissions from hidden nodes are

concerned.
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2.3 BTMA

The problem of collisions caused by hidden nodes can be allevi'.ted by the use of

a busy tone on a separate channel, which is emitted by a node to indicate that it is

currently receiving a packet. The busy tone is then used to inhibit the receiving node's

neighbors from transmitting and thereby interfering with it. Several variants of BTMA

exist depending or which set of nodes transmit a busy tone in any given situation, as

outlined below.

a. Conservative BTMA (C-BTMA): Whenever a node senses a transmission, it emits

a busy tone regardless of whether it is the immediate destination or not. Then any node

that wishes to transmit is allowed to do so only if it is not already transmitting and no

busy tone is sensed. Given that a transmission < i, j > has been undertaken, then after a

one-hop propagation delay, all nodes in the set V*(i) sense the presence of < ij >, and

emit a busy tone. After another propagation delay, busy tone is detected by all nodes in

.V2(i) - .(i). Thus, for the transmission < i,j >, a one-hop propagation delay constitutes

a vulnerable period as far as transmissions from nodes in */(i)n n(j) are concerned, while

a two-hop propagation delay constitutes a vulnerable period as far as transmissions from

nodes in V(j) - V%(i) are concer, d. Note that, if the propagation delay between nodes is

zero, then C-BTMA is collision free.

b. Idealistic BTMA (I-BTMA): This scheme is similar to C-BTMA except that when-

ever a node senses a transmission, it emits a busy tone only if it is the immediate destina-

tion. Clearly, without prior knowledge, a node may not know if a particular transmission

is destined to it or not, hence the name idealistic. It is considered here for comparison

purposes. Given that transmission < ij > has been undertaken, then after a vulnerable

period equal to a two-hop propagation delay, all nodes in the set JV*(j) are blocked from

transmitting. Alternatively, one may additionally make use of carrier sensing. This way,

all nodes in .*(i) (which includes )*(i) n .A(j)) are blocked after a vulnerable period ofI7



only a one-hop propagation time, while nodes in the set .I(J) - i(s) are blocked after

a vulnerable period equal to a two-hop propagation time. In this work, only the latter

scheme is studied.

Fig. 1 Example of a set of transmissions in a multihop packet radio network.

We now examine in more detail some of the ramifications of these two BTMA schemes.

Assume for the purpose of this discussion, that the propagation delay is zero. Consider

the following situation depicted in figure 1. Let node i be transmitting to node j and

let all other nodeq be silent. Assume that a packet from node k e .)12(i) - [.)1(i) U 1(/')]

destined to node m E .,A2(i) - )1(i) is scheduled for transmission during the transmission

< i,j >. In C-BTMA the transmission < k,mrn> is blocked, while in I-BTMA it results
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in a successful transmission.

On the other hand, in I-BTMA (and CSMA for that matter) it is possible to allow

a transmission to take place that will be unsuccessful, and whose presence may block

a number of other potentially successful transmissions, while in C-BTMA, the former

transmission would be inhibited by the protocol, allowing the later potentially successful

transmissions to then take place. For example, referring to figure 1, consider now that

a packet from node k destined to node I E .V(i) is scheduled for transmission during

the transmission time of < ij >. Furthermore, let n 0 )12 (i) and r C ) 2'(i) - W(i),

and consider a transmission < n, r > to be scheduled at some point in time during the

transmisson time of < k, I >. In I-BTMA, the transmission < k, 1 > is not blocked, but is

unsuccessful; the transmission < n, r > is blocked if n E .V(k); the transmission < n, r >

is unblocked but unsuccessful if n V W'(k) and r C J1(k). In the latter case n's unsuccessful

transmission will have blocking and interfering effects on its neighbors similar to those of

node k's transmission. However, in C-BTMA, the transmission < k,I > is blocked and

the transmission < n, r > is successful. It is not clear which of the effects outlined above

would predominate in a given situation, and hence we resort to simulation to compare the

different schemes.

c. Hybrid BTMA (H-BTMA): In I-BTMA, we assume hypothetically that as soon as

a node receives a packet it knows immediately whether or not that packet is destined to

it. In practice this information is obtained from the packet header. Assuming that the

packet header is processed as soon as it is received and before the entire packet is received,

the time at which a node can first determine whether or not it is the intended immediate

destination for a particular packet reception is at the end of the processing of the packet

header. In H-BTMA, a node operates as in C-BTMA until the header is processed, upon

which time it operates as in I-BTMA. (Alternatively one may conceive of a scheme in

which the node operates as in CSMA until the header is processed prior to switching to
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I-BTMA. We consider only the former scheme in this study.)

2.4 CASMA

As discussed above, depending on the particular situation, both C-BTMA and I-BTMA

have their shortcomings. In order to see how good a performance is achievable using

random multiaccess protocols in multihop packet radio networks, we consider the following

hypothetical CASMA protocol: a node is allowed to transmit only if it is not already

transmitting, it is not already receiving a packet destined to it, no neighbor is receiving

a packet destined to that neighbor, and its immediate destination is currently neither

transmitting nor sensing carrier.

Clearly, as with I-BTMA, without prior knowledge a node may not know if a particular

transmission is destined to it or not. Hence, in practice, a hybrid form of this protocol

would be used. In such a hybrid scheme, before the header is processed the protocol

operates in one mode (such as C-BTMA), and after the header is processed it operates in

the CASMA mode. In this study, in order to obtain a bound on performance, we consider

only the idealistic case where prior knowledge of the immediate destination is assumed.

We assume that the activity signalling functions required by this protocol are implemented

by means of a busy tone emitted by a node when it is receiving a packet destined to it,

and the use of a carrier sense tone emitted by a node when it is transmitting or detecting

carrier due to a packet transmission not destined to it. In addition, it is required that the

carrier sense tone be coded so that it allows unique identification of the node emitting it.

The essence of CASMA is that, given the state of the network in terms of ongoing

transmissions, a scheduled transmission in the network is allowed to take place only if it

has a high probability of not interfering with an ongoing transmission; futhermore, once

allowed, the transmission has a high probability of success since all other nodes operate

under the same protocol. (If the propagation delay is zero, then both probabilities would
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be unity.) Given that transmission < i, j > has been undertaken, then after a vulnerable

period equal to a two-hop propagation delay, all nodes in the set M'(j) are blocked and

all transmissions destined to nodes in )1(i) are inhibited.

To illustrate the benefits gained by this scheme, we reexamine the various situations

considered above and depicted in figure 1. Let nodes i,j,k,l,n and r, and the sched-

uled transmissions among them be as defined above. Transmission < k, 1> is inhibited

due to I's carrier sense tone, and thus transmission < n, r > can take place successfully

(as in C-BTMA). Consider, on the other hand, transmission < k, m >; < k,m > can

take place successfully in CASMA, while it is blocked in C-BTMA; as for transmission

< n, r >, in CASMA it is inhibited if r E .J(k), but is successful if r 0 .A(k). Moreover,

given an on-going transmission from node i to node j and all other nodes silent, any node

p E J1(i) - W(j) with a packet scheduled for transmission to a node q E .XA2(i) - N(i) dur-

ing the transmission < i,j > will transmit successfully in CASMA; (note that node p is

blocked in CSMA, C-BTMA, as well as I-BTMA). Thus the action taken in CASMA in

each situation is expected to lead to a performance that is superior to both that of I-BTMA

and C-BTMA. (We thus consider CASMA to provide an upper bound on the performance

of the other schemes.)

2.5 CDMA

In this case we assume that spread spectrum operation is in effect. Each node is

assigned a unique code for reception. Nodes wishing to transmit to a particular node must

use the code assigned to that node. A receiver that is idle 'locks onto' a packet with the

appropriate code by correctly receiving a preamble appended in front of the transmitted

packet. When reception of a packet is completed, the receiver becomes free again until

another packet with the correct preamble is received. A node is allowed to transmit only

if it is neither transmitting nor 'locked on'.
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This is not the only way to makc use of sprcad E~ectum modulation. A number of

access schemes that operate in the CDMA mode have recently been proposed and analyzed,

such as Destination Code Sensing Multiple Access [13], and Channel Load Sensing [16].

In the former access scheme, the source node monitors the channel for activity using the

code assigned to the destination of the packet being considered for transmission, prior to

attempting to transmit. Transmission is inhibited if such activity is detected. In the latter

scheme, the source node is assumed to be able to sense the number of transmissions on the

channel. Transmission is inhibited if the node is either transmitting, 'locked on', or if the

number of transmissions sensed exceeds a predetermined threshold. In this study, for the

sake of simplicity, we consider that the presence of any number of overlapping transmissions

on the channel does not affect the captured packet's reception. (Thus perfect capture is

assumed). We also assume that preambles are of zero length.

3. The Simulation Model and the Measures of System Perfor-
mance.

In this section we describe the constituent variables of packet radio networks that

have been considered in this simulation study. We also describe the traffic model used for

packet generation, the packet scheduling algorithm, and the performance measures used

in evaluating the access schemes.

It should be kept in mind that our primary aim in this report is to investigate the

performance of various channel access policies. Hence we have made certain simplifying

assumptions, as a first step in achieving our goal, in order to keep the simulation task

manageable. These assumptions are thought to have little impact on the comparative

evaluation of the access schemes. In particular, we have considered networks in which the

structure, traffic requirement and operational algorithms are such that all nodes perform
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in a statistically identical manner and all links carry the same traffic load. (Many of these

assumptions will be relaxed in future studies and investigated in more detail.)

3.1 Network Structure and Operational Protocols

Two classes of regular topologies are considered: regular (Platonic) solids and ring

topologies. (See figure 2). The regular solids are symmetric three-dimensional structures

with the number of nodes N varying from 4 to 20, and nodal degree, denoted by d, varying

from 3 to 5. Although these structures are not typical of packet radio networks, they

are chosen so as to represent planar networks of different nodal degree that are totally

symmetric and that do not present special boundary conditions. For cases where the

number of nodes N is not too small, regular solids are thought to approximate fairly

closely, with a finite number of nodes, an infinite regular planar topology. Ring topologies

with d = 2 (referred to as simple rings) approximate a linear string of repeaters in a packet

radio network. In this report, we also consider 'multiconnected' rings with nodal degree

d > 2, as shown in figure 2. Multiconnected rings represent a string of repeaters where the

transmission radius extends beyond the nearest neighbors. They are simple topologies in

which the number of nodes N and the nodal degree d can to a large extent be arbitrarily

chosen, thus enabling us to eyperiment with the effects of N and d on the performance

of the channel access schemes. In all regular solid topologies, the same propagation delay

exists between all pairs of adjacent nodes. This is also assumed to be the case in the

simulation model for ring topologies (simple and multiconnected).

It is assumed that unlimited buffer resources are available at each node, with separate

queues for each outgoing link. We assume that the acceptance rate of destinations is

unlimited, and thus we do not consider end-to-end flow control schemes. We do consider,

however, network access flow control, and make use of a particular scheme referred to as

the input buffer limit (IBL) scheme [171. Such a scheme restricts network access for new
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Fig. 2 Network topologies.
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packets attempting to join a given queue by causing rejection of such new packets whenever

the total number of packets (new and in transit) in that queue exceeds a certain number

m. An alternative scheme, also considered here, consists of rejecting new packets when

the total number of such packets exceeds a certain number m'.

The routing algorithm used is a static shortest path scheme, with the path length

based on number of hops. Where several shortes. )aths between a source-destination pair

exist, all such paths are selected with equal likelihood.

We assume that acknowledgements are instantaneous and for free; that is, the sender

learns of the success or failure of its transmission as soon as the packet has been completely

received at the intended immediate destination, and the acquisition of this knowledge is

assumed not to require any communication bandwidth*.

3.2 Traffie Model

We define the network input traffic requirement by the matrix [ij], where 'yij, i # ,

is the average number of packets per unit time offered at node i and ultimately destined

for j. (We let -1iy = 0, Vi). The total traffic offered to the network is denoted by 'Y and is
N N

given by : E -yij. In this study, we consider two types of input traffic matrices, namely,
i=1 j=I

the uniform traffic matrix in which yTii is constant for all pairs of nodes, and equal to

-y/N(N - 1), and the neighbors-only traffic matrix in which yii = "j/dN if hii = 1, i # j,
and -yij = 0 otherwise. Provided that the routing algorithm described above is used, the

internal traffic is balanced throughout the network; i.e., the link traffic is the same for all

links.

*It is believed that this assumption would not have a major effect on the comparative evaluation of the various

schemes. It may however affect their absolute performance. There are several ways of implementing hop-
by-hop acknowledgements in packet radio networks [6,181. These will be evaluated in a separate study. The
effect of acknowledgement traffic on the performance of the various schemes will then be identified.
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The generation of packets at a source node forms a random process considered here to

be Poisson. We assume that packets are of constant length. Thus the transmission time of

a packet is also a constant. We define a to be the ratio of the propagation delay to packet

transmission time.

3.3 Scheduling of Packet Transmissions

It is assumed that there is a single transmitter per node. The transmitter is shared

among the queues of the node, and a First Come First Served (FCFS) service discipline is

utilized at each queue. Associated with each node of the network, there is also a random

point process which defines the points in time when transmissions may be attempted.

These points are referred to as scheduling points. At each scheduling point, the Dode

executes the following algorithm:

(i) If the transmitter is already engaged in a transmission, or if all the queues of a node

are empty, then the scheduling point is ignored.

(ii) Otherwise (the transmitter is free and one or more queues are not empty), the packet

at the head of some non-empty queue is considered for transmission. The selection

of the non-empty queue, whose head is to be considered for transmission, is random

according to a uniform distribution. Clearly, actual transmission of the packet may or

may not take place depending on the state of the network and the blocking property

of the particular channel access protocol in use:

a) If the attempted transmission is inhibited, then the scheduling point is lost.

b) Otherwise the transmission is undertaken.

Once the packet has been transmitted successfully, then it is deleted from the head

of its queue. In this study, the scheduling point process for node i is assumed to be

Poisson (with rate G scheduling points per packet transmission time) for the ALOHA,
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CSMA, BTMA, CASMA and CDMA protocols, and Bernouilli (with probability Gi of

transmitting in a slot) for the slotted ALOHA protocol.

3.4 Measures of System Performance

There are essentially two measures of performance which we consider in this study,

namely network throughput and packet delay. We define the throughput matrix [SJ ] so

that its (i, j)' th element Si., 1 < i, j < N, is the average number of successful receptions

at destination node j of packets that originated at source node i, per packet transmission

time. The total end-to-end network throughput is

N Ns =,E s, j.
i=1 j=1

Another measure of throughput performance of interest in this study is the nodal through-

put denoted by si, 1 < i < N, where si is the average number of successful transmissions

by node i to all its neighbors, per packet transmission time.

We define the delay matrix [6 .] so that its (i, j)'th element b5. specifies the average

time a packet from source node i destined to ultimate destination node j spends in the

system from the time it is accepted at node i until it is finally successfully received at node

j, normalized to the packet transmission time. If, due to the input buffer limit control

scheme, a newly generated packet is not accepted at a source node, then it is considered

lost and does not contribute to the measured delay. The average packet delay over the

entire network is given by

N Ns..

i=lj3=1

We also consider the distribution of buffer occupancy per queue. For a given queue

i, let Li denote the number of new and transit packets in the queue in steady state.
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Let q E 10, 1]. We define a buffer occupancy qth quantile to be an integer nq such that

Pr[Li > n.] < 1 - q.

4. Numerical Results

Consider a packet radio network according to the model described in section 3. The

topology may be any of the regular structures introduced with the exception of multicon-

nected rings. The latter will be examined in more detail in subsection 4.3. Due to the

assumptions of uniformity in the offered input traffic matrix, and the balanced shortest

path routing, all nodes behave in a statistically identical manner. Hence we may consider

all nodal scheduling rates to have the same value denoted by G. Moreover, all nodes have

equal nodal throughput s, all source-destination pairs have equal end-to-end throughput,

(which is S/N(N - 1) in the case of the uniform traffic matrix, and S/Nd = s/d in the

case of the neighbors-only traffic matrix), and all paths of equal length have identical end-

to-end average packet delay. Note that S = Nsfi, where ji denotes the mean number of

hops between a source and a destination.

Let S('y,m,G) denote the total end-to-end throughput for -, m, and G. Assume

m = oo (i.e., no external packet is ever rejected), and heavy-traffic conditions (i.e., -- oo).

Under these conditions, given the (regular) network structures under consideration and

the random nature of the access schemes, it is guaranteed that all queues in the network

will always be non-empty. Since the number of nodes in the network is finite and no

incoming transit packet at a node is ever rejected (due to the infinite buffer assumption),

it is intuitively clear that the mean service time X for a packet at the head of a queue,

(defined as the expected time from when a packet moves to the head of the queue until it

is successfully transmitted to its immediate destination) is finite and constant over time,

and entirely determined by the network topology, the access scheme, and the scheduling
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rate G. This also means that the link throughput (i.e., the fraction of time that a link is

engaged in successful transmissions) is nonzero and equal to 1/X packets per second. Let

C(G) A lim S(-, oo, G). C(G) is the total end-to-end network throughput under heavy-

traffic for the scheduling rate G, and is called the capacity of the network at scheduling

rate G. We define nodal capacity in a similar fashion. Let s(-Y, m, G) denote the nodal

throughput for -y, m and G, and define the nodal capacity as c(G) A lim s(-y, oo, G). As*'1-*o

with the network and nodal throughput, C(G) and c(G) are related according to C(G) =

Nc(G)/fi. With m = oo, it is clear that for -y :_ C(G) we must have S(', oo, G) = ,

and for -y > C(G), S(Ioo, G) = C(G). Such expectations are entirely confirmed by

simulation, as will be shown in the following subsection. Note that c(G) is the same for

both traffic matrices considered in this study, while C(G) differs due to the differences in

n.

As a first step in the discussion of the numerical results, a representative example

network consisting of the simple six node ring topology together with the C-BTMA access

scheme is selected for an in-depth study with the purpose of identifying explicitly the effect

of the scheduling rate and the input flow control on throughput and delay performance.

As all other network topology and access scheme combinations (again with the exception

of multiconnected rings) exhibit similar behaviour, we limit the remainder of the section

to a comparison of the performance of the various access schemes in the different networks,

on the basis of their capacity and throughput-delay characteristics.

4.1 A Representative Example

The example considered here is a simple six node ring with a = 0.01 operating under

C-BTMA with a uniform offered traffic matrix and balanced shortest path routing. In

figure 3 we plot the network throughput S('y, m, G) versus -y with m set to 50 (a somewhat

arbitrary but large value). The difference between the simulation points and the expected
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Fig. 3 Network throughput versus offered input traffic rate in a simple six node ring

network, under the C-BTMA protocol, with a uniform traffic matrix and a = 0.01.
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m, (with rejection of new packets when new and transit packets exceed m), in a
simple six node ring network under the C-BTMA protocol, with a uniform traffic
matrix, a = 0.01 and G = 10.
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Fig. 5 Network throughput versus offered input traffic rate, for various input buffer limits
m', (with rejection of new packets when m' new packets are already present), in a

simple six node ring network under the C-BTMA protocol, with a uniform traffic
matrix, a= 0.01 and G = 10.
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curves in the vicinity of -y = C(G) is due to the finite value used for m, which causes some

new packets to be rejected. Indeed, the probability Pb(7Y, m, G) of an input packet being

rejected is nonzero for m < oo, and increases for decreasing values of m. The larger m

is, the closer the simulation points are to the expected curve (m = oo) as can be seen in

figure 4. We note, however, that regardless of the value of m, we have

lim S(-y, m, G) = C(G),.

The results shown in figures 3 and 4 correspond to the IBL scheme where a new packet

is rejected if the total number of packets in the queue (new and transit) exceeds m. The

alternative scheme (as described in section 3.1) considers that a new packet offered to a

queue is rejected if the number of new packets in that queue reaches in'. (Transit packets

are again not affected, since we have assumed infinite buffers at each queue). In figure 5 we

show S versus -y for various values of m'. For equal values of m and n', this IBL control

scheme clearly achieves a higher throughput than the former scheme, since the blocking

probability is smaller; in all other respects the behaviour is the same. We also have

lim S(7, m',G) = C(G)

where C(G) is the same in both IBL schemes. In the sequel we shall consider only the first

IBL control scheme.

The scheduling rate G has an important effect on the network capacity C(G). The

latter is maximized for a particular value of G, denoted by G'. C(G*) is referred to as the

optimum network capacity. The effect of G is illustrated in figure 6 where we plot C(G)

versus G. To the left of G*, C(G) is limited by the small value of G (and hence the large

intervals between scheduling points); to the right of G', C(G) is limited by an increase

in the rate of collisions. (We note here that the determination of C(G) by simulation is

obtained by guaranteeing that all queues are always non-empty, which is simply achieved
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by considering the first IBL scheme with m = 1 and -y = oo). Note that the variation of

C(G) with respect to G is small in the vicinity of G* implying a degree of insensitivity to

G. For instance, we see in figure 6 that C(G) O.9C(G*) for 0.2G* < G < 2G*.

We now examine the network packet delay D. As defined in section 3.4, D is the

average delay of a packet from when it is admitted to the network, until it is delivered to

its ultimate destination. It is a function of -y, m and G, which we denote by D(Y, m, G).

In figure 7 we plot D(7, m, G) versus y for various values of m and G = 10. Recall that

when m is finite, all rejected (external) packets do not contribute to the calculation of

D(y, m, G). Accordingly, it is not curprising to see the network delay increase with 'Y, but

level off at a limit which is a function of m. In practice, data packets that are blocked at

the network input are stored by the host attached to the local PRU, (thus undergoing a

delay), and are resubmitted at a later time. Thus a more reasonable measure of the total

packet delay is obtained for a value of m = oo, where new packets are accepted without

limitation. As expected, for m = oo, the delay becomes unbounded as -y -+ (G).

The case -y = oo, m = 1 is an interesting one to examine more closely. By setting

m = 1, given the IBL scheme under consideration, no new packet is admitted to a queue

until that queue empties. Furthermore as soon as the queue empties, a new external

arrival is created (-y = oo). This represents the situation where traffic is heavy, (hosts

have infinite queues of packets to be offered to the network,) but priority service is given

to transit packets in a first-come-first-served (FCFS) order. D(oo, 1, G) represents the

network delay of packets that are admitted to the network. In figure 8, we plot the

network delay for 1-, 2- and 3-hop traffic, as well as the average delay over all traffic

(D(oo, 1, -y)) versus C(G). Observe that 1-hop traffic does not pass through intermediate

nodes, while 2-hop traffic is forwarded through 1 intermediate queue, and 3-hop traffic

through 2 intermediate queues. As before, let the service time of a packet be the time

from when the packet first reaches the head of its queue, until the time it is successfully
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received by its intended immediate destination. Then, the 1-hop delay consists of 1 service

time, the 2-hop delay consists of 2 service times and 1 queueing delay, and the 3-hop

delay consists of 3 service times and 2 queueing delays. D(oo, 1, G) is observed to first

decrease with C(G), and then increase as C(G) increases. The explanation for this is

that low values of C(G) correspond to low values of G, and for low values of G packets

remain at the server for long periods of time due to large scheduling delays. However, as

G and C(G) increase, the scheduling delay decreases, which tends to decrease the network

delay. As G increases further however, the system begins to operate close to capacity,

and hence queueing delays begin to increase significantly, and in addition, the probability

of collision and hence retransmission also increases, causing a sharp increase in network

delay, and ultimately a reduction in C(G). We observe that in the vicinity of network

capacity C(G*), network delay is more sensitive to the scheduling rate than is the case for

throughput; (an effect similar to that observed for fully connected networks [20]): we see

that approximately 0.4D(oo, 1, G*) _ D(oo, 1, G) < 4D(oo, 1, G*) for C(G) >_ 0.9G* which

corresponds to 0.2G* < G < 2G*.

The buffer occupancy statistics for the case of -y = oo and m = 1 represent the buffer

requirement for transit packets, (and potentially a single external packet,) under heavy

traffic conditions. In figure 9 we plot the qth quantiles of buffer occupancy nq versus

capacity C(G) for different probabilities q of exceeding n. buffers. As C(G) approaches

C(G'), the qth quantiles of buffer occupancy nq increase with C(G), indicating that more

and more buffers are being occupied by packets in transit. The curves of figure 9 can be

used as a guide for the selection of a finite transit buffer size. For example, at a throughput

S = 0.9C(G*), the probability q that the buffer occupancy exceeds 20 is less than 0.001,

implying that a buffer size of 20 would be a safe choice as far as achieving 0.gC(G*) goes.

The previous discussion has focused on a particular access scheme (C-BTMA) and a

particular topology (a simple six node ring). For other network and access scheme combi-
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nations similar behaviour is observed in general, except for certain quantitative differences.

For example, in the simple six node ring, the degree of sensitivity of the network capac-

ity C(G) to the scheduling rate G in the vicinity of G* differs according to the access

scheme. ALOHA and CSMA exhibit the highest sensitivity, while CDMA, CASMA, and

the BTMA schemes exhibit the lowest sensitivity. The reason for the greater robustness of

BTMA and CASMA is that, given that a node has begun to receive a packet, the recep-

tion of this packet may be interfered with only by other transmissions that were initiated

during the vulnerable period. The robustness of CDMA is due to the fact that once a

reception is initiated, given the assumption of perfect capture it cannot be subsequently

interfered with. The ALOHA and CSMA schemes are less robust due to the fact that a

packet being received is vulnerable to interference over its entire period of reception. Note

that, in ALOHA and CSMA a certain degree of insensitivity to G is still evident since, in

the simple six node ring network for example, a factor of 2 or 3 variation in G leads to a

variation in C(G) of < 10%. Note further that the robustness of BTMA and CASMA is

expected to diminish as a increases.

In the sequel, the performance of the various access schemes is studied and compared

in 'regular solid' networks and in ring networks, in terms of their capacity and throughput-

delay characteristics.

4.2 Nodal Capacity

The optimum network capacity C(G*) is the most important single parameter that

characterizes the performance of a network under a given set of operational protocols. Not

only does it give the maximum throughput that a network can support, but in addition it

is the most determining factor in the throughput-delay characteristic of a network; indeed,

the delay in a network increases from fi at a throughput approaching zero, to infinity

at an asymptote determined by the network capacity. However, since C(G*) depends
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on the type of traffic matrix assumed (either uniform or neighbors-only), in comparing

the performance of the various channel access schemes, we focus on the optimum nodal

capacity c(G*). The latter is the same for all traffic matrices that induce balanced link

traffic; it is the maximum rate at which a node may transmit successfully over the channel,

and hence is a more intrinsic measure of the performance of the access schemes.

For certain networks and access schemes, analyses leading to c(G*) or C(G*) have been

performed and used to derive numerical results and validate the simulation. These cases

consist cf (i) the ALOHA schemes in arbitrary multihop topologies, (ii) CSMA, C-BTMA

and CASMA in fully connected topologies, and (iii) C-BTMA and CASMA in simple ring

topologies for a = 0.

(i) ALOHA schemes in arbitrary multihop topologies. For the pure ALOHA scheme,

we have adapted the approach of [10], where the analysis assumed exponential packet

lengths, to the case of fixed packet lengths, while for slotted ALOHA the approach of [191

is used (refer to appendix 1). For the regular topologies considered here with a uniform

or neighbors-only traffic matrix, the optimum nodal capacities are expressed as

cpure ALOHA(G ) ( ) (1)

Celotted ALOHA(G*) = d d (2)(I +a)(d+ 1) (d

Note that the nodal capacity for the ALOHA schemes is only dependent on d and is

independent of N. Note also that, for the pure ALOHA scheme, the nodal capacity is not

a function of the parameter a; (in fact, of the access schemes under study, it is the only one

to exhibit such an independence). Table 1 exhibits the optimum nodal capacity c(G*) for

the various network topologies considered and a = 0, as well as and the optimum network

capacity C(G*) for uniform traffic.
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Pure ALOHA Slotted ALOHA

N d Topology c(G') C(G') c(G') C(G')

6 2 Ring 1.80 .078 .260 .148 .494

12 2 Ring 3.27 .078 .286 .148 .543

4 3 Tetrahedron 1.00 .055 .220 .106 .422

8 3 Cube 1.71 .055 .257 .106 .495

20 3 Dodecahedron 2.63 .055 .418 .106 .806

6 4 Octahedron 1.20 .042 .210 .082 .410

12 5 Icosahedron 1.64 .034 .249 .067 .491

Table 1: Network and nodal capacities in regular topologies for uniform traffic requirement

for pure and slotted ALOHA protocols, with a = 0.

(ii) CSMA, C-BTMA and CASMA in fully connected topologies. A simple adaptation of

the analysis in [3] to a fully connected network with N identical nodes gives the following

approximate expressions for the nodal capacities (refer to appendix 2):

(N (3)
CCSMA(G) = (1 + 2a)N(N - 1)G + Ne-a(N-I)G - 1'(

(N - 1)Ge - (N -=N(
CC-DTMA(G) = (1 + 3a)N(N - I)G + Ne - a (N- I )G -' (4)

(N - 1)(N - 2)Ge- a G(2 N - 3 )

CCASMA(G) = (N - 1)[N(N - 2)(1 + 4a)G - 21 + Ne - aG(N - 2) + N(N - 2)e-aG(2N-3)

(5)

The difference between the results for CSMA and C-BTMA is due to the fact that,

in the latter case, the period of time during which nodes are blocked is extended by an

additional time period a, due to the presence of busy-tone. The difference between the

results for CASMA and C-BTMA is due to the fact that, in CASMA, once a transmission
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is initiated, the intended receiver is blocked from transmitting after a time units, while

the remaining N - 2 nodes are blocked after 2a time units (when the busy and carrier

sense tones are detected). This implies that the period during which a transmission is

vulnerable to collisions is increased by a time units over that of CSMA and C-BTMA;

furthermore, the period during which nodes are blocked is extended by a time units over

that of C-BTMA. Both effects lead to a decrease in the achievable capacity. Note that

the difference in performance between all three schemes is rather slight for a small, but

becomes more noticable for a large.

(iii) Simple N-node ring networks with a = 0. When a = 0, C-BTMA and CASMA are

conflict-free; hence G" = oo. The capacity is then simply determined by the maximum

number of transmissions that can concurrently exist in the network.

C-BTMA: The maximum number of concurrent transmissions in the network is achieved

when one in every three nodes is transmitting and the intermediate ones are blocked, and is

simply expressed as [N/3J. The nodal capacity is obtained by normalizing to the number

of nodes and is expressed as*

C (oo) = [NJ. (6)N 3

CASMA: The maximum number of concurrent transmissions in the network is achieved by

minimizing the number of unused nodes (i.e., neither transmitting nor receiving). Given

the CASMA protocol, it is clear that this condition corresponds to the situation whereby

a transmitting node is adjacent to its destination and another transmitting node; likewise,

a receiving node is adjacent to its sender and another receiving node. Furthermore, the

*We note here that, when N is a multiple of 3 and G* = oo, the maximum number of concurrent trans-
missions, N/3, is achieved by a subset of N/3 nodes equally spaced. The nodes in this subset remain the
same over time, each achieving a nodal capacity equal to 1, while all others achieve a nodal capacity of 0.
We shall nevertheless consider that in this case c(oo) exists and is equal to 1/3. For G finite but large, a
nodal capacity close to 1/3 is truly attained by all nodes. However in this case, there may be long periods
of time during which the same subset of N13 nodes transmit before another subset of nodes gains access
to the channel. Note that in CASMA, a similar effect occurs (for N a multiple of 4), but with respect to
subsets of transmissions.
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number of unused nodes will vary between 0 and 2 depending on the value of N. The

maximum number of concurrent transmissions is expressed as

1I1, N = 2,3

2k N=4k+I,1 =0,1,2; k>1,

2k + I N=4k+3 k> 1.

The nodal capacity is obtained by normalizing to the number of nodes and is expressed as

III 1 N =2,3

c(oo) 2k N=4k+l, =,1,2; k> 1, (7)

2k+I N-=4k+3 k>1.

Using simulation and analysis whenever possible, we plot in figures 10 to 16 the op-

timum nodal capacity c(G*) versus a for the various schemes in the regular solid and 6-

and 12-node ring topologies. We note that for all schemes but pure ALOHA (which is

independent of a), the nodal capacity decreases as a increases, due to the fact that the

information obtained by channel sensing is increasingly out of date; however, for BTMA

and CASMA, a greater decrease with a is seen than for the other schemes. In the remain-

ing access schemes, the nodal capacities are less sensitive to a for the following reasons:

for slotted ALOHA, equation (2) shows that the capacity varies as 1/(1 + a), a quantity

which is rather small for 0 < a < 0.3 (the range of values depicted in figures 10 to 16).

While CSMA is also affected to some extent by a, its performance is primarily limited by

collisions due to hidden nodes where these exist, (an effect independent of a). For cases

where there are hidden nodes, the nodal capacity of CSMA is low over the entire range

of a and thus the effect of a is slight. Only in the case of the fully connected tetrahedron

topology (where there are no hidden nodes and the capacity of CSMA is high), is a se-

vere degradation exhibited as the value of a increases (as is also the case for BTMA and

CASMA). In CDMA, channel sensed information is not utilized and hence we expect the
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nodal capacity to be basically insensitive to a; the decrease in the capacity of CDMA with

a is due to the fact that, for a large, the probability that a node will begin to transmit while

a transmission to it is already on the way, but before the latter transmission is detected,

becomes significant. This results in the probability of wasted transmissions increasing with

a.

Excluding the CDMA scheme (where the required channel bandwidth may be orders

of magnitude greater than for the narrow band schemes), for a small (< 0.1), the proto-

cols may be 'approximately' ranked in order of increasing performance as follows*: pure

ALOHA, CSMA, slotted ALOHA, I-BTMA, H-BTMA, C-BTMA and CASMA. One ex-

ception to this ordering is CSMA in the (fully connected) tetrahedron topology, where it

achieves the highest performance (as expected). The other exception to this ordering oc-

curs in the dodecahedron topology, where the performance of H-BTMA is inferior to both

C-BTMA and I-BTMA. Note that for H-BTMA, the capacity achieved depends on the

value of header processing time assumed, (here the value is 50% of the packet transmission

time in all cases). The effect of the header processing time is clearly seen in figure 17

for the dodecahedron, cube and six node ring topologies. We note that for a header pro-

cessing time of zero, performance is identical to I-BTMA, while for a header processing

time equal to a packet transmission time, performance is identical to C-BTMA. We note

further that in the case of the dodecahedron, the capacity of H-BTMA is less than that

of both I-BTMA and C-BTMA, over a wide range of header processing times, including

the 50% point; for the cube and the ring, the capacity of H-BTMA lies between that of

I-BTMA and C-BTMA for all values of header processing time. This rather surprizing

result in the case of the dodecahedron is somewhat corroborated by the following scenario

in H-BTMA: suppose that at a given scheduling point, node i attempts a transmission to

node j, where ' is currently receiving a packet not destined to it (transmitted by a node

*The cost of the busy tone channel for BTMA, and the activity signalling channel for CASMA is ignored

here.
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p), has already processed the header of that packet, and hence is not emitting a busy tone.

Assume that all other nodes in N(i) are neither transmitting nor receiving. If < i, j > is

undertaken it will be unsuccessful; furthermore, for a period of time equal to the header

processing time h, the nodes in B = P*(i) - .A(p) emit busy tone thereby blocking all

nodes in .N(B). After h, the nodes in B turn off their busy tone, and for the remainder

of the transmission < i,j >, only the nodes in AP*(i) are blocked (due to carrier sensing).

Since < i, j > is unsuccessful, the blocking of nodes by < i, j > is clearly wasteful, and the

more nodes blocked, the greater the waste. Note that in I-BTMA, only the set N'(i) is

blocked for the entire transmission time of < i, j >, and hence the inefficiency is decreased

over the case described above. In C-BTMA, < i,j > would have been blocked in the

first place, thus entirely avoiding this particular inefficiency. Note that this effect depends

on the sizes of the sets .A1(i), B and Ms'(B), and also on the probability that < ij >

will be unsuccessful as described above. Thus it is conceivable that in certain cases, the

performance of H-BTMA is indeed inferior to both C-BTMA and I-BTMA. Regarding

the relative performance of C-BTMA and I-BTMA, the C-BTMA scheme achieves higher

throughput than the I-BTMA scheme in all networks under study, indicating that the

potential collisions permitted by the I-BTMA scheme are more harmful to performance

than the blocking of potentially successful transmissions caused by C-BTMA. Note that

for a > 0.1, the capacity of BTMA and CASMA continues to decrease, becoming less than

that of slotted ALOHA, and approaching that of CSMA and pure ALOHA.

We now examine in more detail the performance of certain access schemes in simple

ring networks with different values of N. We limit the discussion to the case a = 0 for which

we make use of equations (6) and (7). In figure 18, we plot the nodal capacity c(G*) versus

N for the ALOHA, Slotted ALOHA, C-BTMA and CASMA schemes. Figure 18 suggests

that, in the 6-node ring for a small, CASMA and C-BTMA achieve similar performance,

while in the 12-node ring CASMA achieves a higher performance than C-BTMA, which

explains why this is indeed observed in figures 10 and 11. Note that as N --4 oo, the nodal
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capacity for each access scheme becomes insensitive to N and approaches a limit. For the

case of the uniform traffic matrix, from [19],

n= [(N + 1)/2J(1 - [(N- 1)/2J) (8)N-i

The graph of ft/N versus N is shown in figure 19. Note that lim ft = N/4. In figure 20,N-*

we plot the network capacity C(G) versus N for the uniform traffic matrix. Since in the

case of the ring, n is proportional to N, it is not surprizing to see that C(G*) approaches

a limit as N -* oo as well. The results of figures 18 and 20 can be compared with those in

[10] where the nodal capacity of C-BTMA and ALOHA (among others) was analyzed for

the case of exponential packet lengths. We find that there is a minor difference (6%) for

the case of ALOHA, while the results are identical for C-BTMA. We attribute the former

difference to the different assumptions concerning packet length distribution, since, in pure

ALOHA, once a transmission is undertaken, the probability of success is dependent on the

packet length; in C-BTMA for a = 0, once a transmission is undertaken, the probability

of success is unity, and is thus independent of the packet length.

4.3 Effect of d on the Nodal Capacity

In figures 21 and 22, we plot for a = 0.01 and 0.1 respectively the nodal capacity

versus d for various access schemes in the regular solids and simple rings. The results

clearly indicate that the nodal capacity c(G*) decreases as the nodal degree d increases.

Note that there is a variation in c(G*) with N for d and a fixed, due to the finite values of N

in the regular solids and simple rings considered. However, this variation is less pronounced

when a is iarge. Furthermore, as remarked earlier for simple rings, the variation is also less

pronounced for large N. Thus we conclude that d is the topological parameter which affects

performance the most. Note however that the CDMA scheme is seen to be less affected by

d than are the narrow band schemes, with the difference in performance between CDMA
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and the other schemes increasing with d. This is due to the directional capture assumption

of CDMA as described in section 3, which enables it to achieve a potentially higher number

of successful, concurrent transmissions than the narrow band protocols.

In order to further study the effect of the degree d on nodal capacity without constraints

on N and d, we consider multiconnected ring networks with a neighbors-only traffic matrix.

Note that, in this case, contrary to the simple ring (d = 2) and the regular solid networks

considered previously, the link traffic processes under the CSMA, BTMA and CASMA

access schemes are no longer statistically identical. This is due to the fact that for the

aforementioned access schemes, the probability of successful reception p. is different on

each link; (p, is not link dependent for ALOHA and CDMA, hence all link traffic processes

are statistically identical for these schemes). For example, consider a multiconnected ring

with N nodes of degree 4, operating under CSMA with a = 0. Consider the nodes to

be numbered sequentially and consider transmissions from node 1 to its neighbors (i.e,

nodes 2, 3, N - 1, and N). The transmission < 1,2 > is vulnerable to transmissions from

node 4 only, (the other neighbors of 2 being blocked by carrier sensing), while < 1,3 > is

vulnerable to transmissions from both nodes 4 and 5. Let S'(-y, m, G) a 2NS12 (Y, m, G)

and S"(-7, m, G) A 2NS 13 ('y, m, G); these represent the sum of link throughputs summed

over all links which are statistically identical to S12(Q, m, G) and SL3 (-Y, m, G) respectively.

We expect that S12 b, m, G) -> S13 (-I, m, G) and hence S'(-y, m, G) _ S"(y, m, G) for all

-y. This expectation is confirmed in figure 23 where S'(q, m, G), S"(', m,G) and their

sum S(-7 , m, G) (the network throughput) are plotted versus the offered input traffic rate

-y, for the case of N = 12, d = 4, a = 0.01, m = 50 and G = 0.5. Furthermore,

we note that S'(7 ,m,G) = S"(7,m,G) for -y < -11, S'(-y,m,G) > S"(y,m,G) for all

-y > 'yl, and S'(,m,G) and S"(-y,m,G) approach limits C'(G) and C"(G) respectively

for -y large, as indicated in figure 23. (Note that the ratio C'(G)/C"(G) can be altered

by varying the queue scheduling distribution; however, in this work, we consider only a

uniform queue scheduling distribution). The additional complexity in the behaviour of
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such a network indicates the reason why, in this report, we have chosen to focus only

on entirely regular topologies. In a forthcoming report, the more complex non-regular

networks will be studied.

In figures 24 and 25, for a = 0.01 and a -= 0.1, the optimum nodal capacity for various

access schemes considered are plotted versus the nodal degree d for N = 12. The results

generally confirm those of figures 21 and 22, and allow us to observe the effect of d for

d > 5; in particular, we note that for large d, the capacity of CDMA is significantly higher

than of the narrow band schemes. We also observe that, in multiconnected rings, the

performance of CSMA first decreases with d and then increases as the connectivity of the

network increases; at d = N- 1, as expected, the performance of CSMA is the best among

the narrow band schemes.

4.4 Throughput - Delay Performance

For the case of uniform traffic and finite values of input traffic rate 7, we examine the

throughput-delay tradeoff for the various access schemes in two representative topologies,

namely, the simple six node ring and the icosahedron. Unlimited acceptance of both

new and transit packets (i.e., m = oo) and a value of a = 0.01 are assumed. For -

C(G*), we find that the network delay D(c, oo, G) is minimized by a particular value of

G denoted by Gopj (-y), for each -. This is depicted in figure 26 for the case of CSMA in

the simple six node ring topology. Note that as -1 --+ 0, Gog (y) --+ oo, and as -y --+ C(G*),

Got(-y) --+ G*; refer to figure 8 and the discussion pertaining thereto. Furthermore, we

cbserve that the sensitivity of D(-y, oo, G) to G increases with -f; such behaviour had been

encountered previously in the context of single-hop, fully connected networks [3], [20]. In

figures 27 and 28, we plot the minimum network delay D(,y, oo, GO (-y)) versus the network

throughput S(,y,oo, GoV(-y)) in the simple six node ring and the icosahedron topologies

for all access schemes under consideration. Note that all curves share certain properties,
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namely, nim D('y, oo, Go1,e (-y)) = ft, (the average path length), -ir. S (y'YoG '

C(G*), and lim D("l,oo,Go,1 a("y)) = oo. Note further that the ordering of the access-Y (*)

schemes in terms of the maximum network throughput is as predicted in figures 10 and 16

for a = 0.01.

5. Concluding Remarks

In this report, we have studied the performance of multihop packet radio networks

with regular structure. The effect of the nodal scheduling rate, and the input flow control

on performance was detailed, and the sensitivity of the performance measures to these

variables was explored. It was found that network delay was much more sensitive to the

nodal scheduling rate than was network throughput. Regarding flow control, it was seen

that when the flow control scheme caused blocking at the network input, a reduction in

throughput resulted. The performance of the various access schemes was compared in

terms of their nodal capacity, and throughput-delay characteristics. The performance of

CSMA was shown to degrade severely in multihop networks. Regarding the effect of a, the

performance of the BTMA and CASMA schemes were seen to be rather sensitive to this

parameter, but for a small, relatively high capacities were achieved by these schemes as

compared with CSMA and ALOHA (by factors of typically > 3). The CDMA scheme also

achieved relatively high throughput and was also only slightly sensitive to a. Regarding

the effect of nodal degree, it was seen that nodal capacity decreased with d; however, a

smaller decrease was observed for CDMA than for the 1 -rrow band schemes. It was also

noted that for certain networks of the same nodal degree but with a different number

of nodes, different nodal capacities resulted. It is believed that this effect is due to the

finite size of the networks considered. Finally, it should be kept in mind in comparing the

performance of these schemes that a penalty has not been assessed neither for the busy
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tone in BTMA, nor for the activity signalling in CASMA, nor for the additional bandwidth

required for spread spectrum operation in CDMA. However, with reference to BTMA, in

environments where the channel bandwidth is the limiting resource, the improvement in

channel utilization achieved may well more than compensate for the cost of the busy tone.
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Appendix 1: Nodal Capacity of pure and slotted ALOHA In

Arbitrary Topologies

Let Gii be the rate of the scheduling process at node i for packets destined to node j.

It is assumed that Gj is non-zero only if j E N'(i), (i = 1, , N). Let G, = E Gij.
jEN'(i)

Let cq denote the average number of packets transmitted successfully from node i to node

j per packet transmission time, and let ci = F Cjj.
2EN (9)

For each node i, cii is zero for j f N*(i), while for j E N*(i)

% = Pr{scheduling point at node i results in a transmission
Gii

and the transmission is successful}

= Pr{node i is not transmitting} Pr{transmission < i,j > is successful},

= Pi pie.

Pure ALOHA: From renewal theory arguments, P/, = 1/(1 + G,). Furthermore,

Pj'. = Pr{transmission < i, j > is successful}

= Pr{j and it's neighbors excluding i are idle at start of reception and no node in

N(j) transmits during the transmission < i,j >}.

Let N'(j) = N(j) - i. Then

lE'L)(1I 1  e-Gk

IENI(J)kEN(j)

% ,= IIj H-A

IEN(j) 1 kEN'(j)
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c, H f , I(i ,G I e-Gk
N*i) HEN(j) +G kEN'(j)

jEN*(i) IEN(j) N'(j)

For the case of the regular topologies (with degree d), Gi - G and c - c(G) Vi. Hence

the nodal capacity is expressed as

( +G)d+l _

is maximized by

d±-
G d

and hence the optimum nodal capacity is expressed as

c(G')=( d +1 f/- - Vd- (6)

Slotted ALOHA: Note that P/ = 1, Vi.

P, j = I (I - GO)
kCN'(j)

s,= + aaI HI (1 -GL).
keN'(j)

For the case of regular topologies (with degree d), the nodal capacity is expressed as

1

c(G) = -- a G(1 - G)".
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This is maximized by G =1/(l + d), and hence

1 ~ 1)d
1I+a)d+l d± 1
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Appendix 2: Capacity Analysis of CSMA, C-BTMA and

CASMA in Fully Connected Topologies

CSMA: Using renewal theory arguments as in 131, the nodal capacity is expressed as

1 E(U)
CCSMA(G) - N E(B) + E(I)

where E(.) denotes the expected value, U denotes the channel utilization, B denotes the

busy period, and I denotes the idle period. It is assumed that N is large in calculating

the expected busy period.

In CSMA (for N > 1), the above quantities are expressed as

E(U) e - a(N - I G

1
E(I) NG'

E(B) = 1 + 2a - 1 (1 - a(N-)G)
(N -1)G

Hence,

N I + 1 + -2a - I)GCGMAG)--N G -1+2a (N _II)G(1 -l NIG

1 (N - 1)Ge - a( N - I} G

N N-I + (1 + 2a)(N - 1)G - (1 - e-a(N-l)G)

Note that for N large, the network capacity is expressed as

CCSMA(9) = ge-ag 9
CcSMA(g) = (1 + 2a)g + e-"'

where we have set g = (N- 1)G. This is the same expression as in [3], where it was assumed

that the generation process of the entire population of nodes constituted a Poisson process

of rate g.
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C-BTMA: The analysis for this case is very similar to that for the case of CSMA. For

N > 2, the only difference is the fact that the period of time for which nodes are blocked

is longer by an additional amount a, due to the busy-tone. Hence

I (N - l)Ge-
a{N - I)G

CC-BTMA(G) = N-I (+ )G
- ( +3a)(N - - -

CASMA: In this case, both the vulnerable period and the period of time for which nodes

are blocked are longer by an additional amount a as compared to C-BTMA. In this instance

for N> 2

E(U) = - a (2N - 3)

E(I)- G

(Be- GN - ) (- G a(N-2) )

(N - 1)G - a(N-)) (N- 2)G (  e

Hence

(N - 1)(N - 2 )Ge- aG(2N - 31)

(N - 1)[N(N - 2)(1 + 4a)G - 2] + Ne-aG(N-2) + N(N - 2)e-aG(2N-3)
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