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Linear regression is used extensively in the fields of science, engineering, and business. Because data-gathering processes can be complex, show random effects, or be unknown, oftentimes the regression model used only approximates the actual process model. This report analyzes the effects of using a reduced-order process model in linear regression. In particular, the relationship of the Taylor series coefficients to the regression parameters is discussed. Relationships are generated to equate regression and Taylor series parameters, and an error analysis is performed to compare the effects of noise and modeling errors.
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LINEAR REGRESSION TO A LOWER ORDER MODEL: EFFECTS AND IMPLICATIONS

INTRODUCTION

Linear regression is used extensively in the fields of science, engineering, and business. In many instances, because the data-generating process can be complex, exhibit random effects, or be unknown, the regression model used only approximates the actual process model. For these reasons, regression models of reduced order are often used. Such models are designed to be as accurate as necessary for their intended application without retaining unnecessary and noise-sensitive, higher order terms.

When regression is used for noise suppression, the order of the regression model required can be a function of the noise level encountered. Under high-noise conditions, the errors incurred by using a reduced-order regression model can be negligible when compared with the noise uncertainty. Under low-noise conditions, however, the errors can become significant.

When the regression parameters are to be related to process state parameters for subsequent processing, it is very important that the relationship be properly formed. Use of a reduced-order regression model can produce unexpected biases, which can be accounted for in the state relation if interpreted properly. Such a problem was encountered when hierarchical processing was applied to the contact motion analysis problem. In this application, a bearing sequence, which is related to the state by means of the arctangent function, was characterized by a second-order regression model. When relating the regression coefficients to the state parameters, the bias resulting from the nonzero derivatives of the arctangent function proved significant under low-noise conditions. Application of the analysis presented in this report allowed for bias compensation and the concomitant improvement in estimator performance.

This report presents a brief review of linear regression and an analysis of the effects of using a reduced-order regression model. In addition, a parallel analysis using the Householder transformation, which provides a convenient computational scheme for bias compensation, is discussed.
LEAST-SQUARES REGRESSION

A process of some fixed order can be represented by a finite Taylor series about a chosen point. If noise-free measurements are available, the Taylor series coefficients can be calculated exactly provided the number of measurements is at least equal to the order of the process. In this case, the system of measurement equations, with the Taylor series coefficients as unknowns, forms a complete set of linear equations. When the number of measurements is greater than the order of the process, the system is overdetermined, and redundant equations can be ignored. The problem becomes more complex when measurement noise is present.

The most common method of solving an overdetermined system of equations in the presence of noise is to use the method of least squares (references 1 and 2). Consider the system of equations

\[ Ax = b, \]  

where \( x \) is the \( n \times 1 \) vector of unknown coefficients, \( A \) is the \( m \times n \) system matrix \((m > n)\) created from the samples of the independent variable, and \( b \) is the \( m \times 1 \) measurement vector. The least-squares solution is derived by first introducing the \( m \times 1 \) error vector

\[ e = b - Ax. \]  

The objective in the least-squares technique is to minimize the squared magnitude of the error vector, so that

\[ \| e \|^2 = e^T e = (b - Ax)^T(b - Ax), \]  

giving the least-squares solution

\[ x = (A^T A)^{-1} A^T b = A^# b. \]  

The matrix \( A^# = (A^T A)^{-1} A^T \), which is the orthogonal projection matrix that projects an arbitrary vector into the subspace spanned by \( Ax \), is called the generalized or pseudoinverse of the matrix \( A \) (references 1 and 2).

In the problem at hand, the rows of the matrix equation \((Ax = b)\) are simply samples of the Taylor series representation, which results in the matrix \( A \) assuming a distinct form. To illustrate the form of \( A \), consider the \( n^{th} \) order Taylor series polynomial about the point \( t_0 \) given by

\[ b(t) = x_0 + x_1(t - t_0) + x_2(t - t_0)^2 + \ldots + x_n(t - t_0)^n. \]  

where

\[ x_0 = b(t_0), \]

\[ x_i = b^i(t_0)/(i)! , \quad i > 0, \]  

with \( b^i(t) \) being the \( i^{th} \) derivative of \( b(t) \). With no loss in generality.
$t_0 = 0$ may be selected. For $m$ samples of the function taken at points $t_1, t_2, ..., t_m$, the resulting set of equations is

$$b(t_1) = x_0 + x_1 t_1 + x_2 t_1^2 + ... + x_n t_1^n,$$

$$b(t_2) = x_0 + x_1 t_2 + x_2 t_2^2 + ... + x_n t_2^n,$$

$$\vdots$$

$$b(t_m) = x_0 + x_1 t_m + x_2 t_m^2 + ... + x_n t_m^n,$$

which may be written in the form of equation (1) with matrix $A$ defined as

$$A = \begin{bmatrix}
1 & t_1 & t_1^2 & \cdots & t_1^n \\
1 & t_2 & t_2^2 & \cdots & t_2^n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & t_m & t_m^2 & \cdots & t_m^n
\end{bmatrix},$$

and

$$b = [b(t_1), b(t_2), ..., b(t_m)]^T.$$

An estimate of the $n$th order Taylor series coefficients $x$ based on $m$ noisy measurement samples $y_i = b(t_i) + w_i$, with $w_i$ being the measurement noise, may be obtained by solving the least-squares equation (4) using the system matrix of equation (8) and $b = [y_1, y_2, ..., y_m]$.

The matrix $A$ takes a particularly convenient form when the measurement points $t_i$ are uniformly spaced and (again, with no loss in generality) are symmetrical about the point $t_0 = 0$; hence, $t_k = k\Delta t$ for $k = (-m/2, m/2)$. (Here, $m$ is considered to be an even number for simplicity; similar results hold for $m$ odd.) Now, the matrix $A$ has the form

$$A = \begin{bmatrix}
1 & (-m/2)\Delta t & [(-m/2)\Delta t]^2 & \cdots & [(-m/2)\Delta t]^n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & (+m/2)\Delta t & [(+m/2)\Delta t]^2 & \cdots & [(+m/2)\Delta t]^n
\end{bmatrix},$$

and $A^T A$ is given by

$$A = \begin{bmatrix}
\Sigma(i\Delta t) & \Sigma(i\Delta t)^2 & \cdots & \Sigma(i\Delta t)^n \\
\Sigma(i\Delta t)^2 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
\Sigma(i\Delta)^{n-1} & \cdots & \cdots & \Sigma(i\Delta)^{2n}
\end{bmatrix}.
where the summation is over $i = -m/2$ to $m/2$. Again, an estimate of the coefficient vector $x$ may be obtained by solving the least-squares equation (4). Estimation using the least-squares criterion is nothing new; what is of interest here is the implication of using a model order for estimation that is lower than the actual process model order.

**ESTIMATION TO A LOWER ORDER MODEL**

When the process of interest is characterized by a Taylor series, for many practical applications, the higher order terms in the series are of significantly lower magnitude when compared with the lower order terms. It is often the case that the noise level will result in estimation errors that are comparable with the magnitude of these higher order items. For this reason, it is often desirable to model the system with a lower order, providing a more robust estimation of the desired coefficients. Also, in some instances, it may be possible for the Taylor series coefficients of the higher order terms to be expressed as functions of the lower order coefficients. Under such conditions, the lower order terms completely describe the system dynamics, even though there may be nonzero, higher order terms. Here again, it may be desirable to estimate the coefficients for the lowest order model to satisfactorily describe the system dynamics. However, care must be taken when interpreting the resulting coefficient estimates, because the basis functions of the Taylor series are not orthogonal. The interpretation becomes particularly important when the coefficient estimates are to be compared with predictions from a state parameter model.

To illustrate the effects of fitting to a lower order, consider the following process described by the fourth-order model:

$$y(t) = q_0 + q_1 t + q_2 t^2 + q_3 t^3 + q_4 t^4.$$  \hspace{1cm} (11)

Then, consider the following case where the estimation is performed for a model of the second order:

$$Y(t) = x_0 + x_1 t + x_2 t^2.$$  \hspace{1cm} (12)

Again, for simplicity, consider a symmetric time interval, which has been uniformly sampled. The impact of the reduced-order estimation can be evaluated by solving the least-squares equations under noise-free conditions. Under these conditions, the measurements are simply noise-free samples of the process function, which is shown as

$$b = \begin{bmatrix}
q_0 + q_1 (-m/2) \Delta t & \ldots & q_4 ((-m/2) \Delta t)^4 \\
\vdots & \vdots & \vdots \\
q_0 + q_1 (0) \Delta t & \ldots & q_4 (0) \Delta t)^4 \\
\vdots & \vdots & \vdots \\
q_0 + q_1 (m/2) \Delta t & \ldots & q_4 ((m/2) \Delta t)^4 \end{bmatrix}.$$  \hspace{1cm} (13)

The interpretation becomes particularly important when the coefficient estimates are to be compared with predictions from a state parameter model.
This may be written as \( b = Qq \), where \( Q \) is the \((m \times 5)\) matrix in the form of equation (9) and \( q \) is the vector of coefficients from equation (11), such that
\[
q = [q_0, q_1, q_2, q_3, q_4].
\] (14)

From equations (9) and (12), it may be seen that the matrix \( A \) is given by
\[
A = \begin{bmatrix}
1 & (-m/2)\Delta t & \ldots & ((-m/2)\Delta t)^2 \\
& \vdots & \ddots & \vdots \\
& & (0)\Delta t & \vdots \\
& & & [(0)\Delta t]^2 \\
1 & (m/2)\Delta t & \ldots & [(m/2)\Delta t]^2
\end{bmatrix}
\] (15)

From equation (10), \( A^T A \) takes the form
\[
A^T A = \begin{bmatrix}
m+1 & 0 & 2(\Delta t)^2 \sum_{i=1}^{m/2} i^2 \\
0 & 2(\Delta t)^2 \sum_{i=1}^{m/2} i^2 & 0 \\
2(\Delta t)^2 \sum_{i=1}^{m/2} i^2 & 0 & 2(\Delta t)^4 \sum_{i=1}^{m/2} i^4
\end{bmatrix}
\] (16)

and the product \( A^T b \) takes the form
\[
A^T b = A^T Q q.
\] (17)

The sums in equations (16) and (18) may be replaced by their closed-form equivalents and for large \( m \) approximated by the most significant term. The resulting approximations follow, i.e.,
At WY3

\[ A^T_A = \begin{bmatrix} m & 0 & (At)^2 m^3/12 \\ 0 & (At)^2 m^3/12 & 0 \\ (At)^2 m^3/12 & 0 & (At)^4 m^5/80 \end{bmatrix} \]  \hspace{1cm} (19)\]

\[ A^T_Q = \begin{bmatrix} m & 0 & (At)^2 m^3/12 \\ 0 & (At)^2 m^3/12 & 0 \\ (At)^2 m^3/12 & 0 & (At)^4 m^5/80 \end{bmatrix} \]  \hspace{1cm} (20)\]

and

\[ (A^T_A)^{-1} A^T_Q = \begin{bmatrix} 1 & 0 & 0 & 0 & -3(At)^4 m^4 \frac{1}{560} \\ 0 & 1 & 0 & 3(At)^2 m^2 \frac{1}{20} & 0 \\ 0 & 0 & 1 & 0 & 3(At)^2 m^2 \frac{1}{14} \end{bmatrix} \]  \hspace{1cm} (21)\]

From the resulting least-squares solution for \( \hat{x} \)

\[ \hat{x} = (A^T_A)^{-1} A^T_Q q, \]  \hspace{1cm} (22)\]

it may be seen that the estimates of the components of \( x \) are not exactly equal to the corresponding components of \( q \). As an example, look at the estimate of \( x_0 \), such that

\[ \hat{x}_0 = q_0 - \left[ \frac{3(At)^4 m^4}{560} \right] q_4. \]  \hspace{1cm} (23)\]

The use of a reduced-order estimation model produces a bias on the Taylor series coefficient estimates.

To evaluate whether this biasing effect is significant, one must look at its magnitude relative to the estimated noise variance. From the Cramer-Rao inequality, it may be seen that the covariance of an unbiased estimator is bounded below by the inverse of the Fisher information matrix (reference 2). While \( x_0 \) is a biased estimate of \( q_0 \), it is an unbiased estimate of the parameter for which the right-hand side of equation (23) is an approximation. This is also the case for the other elements of the vector \( x \). The inverse of the Fisher information matrix, \( \sigma^2_w(A^T_A)^{-1} \) for homoskedastic noise with variance \( \sigma^2_w \) (reference 2), is a lower bound to the covariance on \( \hat{x} \), so that
It may be seen that \( \sigma_{x0}^2 > (9/4m)\sigma_w^2 \) and, from equation (23), the bias error due to the reduced-order fit is

\[
e_b = \left[ \frac{3(\Delta t)4m^4 q_4}{560} \right].
\]  

(25)

The bias effect becomes significant when the corresponding standard deviation is on the order of the bias magnitude

\[
\sigma_w \approx \frac{(\Delta t)4m^2/9q_4}{280}.
\]  

(26)

This gives the noise level or, conversely, the magnitude of the process parameter \( q_4 \), for which the biasing effect of using a lower order model becomes significant.

To illustrate that the use of a reduced-order model may be advantageous from a minimum variance perspective, look at the Cramer-Rao bound for a first-order model, when

\[
\sigma_w^2 (A^TA)^{-1} = \sigma_w^2 \left[ \begin{array}{cc} \frac{9}{4m} & 0 \\ 0 & \frac{-15}{(\Delta t)^2m^3} \end{array} \right].
\]  

(27)

It may be seen that the variance on the \( x_0 \) parameter for a first-order model is four-ninths of the corresponding second-order model estimate. This illustrates the fact that, while using a reduced-order model may introduce a bias, it can provide an estimate with significantly lower variance. In situations where the bias can be accounted for, or under relatively high-noise conditions, it is most advantageous to use a model of minimal order.

**BIAS COMPENSATION VIA THE HOUSEHOLDER TRANSFORMATION**

Use of the pseudoinverse for the solution to the normal equations is convenient for the derivation of an analytic expression for noise-free regression coefficients. However, the analysis uses the assumption of a constant data rate and is further simplified by using approximate expressions for the sums involved. For large or poorly conditioned systems, the matrix inversion required for the pseudoinverse solution can be computationally intensive and problematical (reference 2). To avoid these difficulties,
numerical techniques have been developed that eliminate the need for an explicit matrix inversion. One technique commonly employed is the Householder transformation (references 2 and 3).

The Householder transformation is a numerical technique used to effect an orthogonal transformation on the regression model. Without delving into details of the Householder procedure, the results of interest may be obtained by looking at the transformation matrix to which it effectively applies. The Householder matrix $H$ transforms the regression model into the upper triangular form

$$HA = \begin{bmatrix} S_x \\ 0 \end{bmatrix}, \quad Hb = \begin{bmatrix} \xi_x \\ \xi_e \end{bmatrix},$$

(28)

where $S_x$ is an $n \times n$ upper triangular matrix, $\xi_x$ is an $n \times 1$ vector, and $\xi_e$ is an $(m - n) \times 1$ vector. Using the orthogonal property of the Householder matrix ($H^TH = I$), the least-squares criterion may be rewritten as

$$||e||^2 = e^Te = (b - Ax)^T(b - Ax),$$

$$= (b - Ax)^TH^TH(b - Ax),$$

$$= (Hb - HAx)^TH^TH(b - Ax),$$

$$= \begin{bmatrix} \xi_x \\ \xi_e \end{bmatrix}^T \begin{bmatrix} S_x & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \xi_x \\ \xi_e \end{bmatrix} = \begin{bmatrix} S_x \\ 0 \end{bmatrix}x.$$  

(29)

or

$$||e||^2 = (\xi_x - S_xx)^T(\xi_x - S_xx) + \xi_e^T\xi_e.$$  

(30)

The second term in equation (30) is independent of $x$; hence, the least-squares solution is found by choosing the $x$ that causes the first term to vanish, i.e.,

$$x = S_x^{-1}\xi_x.$$  

(31)

Because $S_x$ is an upper triangular matrix, the inversion involved in equation (31) is straightforward.

Again, the order of the process model is considered to be greater than the regression model. Under noise-free conditions, the measurement vector is generated by $b = Qq$, where the matrix $Q$ is of the form of equation (3). and it can be noted that

$$Q = \begin{bmatrix} A & \tilde{A} \end{bmatrix},$$

(32)

where $A$ is the matrix for the lower order regression model and $\tilde{A}$ contains the higher order components. Applying the Householder transformation to the resulting regression model makes the squared error
Again, the second term is independent of $x$ and represents the magnitude of the squared error resulting from the use of a reduced-order regression model. The least-squares solution is obtained by choosing $x$ so that the first term vanishes, i.e.,

$$
\dot{x} = Sx^{-1}[S_x : S_x]q,
\qquad
= [I : Sx^{-1}S_x]q.
$$

(34)

The matrix in equation (34) is a general form of that found in equation (22), with none of the approximations or assumptions of constant data rate or symmetric interval. It is readily produced as a byproduct of the Householder procedure and is not a function of the measurement noise.

APPLICATION TO HIERARCHICAL ESTIMATION

The results of the previous sections become particularly relevant when the reduced-order regression is performed as the first stage in a hierarchical estimation procedure. As such, locally estimated regression parameters serve as "pseudomeasurements" for a second stage of estimation, which combines the local parameters from multiple data segments to provide a global state estimate. As stated earlier, it may be advantageous to perform a minimal-order local estimation to minimize noise effects. When these local estimates are used as pseudomeasurements, the global measurement model takes the form of equation (34), i.e.,

$$
b(\Theta) = [I : Sx^{-1}S_x]q(\Theta).
$$

(35)

where $b(\Theta)$ is the predicted pseudomeasurement that corresponds to the solution $\dot{x}$ provided by the local regression. The vector $q(\Theta)$ comprises the Taylor series coefficients based on the global state estimate $\Theta$. Use of the measurement model of equation (35) limits the modeling bias errors to a value determined by the order to which $q(\Theta)$ is extended, while retaining the noise characteristics associated with the regression to the order of $b(\Theta)$.

These developments were applied to the nonlinear state estimation problem using data segmentation and compression (reference 4). Here, bearing data, which are related to the state through the arctangent function, are characterized on a segment by a second-order polynomial. For each segment, the resulting estimates are used as input to a second stage of processing that
performs the global nonlinear state estimation. For the problem at hand, only bearing and its first two derivatives (B,B,B) are independent, and all higher time derivatives of bearing can be written in terms of B,B,B. The use of a second-order model to characterize the bearing curve results in biased estimates of the Taylor series coefficients due to the nonzero higher derivatives. However, when calculating the predicted polynomial coefficients q(Θ) from the current state estimate Θ, it is possible to use the correction terms of equation (35) by simply using the predicted value of q(Θ). That is, the components of q through q4 are retained (corresponding to bearing time derivatives up to β(4)). This results in a bias compensation that is accurate to the fourth order, while the regression is carried to only a second-order model and, hence, has lower variance than a fourth-order regression. The resulting estimation algorithm performs well under both high-noise and low-noise conditions.

SUMMARY

Because the actual data-gathering process can be complex, exhibit random effects, or be unknown, it is often useful to implement a minimal-order model when estimating process parameters. In cases where robustness and accuracy are of interest and the estimation algorithm must operate under both high-noise and low-noise conditions, it may be necessary to account for the biasing effects of higher order terms on the estimates of lower order parameters. While the biasing can be unnoticeable under high-noise conditions or for short observation intervals, it can account for a significant percentage of the errors under low noise or for long observation intervals. This circumstance has been illustrated for the case of a linear-regression model in additive Gaussian noise. The resulting analysis proved useful in bias compensation for a hierarchical estimation technique.
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