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Abstract:
The problem considered in this paper is whether the capacity of a discrete time Gaussian channel is increased by feedback or not. It is well known that the capacity of a white Gaussian channel under the average power constraint is not changed by feedback. We give some conditions under which the capacity of a discrete time Gaussian channel is increased by feedback. It is also shown that there exists a non-white Gaussian channel whose capacity is not increased by feedback.

11. TITLE CONT.: With and Without Feedback; II
Abstract — The problem considered in this paper is whether the capacity of a discrete time Gaussian channel is increased by feedback or not. It is well known that the capacity of a white Gaussian channel under the average power constraint is not changed by feedback. We give some conditions under which the capacity of a discrete time Gaussian channel is increased by feedback. It is also shown that there exists a non-white Gaussian channel whose capacity is not increased by feedback.
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§ 1. Introduction

The problem considered in this paper is whether the capacity of a discrete time Gaussian channel (GC) is increased by feedback or not.

It is known that the capacity of a white GC is not increased by feedback (see [6] for continuous time case and Theorem 2 of this paper for discrete time case). On the other hand, some examples of non-white GC's have been presented to show that the capacity can be increased by feedback (see [4] for continuous time case and [3], [5] for discrete time case).

The main aim of this paper is to give conditions under which the capacity of a discrete time GC is increased by feedback. The GC to be considered is presented by

\[ Y_n = X_n + Z_n, \quad n \in \mathbb{N} \equiv \{1, \ldots, N\}, \tag{1} \]

where \(X_n, Y_n\) and \(Z_n\) represent the channel input, the output and the noise, respectively, at time \(n\), and \(N\) is the terminal time. The noise \(Z = \{Z_n; n \in \mathbb{N}\}\) is a Gaussian process such that \(Z_n, n \in \mathbb{N}\), are linearly independent. We assume that an average power constraint

\[ \sum_{n=1}^{N} \mathbb{E}[X_n^2] \leq \rho^2, \tag{2} \]

is imposed on the input \(X = (X_n)\), where \(\rho > 0\) is a given constant. Let \(\theta\) be a message, to be transmitted, which is a random variable or a stochastic process independent of the noise \(Z\). Denote by \(\mathcal{F}(\theta)\) and \(\mathcal{F}_m(Y)\) the \(\sigma\)-fields generated by \(\theta\) and \((Y_n; n \leq m)\),
respectively. The GC (1) is with feedback if \( X_n \) is a function of the message and the channel output up to \( n - 1 \), namely

(a.1) \( X_n \) is \( \mathcal{F}(\theta) \lor \mathcal{F}_{n-1}(Y) \) measurable.

The GC is without feedback if \( X_n \) is a function of the message, namely

(a.2) \( X_n \) is \( \mathcal{F}(\theta) \) measurable.

In each case we denote by \( \mathcal{A}_F(\rho^2) \) and \( \mathcal{A}_0(\rho^2) \) the classes of all admissible pairs of a message and an input:

\[
\mathcal{A}_F(\rho^2) = \{(\theta, X); \theta \text{ and } X \text{ satisfy (2) and (a.1))}\}
\]

\[
\mathcal{A}_0(\rho^2) = \{(\theta, X); \theta \text{ and } X \text{ satisfy (2) and (a.2))}\}.
\]

We denote by \( I(\theta, Y) \) the mutual information between the message \( \theta \) and the output \( Y = (Y_n; n \in \mathbb{N}) \). Under the constraint (2), the capacities \( C_F(\rho^2) \) and \( C_0(\rho^2) \) of the GC (1) with feedback and without feedback, respectively, are defined by

\[
C_F(\rho^2) = \sup \{I(\theta, Y); (\theta, X) \in \mathcal{A}_F(\rho^2)\}
\]

and

\[
C_0(\rho^2) = \sup \{I(\theta, Y); (\theta, X) \in \mathcal{A}_0(\rho^2)\}.
\]

Note that if the GC is without feedback we can identify the message with the input and that

\[
C_0(\rho^2) = \sup \{I(X, Y); X \in \mathcal{Z}_0(\rho^2)\},
\]

where \( \mathcal{Z}_0(\rho^2) = \{X; X \text{ satisfies (2) and is independent of } Z\} \).

If the GC is without feedback, a formula for the capacity
$C_0(\rho^2)$ is known (see Theorem 1). If $Z = \{Z_n\}$ is a white noise, namely if $Z_n$, $n \in \mathbb{N}$, are mutually independent, the GC is called a white Gaussian channel (WGC). Since it is known that the capacity of the WGC is not increased by feedback, we are concerned with the case of the non-white GC.

Let $\Sigma = \left( \sigma_{mn} \right)_{m,n \in \mathbb{N}}$ be the covariance matrix of $Z$. We say that the Gaussian process $Z = \{Z_n; n \in \mathbb{N}\}$ is blockwise white, if there exist $m_k \times m_k$ matrices $\Sigma^{(k)}$, $k = 1, \ldots, K$ ($1 < K < N$ and $\sum_{k=1}^{K} m_k = N$) such that

$$\Sigma \sim \begin{pmatrix}
\Sigma^{(1)} & & \\
& \ddots & \\
& & \Sigma^{(K)}
\end{pmatrix}$$

The relation ~ is defined as follows. For $N \times N$ matrices $A = \left( a_{mn} \right)_{m,n \in \mathbb{N}}$ and $B = \left( b_{mn} \right)_{m,n \in \mathbb{N}}$, we denote $A \sim B$ if there exists a permutation $\pi$ on $N = \{1, \ldots, N\}$ such that $b_{mn} = a_{\pi(m)\pi(n)}$, $m, n \in \mathbb{N}$. We note that if $Z$ is blockwise white then $Z^{(k)} = \{Z_{\pi(n)}; N_{k-1} < n \leq N_k\}$, $k = 1, \ldots, K$, are mutually independent, where $N_k = m_1 + \cdots + m_k$. The GC is said to be blockwise white if the noise $Z$ is blockwise white. If $Z$ is not blockwise white, $Z$ is called a completely non-white noise and the corresponding GC is also called a completely non-white GC.

It will be shown that the capacity of the GC is increased by feedback if the GC is completely non-white or the GC is blockwise white but not white and the power $\rho^2$ is greater than a constant $\rho_0^2$ specified later (Theorem 4). It is conjectured that if the GC is blockwise white and $\rho^2 < \rho_0^2$, the capacity of the GC with feedback is
the same as the capacity of the same channel without feedback. We can give an example of a blockwise white GC whose capacity is not increased by feedback (Theorem 5).

It is known that the capacity of the GC with feedback is never more than twice the capacity of GC without feedback [7]. We have given in Part I [5] an example of a GC whose capacity is almost doubled by feedback.

§ 2. Preliminaries

This section is devoted to summarizing previously known results on the capacity of GC, which will be used later.

The mutual information $I(\xi, \eta)$ between random variables $\xi$ and $\eta$ is defined by

$$I(\xi, \eta) = \int \log \frac{d\mu_{\xi\eta}}{d\mu_\xi \times \mu_\eta} d\mu_{\xi\eta},$$

if the joint probability distribution $\mu_{\xi\eta}$ of $\xi$ and $\eta$ is absolutely continuous with respect to the product measure $\mu_\xi \times \mu_\eta$ of the probability distributions $\mu_\xi$ and $\mu_\eta$ of $\xi$ and $\eta$, respectively, where $d\mu_{\xi\eta}/d\mu_\xi \times \mu_\eta$ is the Radon-Nikodym derivative; otherwise $I(\xi, \eta)$ is infinite. The differential entropy $h(\xi)$ of an $m$-dimensional random variable $\xi$ with a continuous distribution is defined by
if the integral exists, where \( p_\xi(x) \) is the probability density function of \( \xi \). If \( h(\xi,\eta) = h((\xi,\eta)) \) and \( h(\eta) \) exist, the quantity \( h(\xi|\eta) \) defined by

\[
h(\xi|\eta) = h(\xi,\eta) - h(\eta)
\]

is called the conditional entropy of \( \xi \) given \( \eta \).

The following properties of the mutual information and the differential entropy are used later.

**LEMMA 1.** Let \( \theta, X = (X_n) \) and \( Y = (Y_n) \) be a message, an input and the corresponding output of the CC (1), respectively.

(i) \( I(\theta,Y) = \sum_{n=1}^{N} \{ h(Y_n|Y_1,\ldots,Y_{n-1}) - h(Y_n|\theta,Y_1,\ldots,Y_{n-1}) \} \)

\[
= \sum_{n=1}^{N} \{ h(Y_n|Y_1,\ldots,Y_{n-1}) - h(Z_n|Z_1,\ldots,Z_{n-1}) \}, \tag{4}
\]

where \( h(Y_n|Y_1,\ldots,Y_{n-1}) = h(Y_1) \) if \( n = 1 \).

(ii) Denote by \( \tau_n^2 \) the variance of the conditional distribution of \( Y_n \) given \( (Y_1,\ldots,Y_{n-1}) \). Then

\[
h(Y_n|Y_1,\ldots,Y_{n-1}) \leq \frac{1}{2} \log (2\pi e \tau_n^2). \tag{5}
\]

The equality holds in (5) if and only if the conditional distribution is Gaussian.

(iii) If \( (X,Z) = (X_n,Z_n; n \in \mathbb{N}) \) is Gaussian, then
\[ I(0, Y) = \frac{1}{2} \left( \log |\Gamma_Y| - \log |\Sigma| \right), \]

where \( \Gamma_Y \) is the covariance matrix of \( Y = (Y_n) \) and \( |\cdot| \) denotes the determinant.

The capacity \( C_0(\rho^2) \) of the GC (1) without feedback is known to be determined by the eigenvalues \( (\lambda_n^2; n \in \mathbb{N}) \) of the covariance matrix \( \Sigma \) of the noise \( Z = (Z_n) \).

**THEOREM 1** (see, e.g. [1]). The capacity \( C_0(\rho^2) \) of the GC (1) without feedback subject to (2) is given by

\[
C_0(\rho^2) = \frac{1}{2} \sum_{n=1}^{N} \log \max(1, a^2 \lambda_n^{-2}),
\]

where \( a \equiv a(\rho) > 0 \) is a constant uniquely determined by

\[
\sum_{n=1}^{N} \max(0, a^2 - \lambda_n^2) = \rho^2. \tag{6}
\]

There exists an orthogonal matrix \( P = (p_{mn})_{m,n \in \mathbb{N}} \) such that

\[
t_P \Sigma P = \Lambda, \quad \text{where} \quad \Lambda = \begin{pmatrix} \lambda_1^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_N^2 \end{pmatrix}
\]

and \( t_P = P^{-1} \) is the transposed matrix of \( P \). A Gaussian process \( \xi = (\xi_n; n \in \mathbb{N}) \) defined by

\[
\xi = ZP \quad (\xi_n = \sum_{m=1}^{N} p_{mn} Z_m; \quad n \in \mathbb{N}) \tag{7}
\]

is a white noise. Indeed, the covariance matrix of \( \xi \) is the
diagonal matrix $\Lambda$. Define constants $\tau_n = \tau_n(\rho) \geq 0, n \in \mathbb{N}$, by

$$\tau_n^2 = \max (0, a^2 - \lambda_n^2). \quad (8)$$

Let $\xi = (\xi_n; n \in \mathbb{N})$ be a zero mean Gaussian process independent of $\xi$, such that $\mathbb{E}[\xi_m \xi_n] = \delta_{mn} \tau_n^2$, and $\eta_n = (\eta_n; n \in \mathbb{N})$ be defined by

$$\eta_n = \xi_n + \xi_n', \quad n \in \mathbb{N}.\quad (9)$$

We define Gaussian processes $X^0 = (X_n^0; n \in \mathbb{N})$ and $\gamma^0 = (\gamma_n^0; n \in \mathbb{N})$ by

$$X_n^0 = \sum_{m=1}^{N} p_{nm} \xi_m$$

and

$$\gamma_n^0 = X_n^0 + Z_n, \quad n \in \mathbb{N}.\quad (10)$$

Then $X^0$ is independent of $Z$ and $\sum_{n=1}^{N} \mathbb{E}[X_n^0 X_n^2] = \sum_{n=1}^{N} \mathbb{E}[\xi_n^2] = \rho^2$.

In the case of without feedback, it is known that $X^0$ is the optimal input signal in the sense that the capacity is attained by transmitting $X^0$:

$$C_0(\rho^2) = \frac{1}{2} \sum_{n=1}^{N} \log \max (\tau_n, a^2 - \lambda_n^2) = I(\xi, \eta) = I(X^0, \gamma^0). \quad (10)$$

We put $\gamma_{mn} = \gamma_{mn}(\rho) = \mathbb{E}[X_n^0 X_m^0]$ and denote by $\Gamma = (\gamma_{mn})_{m,n \in \mathbb{N}}$ the covariance matrix of $X^0 = (X_n^0)_{n \in \mathbb{N}}$. Since $a = a(\rho)$ and $\tau_n = \tau_n(\rho)$ are monotone non-decreasing in $\rho$, $\gamma_{mn} = \sum_{m=1}^{N} p_{mn} \tau_m^2$ is also non-decreasing in $\rho$. We assume, for a moment, that the noise $Z$ is blockwise white but not white. Then there exists a permutation $\pi_n$ on $\mathbb{N}$ such that $Z^{(k)} = (Z_{\pi(n)}; N_{k-1} < n \leq N_k)$, $k = 1, \ldots, K$, $0 = N_0$
\( < N_1 < \cdots < N_K = N \) and \( 1 < K < N \) are mutually independent. Here we may assume that
\[
\begin{align*}
m_K &= 1, \quad k \leq L, \\
m_K &> 2 \text{ and } Z^{(K)} \text{ is completely non-white, } \quad k > L,
\end{align*}
\]
where \( m_K = N_K - N_{K-1} \) and \( 0 \leq L < N \). In this case we can easily show that
\[
P_{\pi(m)\pi(n)} = 0 \quad \text{if} \quad N_{K-1} < m \leq N_K, \quad N_{\ell-1} < n \leq N_{\ell} \quad (k \neq \ell)
\]
and
\[
\left( P_{\pi(m)\pi(n)} \right)_{N_{K-1} < m \leq N_K} \text{ is an orthogonal matrix. Hence we have}
\]
\[
\begin{align*}
\sum_{m=N_{K-1}+1}^{N_K} \gamma_{\pi(m)\pi(m)} &= \sum_{m,n=N_{K-1}+1}^{N_K} p_{\pi(m)\pi(n)}^2 \tau_{\pi(n)}^2 \\
&= \sum_{n=N_{K-1}+1}^{N_K} \tau_{\pi(n)}^2.
\end{align*}
\]
We define a constant \( \rho_0 \geq 0 \) by
\[
\rho_0 = \inf (\rho; \quad a^2(\rho) \geq \min_{n>N_L} \chi_{\pi(n)}^2).
\]
From (8) and (12) we see that \( \rho > \rho_0 \) if and only if
\[
\sum_{n=N_L+1}^{N} \gamma_{\pi(n)\pi(n)}(\rho) > 0.
\]
Thus we have obtained the following

**LEMMA 2.** Let \( Z = (Z_n) \) be a non-white and blockwise white noise satisfying (11). Then, if \( \rho > \rho_0 \), there exists an integer
such that \( m_k = N_k - N_{k-1} \geq 2 \) and

\[
\sum_{n=N_{k-1}+1}^{N_k} \gamma_{\pi(n)\pi(n)}(\rho) > 0
\]  

(14)

When the GC (1) is white, the following theorem is known.

THEOREM 2. If the GC (1) is white, then the capacity under the constraint (2) is not increased by feedback:

\[
C_F(\rho^2) = C_0(\rho^2) = \frac{1}{2} \sum_{n=1}^{N} \log \max (1, a^2 \lambda_n^{-2}),
\]

where \( \lambda_n^2 = E[Z_n^2] \) and \( a \) is given by (6).

For the completeness we shall give the proof in Appendix.

We do not have explicit formulae for the capacity with feedback except for the case of WGC. However it has been known that the capacity is attained in a Gaussian scheme. We consider the following conditions.

(b.0) A message \( \theta = \{\theta_n; n \in \mathbb{N}\} \) is a white Gaussian noise with \( E[\theta_n] = 0 \) and \( E[\theta_n^2] = 1 \).

(b.1) An input \( X = \{X_n; n \in \mathbb{N}\} \) is of the form

\[
X_n = a_n \theta_n + \sum_{k=1}^{n-1} a_k \left( \theta_k - E[\theta_k | \mathcal{F}_{n-1}(Y)] \right),
\]

where \( a_k, k = 1, \ldots, n, \) are constants and \( E[\theta_k | \mathcal{F}_{n-1}(Y)] \) denotes the conditional expectation.
THEOREM 3 [2]. It holds that

\[ C_F(\rho^2) = \sup \{ I(\theta, Y); (\theta, X) \in \mathcal{G}(\rho^2) \} , \]

where \( \mathcal{G}(\rho^2) = \{(\theta, X) \in \mathcal{M}(\rho^2); \theta \text{ and } X \text{ satisfy (b.0) and (b.1)} \} \).

§ 3. Main Results

In this section we shall give the statements of our main results. The proof of them will be given in § 4.

First, we give conditions for the increase of the capacity by feedback.

**THEOREM 4.** If

(i) the noise \( Z \) of the GC (1) is completely non-white,

or

(ii) the noise \( Z \) is blockwise white but not white and \( \rho > \rho_0 \),

where \( \rho_0 \) is the constant given by (13),

then the capacity of the GC subject to (2) is increased by feedback:

\[ C_0(\rho^2) \leq C_F(\rho^2). \quad (15) \]

By (10) the capacity \( C_0(\rho^2) \) of the GC without feedback is achieved by transmitting the signal \( X^0 = (X_n^0) \) of (9). To prove Theorem 4, using the signal \( X^0 \) and feedback, we shall construct a
coding scheme which enables us to transmit mutual information strictly greater than $C_0(\rho^2)$.

If the dimension $N$ of the GC (1) is equal to 2, a non-white Gaussian noise $Z = (Z_1, Z_2)$ is completely non-white. Therefore, as a consequence of Theorem 2 and Theorem 4, we have the following

**COROLLARY.** The capacity of a 2-dimensional GC is increased by feedback if and only if the GC is not white.

It is conjectured that if $\rho < \rho_0$ the capacity of a blockwise white GC is not increased by feedback. Although we have not succeeded in proving this for the general case, we can show that there exists an $N (\geq 3)$ dimensional blockwise white GC whose capacity is not increased by feedback. We consider a 3-dimensional non-white GC

$$Y_n = X_n + Z_n, \quad n = 1, 2, 3,$$  \hspace{1cm} (16)

to get an example of a GC whose capacity is not increased by feedback. We denote by $\lambda_n^2$, $n = 1, 2, 3$, the eigenvalues of the covariance matrix $\Sigma = \left( \sigma_{mn} \right)_{m,n=1,2,3}$ of the noise $Z = (Z_1, Z_2, Z_3)$. We assume that $Z_3$ is independent of $(Z_1, Z_2)$ so that

$$\sigma_{13} = \sigma_{23} = 0.$$  \hspace{1cm} (17)

We may take $\lambda_1^2$ and $\lambda_2^2$ as the eigenvalues of the matrix $\left( \sigma_{mn} \right)_{m,n=1,2}$. Then $\lambda_3^2 = \sigma_{33}$. We assume that

$$\lambda_1^2 \geq \lambda_2^2 > \rho^2 + \lambda_3^2 > \lambda_3^2.$$  \hspace{1cm} (18)
and
\[
\frac{\sigma_{11} + \sigma_{22} + \rho^2 + |\sigma_{12}| \sqrt{1 + \sigma_{11}^{-1} \rho^2}}{\Delta} \leq \frac{1}{\rho^2 + \sigma_{33}}
\] (19)

are satisfied, where \( \Delta = \sigma_{11} \sigma_{22} - \sigma_{12}^2 \). Note that if \( \sigma_{11} \) and \( \sigma_{22} \) are large enough, and \( \sigma_{12} \) is small enough, then \( \lambda_1^2 \) and \( \lambda_2^2 \) are large, and (18) and (19) hold.

**THEOREM 5.** Assume that the conditions (17) - (19) are satisfied. Then the capacity of the 3-dimensional non-white GC (16) subject to (2) is not increased by feedback.

In order to prove Theorem 5 we need to use a result from the capacity of a 2-dimensional GC

\[
Y_n = X_n + Z_n, \quad n = 1, 2,
\] (20)

where \( Z = (Z_1, Z_2) \) is a 2-dimensional zero mean Gaussian random variable with covariance matrix \( \Sigma = \begin{pmatrix} \sigma_{mn} \end{pmatrix}_{m,n=1,2} \) satisfying \( \Delta = \sigma_{11} \sigma_{22} - \sigma_{12}^2 > 0 \). We denote by \( C_F(\rho_1^2, \rho_2^2) \) the capacity of the GC (20) with feedback under the constraint

\[
E[X_n^2] \leq \rho_n^2, \quad n = 1, 2, \quad (\rho_n \geq 0). \] (21)

We can show the following result.

**THEOREM 6.** Under the constraint (21), the capacity of the 2-dimensional GC (20) with feedback is given by
Moreover it holds that

\[ C_F(P) = \sup_{\rho_1, \rho_2} C_F(P_1, P_2), \]  

(23)

where the supremum is taken for all \( \rho_1 \geq 0 \) and \( \rho_2 \geq 0 \) such that \( \rho_1^2 + \rho_2^2 = \rho^2 \).

\[ C_F(\rho_1^2, \rho_2^2) = \frac{1}{2} \log \left[ 1 + \frac{\sigma_{11}^2 \rho_2^2 + \sigma_{22}^2 \rho_1^2 + \rho_1^2 \rho_2^2 + 2 \rho_1 \rho_2 \sigma_{12} \sqrt{1 + \sigma_{11}^{-1} \rho_2^2}}{\Delta} \right]. \]

(22)

§ 4. Proof of Theorems

We recall that the capacity \( C_0(\rho^2) \) of the GC (1) without feedback is attained by transmitting the signal \( X^0 = (X^0_n) \) given by (9), and the covariance of \( X^0 \) is denoted by \( \gamma_{mn} = \gamma_{mn}(\rho) = E[X^0_m X^0_n]. \)

In order to prove Theorem 4 we prepare a lemma.

**Lemma 3.** Assume that (i) or (ii) of Theorem 4 hold. Then there exist \( m \) and \( n \) (\( n \neq m \)) such that \( \gamma_{mn} \neq 0 \).

**Proof.** At first we assume (i). Let us suppose that \( \gamma_{mn} = 0 \)
for any \( m \neq n \). Let \( L \) be the subset of \( N \) such that \( X^0_n \neq 0, n \in L \) and \( X^0_n = 0, n \in M = N \setminus L \). Since \( X^0 = \xi^tP \) and \( \xi = X^0P \) we have

\[
\mathcal{M}(X^0_n; n \in N) = \mathcal{M}(X^0_n; n \in L) = \mathcal{M}(\xi_n; \xi_n \neq 0),
\]

where \( \mathcal{M}(X^0_n; n \in N) \) denotes the set of all linear combinations of \( X^0_n, n \in N \). Therefore we may assume that

\[
\xi_n \neq 0, n \in L, \text{ and } \xi_n = 0, n \in M. \tag{24}
\]

It follows from (24) that

\[
p_{nm} = 0 \text{ if } n \in M \text{ and } m \in L. \tag{25}
\]

Using (7) and (25) we have

\[
Z_n = \sum_{m=1}^{N} p_{nm} z_m = \sum_{m \in M} p_{nm} z_m \in \mathcal{M}(\xi_m; m \in M), \quad n \in M,
\]

and \( \mathcal{M}(Z_n; n \in M) \subset \mathcal{M}(\xi_n; n \in M) \). Since \( Z_n, n \in N \), are linearly independent, it should be held that

\[
\mathcal{M}(Z_n; n \in M) = \mathcal{M}(\xi_n; n \in M).
\]

Therefore we see that

\[
\xi_n = \sum_{m=1}^{N} p_{mn} Z_m = \sum_{m \in M} p_{mn} Z_m, \quad n \in M,
\]

and that

\[
p_{mn} = 0 \text{ if } m \in L \text{ and } n \in M.
\]

Thus, if \( n \in L \), \( Z_n = \sum_{\ell \in L} p_{n\ell} \xi_\ell \) is independent of \( \xi_m, m \in M, \) and
consequently independent of $Z_m$, $m \in M$. Since the noise $Z$ is completely non-white, this means that $L = N$. Therefore, $\xi_n \neq 0$ and $E[\xi_n^2] = \tau_n^2 = a^2 - \lambda_n^2 > 0$ for all $n \in N$. Thus, for any $m \neq n$, we have

$$0 = \gamma_{mn} = \sum_{k=1}^{N} p_{mk} p_{nk} \tau_k^2 = \sum_{k=1}^{N} p_{mk} p_{nk} (a^2 - \lambda_k^2)$$

$$= a^2 \sum_{k=1}^{N} p_{mk} p_{nk} - \sum_{k=1}^{N} p_{mk} p_{nk} \lambda_k^2 = - \sum_{k=1}^{N} p_{mk} p_{nk} \lambda_k^2$$

$$= - \sigma_{mn}.$$

But this does not occur unless $Z$ is a white noise, and contradicts the assumption (i). Therefore we conclude that there exist $m$ and $n$ ($m \neq n$) such that $\gamma_{mn} \neq 0$. Secondly we assume (ii). In this case, by Lemma 2, we know that there exists $k$ such that $Z^{(k)} = (Z^{(n)}; N_{k-1} < n \leq N_k)$ is completely non-white, $N_k - N_{k-1} \geq 2$ and (14) holds. Therefore, as we have shown above, there exist $N_{k-1} < m < n \leq N_k$ such that $\gamma_{n(m)\pi(n)} \neq 0$. Q.E.D.

We are now in a position to prove Theorem 4.

**PROOF OF THEOREM 4.** Let $X^0 = (X^0_n)$ be the optimal input signal given by (9). By Lemma 3, there exist $k$ and $\ell$ ($1 \leq k < \ell \leq N$) such that $\gamma_k \neq E[X^0_k X^0_\ell] \neq 0$. For simplicity, we put

$$\alpha = \frac{\gamma_{k\ell}}{\gamma_{kk} + \sigma_{kk}}, \quad \beta = \frac{\gamma_{k\ell}^2}{\gamma_{kk} + \sigma_{kk}}.$$

We define a message $\theta = (\theta_n)_{n \in N}$ by
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\[ \theta_n = x_n^0, \quad n \neq \ell, \quad \theta_\ell = x_\ell^0 + X_0, \]

where \( X_0 \) is a zero mean Gaussian random variable with variance \( \beta \) which is independent of \( X^0 \) and \( Z \). Then we define an input signal \( X = (X_n)_{n \in \mathbb{N}} \) by

\[ X_n = \theta_n, \quad n \neq \ell, \quad X_\ell = \theta_\ell - \alpha Y_k, \]

where \( Y = (Y_n) \) is the corresponding output:

\[
\begin{align*}
Y_n &= X_n + Z_n = \theta_n + Z_n, \quad n \neq \ell, \\
Y_\ell &= X_\ell + Z_\ell = (\theta_\ell - \alpha Y_k) + Z_\ell.
\end{align*}
\]

From the definition, \( E[X_n^2] = E[\theta_n^2] = \gamma_{nn}, \quad n \neq \ell, \) and

\[
E[X_\ell^2] = E[(\theta_\ell - \alpha (\theta_k + Z_k))^2] = E[X_0^2] + E[(X_\ell^0 - \alpha X_k^0)^2] + \alpha^2 E[Z_k^2]
\]

\[= \beta + \gamma_{\ell\ell} - 2\alpha \gamma_{kk} + \alpha^2 (\gamma_{kk} + \sigma_{kk}) = \gamma_{\ell\ell}. \]

Hence

\[
\sum_{n=1}^{N} E[X_n^2] = \sum_{n=1}^{N} \gamma_{nn} = \rho^2.
\]

Thus \( (\theta, X) \in \mathcal{D}(\rho^2) \) and consequently

\[
I(\theta, Y) \leq C(\rho^2).
\]

We define \( \bar{Y} = (\bar{Y}_n) \) by

\[
\bar{Y}_n = \theta_n + Z_n, \quad n \in \mathbb{N}.
\]
Then it is clear that \( \mathcal{X}[\tilde{Y}_n; n \in \mathbb{N}] = \mathcal{X}[Y_n; n \in \mathbb{N}] \) and

\[
I(\theta, \tilde{Y}) = I(\theta, Y).
\] (27)

By Lemma 1, \( I(\theta, \tilde{Y}) \) is given by

\[
I(\theta, \tilde{Y}) = \frac{1}{2} \{ \log |\tilde{Q}| - \log |\Sigma| \},
\] (28)

where \( \tilde{Q} = \left( \tilde{q}_{mn} \right)_{m,n \in \mathbb{N}} \) is the covariance matrix of \( \tilde{Y} \). We denote by \( Q^0 = \left( q_{mn}^0 \right)_{m,n \in \mathbb{N}} \) the covariance matrix of the output \( Y^0 = (Y_n^0) \) given by \( Y_n^0 = X_n^0 + Z_n \). Then \( \tilde{q}_{mn} = \mathbb{E}[\tilde{Y}_m \tilde{Y}_n] = \mathbb{E}[Y_m^0 Y_n^0] = q_{mn}^0 \) for any \( (m,n) \neq (\ell, \ell) \) and \( \tilde{q}_{\ell\ell} = \mathbb{E}[(\tilde{Y}_\ell)^2] = \mathbb{E}[(Y_\ell^0)^2] + \mathbb{E}[X_\ell^2] = q_{\ell\ell}^0 + \beta \). Therefore

\[
|\tilde{Q}| = |Q^0| + \beta \Delta_{\ell\ell}^0 > |Q^0|,
\] (29)

where \( \Delta_{\ell\ell}^0 \) is \((\ell, \ell)\) cofactor of \( Q^0 \). It follows from (28), (29) and (10) that

\[
I(\theta, \tilde{Y}) > \frac{1}{2} \{ \log |Q^0| - \log |\Sigma| \} = I(X^0, Y^0) = C_0(\rho^2).
\] (30)

Thus we obtain the desired inequality (15) from (26), (27) and (30).

Q.E.D.

**Proof of Theorem 5.** By (18) and Theorem 1 we know that the capacity \( C_0(\rho^2) \) without feedback is given by

\[
C_0(\rho^2) = \frac{1}{2} \log \left( 1 + \rho^2 \lambda_3^{-2} \right).
\] (31)

We proceed to calculate the capacity \( C_F(\rho^2) \) of the GC (16) with feedback. Let \((\theta, X)\) be any admissible pair of a message and an input signal, namely \( \theta \) and \( X = (X_1, X_2, X_3) \) satisfy (2) and (a.1).
We put $\rho_n^2 = E[X_n^2]$, $n = 1, 2, 3$. We may assume that $\rho_1^2 + \rho_2^2 + \rho_3^2 = \rho^2$. Using Lemma 1 we have

$$I(\theta, Y) = I(\theta, (Y_1, Y_2)) + h(Y_3 | Y_1, Y_2) - h(Y_3 | \theta, Y_1, Y_2)$$

$$= I(\theta, (Y_1, Y_2)) + h(Y_3 | Y_1, Y_2) - \frac{1}{2} \log (2\pi e \lambda_3^2). \quad (32)$$

Since $Z_3$ is independent of $(Y_1, Y_2)$, $Z_3$ is independent of $X_3$ and it follows from (ii) of Lemma 1 that

$$h(Y_3 | Y_1, Y_2) \leq \frac{1}{2} \log \{ 2\pi e (\rho_3^2 + \lambda_3^2) \}. \quad (33)$$

Clearly $I(\theta, (Y_1, Y_2))$ is upper bounded by $C_F(\rho_1^2, \rho_2^2)$. We put $\gamma^2 = \rho_1^2 + \rho_2^2 = \rho^2 - \rho_3^2$, then $\rho_1^2, \rho_2^2, 2\rho_1\rho_2 \leq \gamma^2 \leq \rho^2$. Using (22) we get the following inequality:

$$I(\theta, (Y_1, Y_2)) \leq C_F(\rho_1^2, \rho_2^2)$$

$$\leq \frac{1}{2} \log \left[ 1 + \left( \frac{\sigma_{11} + \sigma_{22} + \rho^2 + |\sigma_{12}| \sqrt{1 + \sigma_{11}^{-1} \rho^2}}{\Delta} \right) \gamma^2 \right]. \quad (34)$$

It follows from (34) and (19) that

$$I(\theta, (Y_1, Y_2)) \leq \frac{1}{2} \log \left( 1 + \frac{\gamma^2}{\rho^2 + \lambda_3^2} \right)$$

$$\leq \frac{1}{2} \log \left( 1 + \frac{\gamma^2}{\rho_3^2 + \lambda_3^2} \right) = \frac{1}{2} \log \left( \frac{\rho^2 + \lambda_3^2}{\rho_3^2 + \lambda_3^2} \right). \quad (35)$$

Combine (31) - (33) and (35) to get
I(\theta, Y) \leq \frac{1}{2} \log \left( \frac{\rho_3^2 + \lambda_3^2}{\lambda_3^2} \right) + \frac{1}{2} \log \left( \frac{\rho_2^2 + \lambda_2^2}{\rho_3^2 + \lambda_3^2} \right) \\
= \frac{1}{2} \log \left( 1 + \rho^2 \lambda_3^{-2} \right) = C_0(\rho^2),

for any admissible pair (\theta, X). This means that \( C_F(\rho^2) \leq C_0(\rho^2) \). Since \( C_0(\rho^2) \leq C_F(\rho^2) \) by definition, \( C_F(\rho^2) \) is equal to \( C_0(\rho^2) \).

Q.E.D.

PROOF OF THEOREM 6. We consider the following coding scheme

\[
\begin{align*}
X_1 &= \rho_1 \theta_1 \\
X_2 &= \alpha \theta_2 + \beta (\theta_1 - \hat{\theta}_1),
\end{align*}
\]

where \( \theta_1 \) and \( \theta_2 \) are mutually independent zero mean Gaussian random variables with variance one, \( \hat{\theta}_1 = E[\theta_1 | \mathcal{F}(Y_1)] \), and \( \alpha \) and \( \beta \) are constants such that

\[ \alpha^2 + \beta^2 E[|\theta_1 - \hat{\theta}_1|^2] = \rho_2^2. \]  

(37)

In [2] it is shown that

\[ C_F(\rho_1^2, \rho_2^2) = \sup_{\alpha, \beta} I(\theta, Y), \]

where \( \theta = (\theta_1, \theta_2) \), \( Y = (Y_1, Y_2) \) and the supremum is taken for all constants \( \alpha \) and \( \beta \) satisfying (37). For simplicity we put \( \tau = (\sigma_{11} + \rho_1^2)^{1/2} \). For the coding scheme (36), we know that

\[ E[|\theta_1 - \hat{\theta}_1|^2] = \sigma_{11} (\rho_1^2 + \sigma_{11})^{-1} = \sigma_{11} \tau^{-2}. \]

Denote by \( \hat{Z}_2 = E[Z_2 | \mathcal{F}(Y_1)] \) and \( \hat{Z}_2 = E[Z_2 | \mathcal{F}(Z_1)] \). Then \( \hat{Z}_2 = \)
\[ \sigma_{12}^2 \tau^{-2} y_1, \ \hat{Z}_2 = \sigma_{12} \sigma_{11}^{-1} Z_1, \]

\[ \mathbb{E}[|Z_2 - \hat{Z}_2|^2] = \sigma_{22}^2 - \sigma_{12}^2 \tau^{-2} \]

and

\[ \mathbb{E}[|Z_2 - \hat{Z}_2|^2] = \Delta \sigma_{11}^{-1}. \]

By (4) we have

\[ I(\theta, Y) = I(\theta, Y_1) + h(Y_2 | Y_1) - h(Y_2 | Y_1, \theta). \] (38)

We can show that

\[ I(\theta, Y_1) = I(\theta_1, Y_1) = \frac{1}{2} \log \left( \frac{\rho_1^2 + \sigma_{11}}{\sigma_{11}} \right) = \frac{1}{2} \log \frac{\sigma_{11}}{\sigma_{11}}, \] (39)

\[ h(Y_2 | Y_1) = \frac{1}{2} \log \{2\pi e \mathbb{E}[|\alpha \theta_2 + \beta (\theta_1 - \hat{\theta}_1) + (Z_2 - \hat{Z}_2)|^2]\} \] (40)

and

\[ h(Y_2 | Y_1, \theta) = h(Z_2 | Y_1, \theta) = \frac{1}{2} \log \{2\pi e \mathbb{E}[|Z_2 - \hat{Z}_2|^2]\} \]

\[ = \frac{1}{2} \log (2\pi e \Delta \sigma_{11}^{-1}). \] (41)

In order to get the capacity \( C_F(\rho_1^2, \rho_2^2) \), we need to maximize

\[ \varphi(\alpha, \beta) = \mathbb{E}[|\alpha \theta_2 + \beta (\theta_1 - \hat{\theta}_1) + (Z_2 - \hat{Z}_2)|^2], \]

which can be written as

\[ \varphi(\alpha, \beta) = \mathbb{E}[|\alpha \theta_2 + \beta (\theta_1 - \hat{\theta}_1)|^2] + 2\beta \mathbb{E}[(\theta_1 - \hat{\theta}_1)(Z_2 - \hat{Z}_2)] + \mathbb{E}[|Z_2 - \hat{Z}_2|^2] \]

\[ = \rho_2^2 - 2\beta \mathbb{E}[\theta_1 \hat{Z}_2] + \mathbb{E}[|Z_2 - \hat{Z}_2|^2]. \]
\[= \rho_2^2 - 2\beta\rho_1\sigma_{12}\tau^{-2} + \sigma_{22} - \sigma_{12}^2\tau^{-2}.\]

Since
\[\rho_2^2 = \alpha^2 + \beta^2 \mathbb{E}[|\theta_1 - \hat{\theta}_1|^2] = \alpha^2 + \beta^2\sigma_{11}\tau^{-2},\]
\(\beta\) can run on the interval
\[-\rho_2\sigma_{11}^{-1/2}\tau \leq \beta \leq \rho_2\sigma_{11}^{-1/2}\tau.\]

Thus, if \(\sigma_{12} > 0\) (resp. \(\sigma_{12} < 0\)), \(\phi(\alpha, \beta)\) is maximized when \(\beta = -\rho_2\sigma_{11}^{-1/2}\tau\) (resp. \(\beta = \rho_2\sigma_{11}^{-1/2}\tau\)) and \(\alpha = 0\), and the maximum value is
\[\rho_2^2 + \sigma_{22} - \sigma_{12}^2\tau^{-2} + 2\rho_1\rho_2|\sigma_{12}|\sigma_{11}^{-1/2}\tau^{-1}.\]

Combining this with (38) - (41), we get (22). Eq. (23) is clear from the definition of \(C_F(\rho^2)\). Q.E.D.

Appendix

PROOF OF THEOREM 2. For each \((\rho_1^2, \ldots, \rho_N^2)\) such that \(\sum_{n=1}^{N} \rho_n^2 = \rho^2\), we denote by \(C_F(\rho_1^2, \ldots, \rho_N^2)\) (resp. \(C_0(\rho_1^2, \ldots, \rho_N^2)\)) the capacity of the GC with (resp. without) feedback under a constraint
\[\mathbb{E}[X_n^2] \leq \rho_n^2, \quad N = 1, \ldots, N.\] (42)

It is known that
\[ C_0(\rho_1^2, \ldots, \rho_N^2) = \frac{1}{2} \sum_{n=1}^{N} \log \left( 1 + \rho_n^2 \lambda_n^{-2} \right). \]

In order to prove Theorem 2 it suffices to show

\[ C_0(\rho_1^2, \ldots, \rho_N^2) = C_F(\rho_1^2, \ldots, \rho_N^2). \quad (43) \]

For any pair \((\theta, X)\) satisfying (a.1) and (42) we have

\[ h(Z_n | Z_1, \ldots, Z_{n-1}) = h(Z_n) = \frac{1}{2} \log (2\pi e \lambda_n^2) \]

and

\[ h(Y_n | Y_1, \ldots, Y_{n-1}) \leq h(Y_n) \leq \frac{1}{2} \log [2\pi e (\rho_n^2 + \lambda_n^2)]. \]

Therefore, using Lemma 1, we have

\[ I(\theta, Y) \leq \frac{1}{2} \sum_{n=1}^{N} \log \left( 1 + \rho_n^2 \lambda_n^{-2} \right), \]

and consequently

\[ C_0(\rho_1^2, \ldots, \rho_N^2) \leq C_F(\rho_1^2, \ldots, \rho_N^2) \leq \frac{1}{2} \sum_{n=1}^{N} \log \left( 1 + \rho_n^2 \lambda_n^{-2} \right) = C_0(\rho_1^2, \ldots, \rho_N^2). \]

Thus we get (43) and the proof is completed. Q.E.D.
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