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Foreword

The Navy's mission is highly dependent upon our ability to provide a timely
and accurate depiction of ocean thermal structure. However, because of the
vastness of the world's oceans, the amount of data available to the Navy's
operational oceanographic centers is limited, at best. Thus, it is absolutely
essential to make optimum use of these observations. Therefore, the Fleet
Numerical Oceanography Center is developing and testing an improved thermal
analysis system, the Optimum Thermal Interpolation System (OTIS).

The Naval Ocean Research and Development Activity has been very active
in the development of this new product, and our scientists have made many
suggestions that have resulted in an improved analysis. Particular attention
has been paid to properly utilizing the available data. This report focuses on
changes made to the original data selection procedures in OTIS to assure that
the resulting analysis is more representative of the true ocean thermal structure,
and thereby to provide the Fleet with a more useful environmental product.

W. B. Moseley A. C. Esau, Captain, USN
Technical Director Commanding Officer



Executive Summary

The Fleet Numerical Oceanography Center (FNOC) provides daily analyses
of the three-dimensional ocean thermal structure both to the Fleet and to
regional naval oceanography centers around the world. These analyses are
made for both global and regional areas at resolutions as small as 20 km in
some regions. FNOC is planning to update these products very soon with an
improved analysis based on the widely accepted methodology of optimum
interpolation. This system, the Optimum Interpolation Analysis System (OTIS),
is expected to provide a more accurate representation of the three-dimensional
ocean thermal structure.

As with any new system, extensive development, testing, and evaluation
has been done. Many modifications were made to the original design. While
studying the impact of multichannel sea surface temperature data on the
analysis of the ocean's sea surface temperature, several errors were uncovered
in the data selection algorithms. These errors were also apparent in the
subsurface analyses.

Since it is not feasible to use all observations to estimate the temperature
at any one location, optimum interpolation chooses a subset of the available
data using correlation scales that are representative of the spatial and temporal
scales of the ocean features to be analyzed. Practically speaking, observations
that are closer to the analysis point and that were taken more recently are
the observations most highly correlated with the analysis point. (' - r ) --

Generally, all data within a certain cutoff correlation range are collected
at an analysis point. Within OTIS, the designated search area was too small
and did not correspond to the shape of the spatial correlation function. As
a result, observations more highly correlated than those actually collected were
excluded from consideration. Furthermore, limited computer resources forced
artificial cutoffs to be placed on the collection of observations. The method
of data storage resulted in frequently excluding data that were the most highly
correlated with the analysis point, while gathering observations farther to the
south.

From the initial set of collected data, a few of the most highly correlated
reports will be selected as input to the analysis. Only these selected observations
will have any effect on the analyzed temperature at that particular location.
If the set of collected data does not include the most highly correlated
observations, then the selection process cannot choose the most appropriate
data for the analysis. Also, if the selected observations are skewed to the south,
then biases in the resulting temperature analyses can be produced.

Errors in the data selection procedure were corrected; at the same time the
data selection software was redesigned to make more efficient use of the
available resources. Correctly selecting the optimum data for the analysis at
each point resulted in significant changes in the analyzed temperature fields,
and noticeable improvements in the representation of the three-dimensional
thermal structure of the ocean.
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Improvements to the Data Selection Algorithms in
the Optimum Thermal Interpolation System (OTIS)

I. Introduction as well. The simpler design of the SST-OTIS made it
The theory of optimum interpolation was first an excellent framework for testing and evaluating

applied by Gandin (1963) to the analysis of atmospheric techniques that were applicable to both systems. In
parameters. Over the years, optimum interpolation has particular, the SST-OTIS has the capability to do an
been adapted for use at many of the world's meteoro- analysis at only one or two points. Since the analyses
logical forecast and research centers (Schlatter, 1975; at each grid point are independent of one another, this
Rutherford, 1976; McPherson et al., 1979; Lorenc, capability is a useful and efficient way to study in detail
1981; Daley et al., 1985; Baker et al., 1987; Barker the various algorithms that comprise the analysis. As
et al., 1988). Application of optimum interpolation a result, major improvements have been made in the
techniques to the analysis of oceanographic parameters areas of data selection and quality control. Only the
received some early attention (Bretherton et al., 1976; former will be addressed in this report. The quality
Freeland and Gould, 1976; White, 1977), and has control algorithms will be discussed in a separate report
recently been utilized for data analysis and assimilation (Phoebus, 1988, in preparation).
by Carter and Robinson (1981), Roemmich (1983), In order to address the problem of data selection,
Robinson and Leslie (1985). and McWilliams et al. a brief explanation of optimum interpolation is
(1986). The Navy's Fleet Numerical Oceanography presented. Then, the original data selection algorithms
Center (FNOC) is evaluating the first operational three- in OTIS are discussed. Some of the problems with these
dimensional ocean thermal analysis system based on techniques are illustrated, and the steps taken to
optimum interpolation theory. This analysis scheme improve them are detailed. The impact of these changes
is called the Optimum Thermal Interpolation System is discussed in section V, the implementation of the
(OTIS). corrections explained in section VI, and suggestions

The Naval Ocean Research and Development for further improvements are outlined in section VII.
Activity (NORDA) has played a major role in the
development of that system, which is a three-
dimensional global univariate analysis. Work is II. Background
currently underway at FNOC and NORDA to add The basic optimum interpolation methodology is
regional capabilities to OTIS. In addition, a sea surface discussed in various papers (Alaka and Elvander, 1972;
temperature (SST) version of OTIS (SST-OTIS) has Bergman, 1979; Lorenc, 1981). The particular equa-
been developed by NORDA's Remote Sensing Branch tions and techniques applied in OTIS are described in
in order to evaluate the proper role of satellite multi- detail by Clancy et al. (1988). Optimum interpolation
channel sea surface temperature (MCSST) data in produces an estimate of a variable at a grid point such
higher-resolution thermal analyses. The SST-OTIS is that the analysis error is minimized in a least-squares
nearly identical in function to the three-dimensional sense. The analyzed variable is usually computed in
version of OTIS. One major difference is that OTIS the form of a correction to a first-guess field. That
averages the MCSST data to create "superobs," which correction is calculated as a linear combination of
are then input to the analysis. The SST-OTIS utilizes weighted anomalies, where an anomaly is simply the
all available MCSST data individually for analyzing deviation of an observation from the background field.
mesoscale fronts and eddies. Also, because of its higher Therefore, the first step is to choose the appropriate
resolution grid and larger data handling requirements, observations.
the SST-OTIS was developed to run on FNOC's In OTIS, the analyzed temperature at a particular
supercomputer-the Control Data Corporation grid point k is given by
Cyber 205.

Because of the many similarities between OTIS and N

the SST-OTIS, problems that arose during the develop- Tk = T+ ak
i (T o - TC) + 0 k (TP - Tk),

ment of the SST-OTIS were usually problems in OTIS, (1)
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where Tk is the first-guess temperature at the grid at any one point. In fact, even if resources were
point (generally climatology), Tc is the first guess unlimited, a case can still be made for not including
interpolated to the location of observation i, T o is the all observations in the analysis at every grid point. Most
temperature of the Ph observation, and aki is the data analysts agree that some observations are so
weight calculated for each observation. The last term poorly correlated with the analyzed variable at a
represents the contribution made by the Thermal Ocean particular grid point that the weight given to that obser-
Prediction System (TOPS) mixed-layer model's vation would be negligible (McPherson, 1980). For
predicted temperature, and is not critical to this discus- example, an observation taken in the Sargasso Sea
sion. Thus, to simplify the equations, assume a model contains little useful information about the temperature
prediction is not available. Then equation (1) becomes off Nova Scotia.

Therefore, if only a subset of the available data is
N allowed to influence the analysis at a particular point,

Ta = Tc + I aki (T O - Ti). (2) then the problem becomes how to define which obser-
k k vations should comprise that subset, and how large the

subset should be. Ideally, if only a limited number of
The weights ak,, which will minimize the analysis observations can be selected, then the preferred obser-
e-ror at grid point k, are obtained by solving the set vations are those that provide the most pertinent and
of linear equations most independent information about the analyzed

variable at the grid point in question.
The independence of the selected data can be

N (rio + dij A°) aki, fori 1,2,..N improved in several ways. Forcing data to be selected
J.i = + from various sources and in various directions from

(3) the grid point has been used to prevent the selection
of redundant data (Phoebus, 1985). The use of

where Yj is the autocorrelation between observations "superobs" (Lorenc, 1981), where closely spaced data
i and j, 1lk is the autocorrelation between observation are combined into one observation prior to the data
i and the estimated value at the grid point k, IQ is the selection, is common and is used in OTIS for the
noise-to-signal ratio for observation i, and dij is the MCSST data. Duplicate observations, taken by the
Kronecker delta function, defined as same platform but reported twice, are frequently

present in the global data sets and should be removed.
Redundant information is also present in data from

di =1 for i =j platforms that report with great frequency, such as
dij = 0 for i #j. (4) buoys. Such data can be filtered prior to the selection

of observations.
The choice of the most pertinent data is moreThe autocorrelation function ji between any two difficult to define. Several approaches are widely used

temperatures at locations i and j is chosen to be the toslcth "bt" berain (Bkrad
Gausianfuncionto select the "best" observations (Barker and

Gaussian function Rosmond, 1985). One choice would be to use the
distance from the grid point and select the closest obser-[ / ij\ -A yi)2 _ArTij¥ vations. A variation of this method uses distance and

17ij = eXP - - - ,(5) direction in order to force the data to be equally[ k \BYk/ \CTk/ distributed about the grid point, if possible. A third

method would be to use covariances to select the obser-
where AXk, BYk, CTk are the E-W, N-S, and time vations that are the most highly correlated with the
correlation scales at grid point k, and AX -, A Y.,, AT.+ estimated value at the grid point in question. Even more
represent the E-W, N-S, and time separation of the complex criteria may involve both covariances and
observations at locations i and j. The same function direction (Phoebus, 1985).
is used to calculate iki, where k represents the grid Because OTIS uses spatially noncircular correlation
point location and the age of the estimated temperature functions, which are also functions of time, the
at location k is 0. covariance method is the one chosen for this

To be truly optimum, all observations within the application. Use of the covariance method allows OTIS
entire data set would be input into equation (3) and to give higher consideration to more recent observa-
the matrix problem would be solved at every grid point. tions and to observations that lie across, not along,
Since solving such a large matrix is not practical the typical temperature gradients of the ocean. If the
because of limited computer resources, the techniques spatial correlation function is circular and if all of the
used in OTIS and other optimum interpolation analyses observations are taken at the same time, then this
generally use only a few observations for the analysis method is equivalent to the distance method.
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Figure 1. Shape of the Gaussian spatial correlation function, given various values for the east-west (AX) and
north-south (BY) correlation scales. Contours represent the correlation of an observation at a particular location
with the grid point value at the center of the figure. Correlations are contoured from 0. 1 to 0.9, with an interval
of 0.1.

III. Data Selection Algorithm AXiJ are the latitudinal and longitudinal differences
Before particular observations are collected for an between two points, converted to distances in

analysis at a grid point, an area of influence is defined kilometers. If one of these points is the grid point, then
around the grid point so that only a subset of the data the correlation function can be thought of schemat-
must be searched to find the most highly correlated ically as a set of concentric geometric figures centered
observations. Using the covariance method, this search at the grid point location. If AXk and BYk are equal,
area is defined as a function of the spatial correlation then those figures are circles; if AXk > BYk, or vice
scales that are appropriate for the grid area under versa, then the figures are elliptical. Figure I illustrates
consideration. the shape of the spatial correlation function for some

In OTIS, the spatial correlation function has the typical correlation scales used in high-resolution ocean
form of equation (5), assuming ti 0, that is, thermal analysis.

The area surrounding the grid point will be searched
2 r2, for data within a latitude/longitude box centered at

(A 2 s AY. 2 the grid point and whose sides are one correlation
Ij exp BY ' (6) distance from the grid point (Fig. 2). More explicitly,

B " the areal limits are the latitudes and longitudes that
result in IAXkI = AXk and IAYA I = BYk. Along

where AXk and BYk are the correlation scales in the the sides of this rectangle, the maximum correlation
E-W and N-S directions, respectively, and A Yj and is equal to e-1, or about 0.37. However, because the

3



450 Ni I.. . . .correlation function defined in equation (5), where the
location of point j is taken to be the grid point k, and
ATa'k is the age of the observation in hours. The

430 - difference between this function and the function given
in equation (6) is that the time correlation has been
included. Because of the nature of the exponential

-- - - .....- i - function, the total correlation can be thought of as the
41°- -spatial correlation multiplied by the time correlation

-7T --

- [ ( I

11ik =rs " rl~ = p - CT / J (7)

370 -k 
2 ],

where the symbol represents multiplication. Since the
35_N _______ time correlation is always less than or equal to 1

70oW 680 660 640 620 60oW (Fig. 3), an older observation has a smaller total correl-

LONGITUDE ation with the estimated value at the grid point thandoes a more recent observation taken at the same
Figure 2. The rectangular area is the area to be searched location.

for data for the analysis at the center grid point, given Once all the observations within the search area have

a search area defined as one correlation length in both bee cllte ader cations cmpued he

the x andy directions from the grid point. The set of rbeen collected, and their correlations computed, they
concntrc elipes eprsentthespaialcorelaion are sorted in order of their total correlation with the

concentric ellipses represent the spatial correlation estimated value at the grid point. The 15 most highly
function at o. 1 value increments for the case where the correlated are then saved for input to the analysis. If
east-west correlation scale is 250 km and the north- less than 15 observations are found within the search
south scale is 125 kmn. area, then all of those observations will influence the

shape of the correlation function is not rectangular, analysis at the grid point in question.

observations in the corner regions of the search area
have correlations less than 0.37. Therefore, the poten- IV. Discussion Of Research Problem
tial is created for including data from the comers whose To facilitate the collection of the observations in the
correlations are significantly smaller than the correla- seacae t ec ion othe ata an the
tions of observations that are excluded due north, search area at each grid point, both the data and the
south, east, and west of the grid point. Nevertheless, grid points are sorted in order of increasing latitude
this is the area from which data are currently collected. from south to north. In addition, locations at the same

The number of observations selected for the analysis latitude are further sorted by longitude from east to
is limited to 15. T!:c specification of this number is
somewhat arbitrary, although the experience of others 1 .0 7---- -- 240 -
(McPherson, 1980; Schlatter, 1975) has shown that - -

most of the information about the correction to be 0.8-
made at a grid point is contained in relatively few obser- I-
vations. Indeed, even for three-dimensional L

multivariate applications, fewer than 35 observations 20.6.
are normally selected (Carr, 1987). The exception is , "
the so-called "volume" method, described by Lorenc u 0.4 ,
(1981) and used by FNOC (Barker et al., 1988) and t 0
others for meteorological applications. In this method, 0.2-
all observations within a large three-dimensional -
volume are included in the analysis at every grid point ........ -

within the volume. Such an approach cannot be 0 12 24 36 48 60 72 84 -96 108 120
considered at this time because of the limited computer AGE IN HOURS AT

resources currently available to OTIS. Figure 3. The contribution of the time correlation func-
To select the 15 "best" observations, the total correl- tion as a function of the age of the observation. The

ation between the grid point and each data point in five curves represent the rate of decay with ageforfive
the specified search area must be calculated using the different time correlation scales, from 24 to 240 hours.

4



west. For regional applications, both data positions message was in the wrong place and never produced
and grid points are tagged with a water mass indicator, the appropriate warning to those monitoring the per-
Only data within the same water mass as the grid point formance of OTIS. To find out the extent of the
are collected (STX, 1987). Such preparations reduce problem, the issue had to be investigated within the
the amount of data that must be contained in central full framework of OTIS.
memory at any one time and reduce the amount of time The entire OTIS system had to be executed exactly
spent performing the data search. as it was implemented at FNOC, which meant using

Because of limited computer resources and because the same correlation scales and the same search areas.
arrays within computer programs must be assigned Most importantly, the data included in these
some finite dimension, the number of observations col- experiments were required to have the same time
lected within the search area of one grid point must constraints as the data in the operational OTIS would
be limited. At the time of these experiments, OTIS set have. At the surface, that required 60 hours of MCSST
that limit at 80 observations per point. Herein lies the data, 48 hours of XBT data, and 72 hours of ship and
potential problem-the search area may contain more buoy data. Because of the larger time scales in the
than 80 observations; thus, data could possibly be deeper ocean, up to 60 days of XBT observations are
excluded during the data collection process. included in the subsurface analyses. These periods are

The data collection proceeds through the search area commonly referred to as the data windows.
from south to north. Since the data are sorted in order To determine what a suitable upper limit for data
of increasing latitude, if more than 80 observations are collection might be, array sizes within the OTIS
within the specified search area of the grid point, only program had to be increased. As the array sizes
the 80 southernmost observations would be collected. increase, so does the central memory required for the
There is no assurance that these 80 would contain the execution of OTIS. Since the larger memory requested
15 data points most highly correlated with the grid greatly exceeded FNOC specifications for operational
point. Nevertheless, the 15 would be chosen from this products, special permission had to be obtained from
group. Thus, the data selected for the analysis are FNOC before these experiments could begin.
probably not the most appropriate data. Additionally, With assistance from NORDA's Ocean Hydro-
since the chosen data are likely to be skewed to the dynamics/Thermodynamics Branch, who has primary

south of the grid point, there is a very real possibility responsibility for three-dimensional ocean thermal
of generating biases in the resulting temperature analyses, several different tests were designed with

analyses. limits of 80, 160 and, finally, 240 observations per

This problem first came to attention during the search area. Each set of tests was performed on several

development of the SST-OTIS. The initial assumption different days (see Table 1) to make the results less

was that the requirements for the data search on a high- dependent on any one particular data set. Output was

resolution grid would be increased because of the produced for both surface data and for subsurface data

abundance of high-density MCSST data that would at the selected level of 400 m.

be available (recall that OTIS prefilters this data). Tests As these experiments began, additional restrictions

were run on the FNOC 125 x 125 Gulf Stream grid discovered within OTIS further inhibited the

to decide what those requirements might be. As a
result, an upper limit of 700 observations was necessary Table 1. Central memory and central processor time
to guarantee that all of the data within the search area required for each of the OTIS experiments.
were given consideration in the data selection process.
However, this result could not clearly be translated to OTIS COMPUTER RESOURCE REQUIREMENTS
the hemispheric three-dimensional OTIS because of the Data Collection Experiments
differences in the data sets, the grid resolutions, and Number of Central Memory Execution Time Date
the specified spatial correlation scales. But it did suggest Obs Collected (Octal words) (CPU Seconds) of Test
that there was very likely a problem in OTIS as well. 80 176300 519.0 903-87

To initially test this hypothesis, the SST-OTIS was 80 176300 498.5 9-04.87
used to do a surface analysis on the FNOC northern 80 176300 484.0 9-09-87
hemisphere grid, utilizing the same statistics that were 80 174400 487.1 9-14.87
specified in OTIS, but allowing up to 700 observations
to be collected at each grid point. The result of this 160 216300 562.4 903-87

test is shown in Figure 4, which is a contour plot of 160 216300 545.5 9-04-87

the number of observations collected per point on 160 216300 518.1 9-09-87

3 August 1987. Notice that large areas of the grid 240 236100 527.7 9-0487
found more than 80 reports per point. 240 236100 523.0 9-09-87

Upon examination of the original OTIS software, 240 236100 537.0 9-10-87
a diagnostic message was discovered that indicated 240 234200 524.8 9-1487
when 80 observations had been collected. But the

* 5
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Figure 4. Shaded areas indicate regions where more than 80 observations were found within the search areas
of the grid points in those regions. Contours are for every 80 observations.

appropriate selection of data. In addition to the limit report from every available source will receive full
of 80 total observations, constraints were placed on consideration in the selection process. Therefore, all
each data type. As a result, no more than 20 XBT limits placed on individual data types were removed.
(expendable bathythermograph) reports, 30 ship or
buoy reports, and 30 MCSST superobs could be
collected at the surface. To require that some data be V. Results
collected from each of the separate data sources is The results of these experiments are shown in the
admirable and desirable. But as implemented in OTIS, form of histograms, and are broken down into several
this requirement only placed further restrictions on the different categories-all surface data, only surface
data search. For example, if only ship data were XBTs, only ships and buoys, only MCSSTs, and all
available and there were 200 individual reports in the subsurface data. This way, the type of data most often
search area, only 30 would be collected, not 80, which excluded could be determined. The abscissa of each
certainly does not fully utilize all available resources. histogram is the number of observations collected. The
Furthermore, the best solution for achieving the desired ordinate is the number of grid points finding that
goal is to assure that all data within range are collected, number of observations. Because of the large range
Collecting all data automatically guarantees that each in the ordinate values, they are plotted using a

+ + + +



logarithmic scale. While this method makes it necessary are studied. The analyzed temperature fields produced
to exclude the case of 0 occurrences, it does allow the with an 80-observation limit are subtracted from the
large peaks that occur at the data limits to be shown. fields produced collecting 240 observations. The
The results for 14 September 1987 are shown in Figures difference maps for the surface are shown as two plots,
5 through 22. The results for the other days were one for positive differences and one for negative
similar. differences, each contoured at intervals of 0.5°C.

The total .dmber of grid points on the FNOC Figure 17 shows a few isolated areas, mostly in the
63 x 63 hemispheric grid is 3969. Of these, 1215 are tropics, where the temperature was at least 0.5°C
over land, leaving 1747 grid points where an analysis warmer when more data were included. The areas
may be done. In Figure 5, which depicts all surface where the surface temperature decreased by at least
data, notice that 81 grid points found no observations 0.5°C are much more widespread (Fig. 18). The
at all, while 1131 grid points collected the maximum maximum temperature change in both plots was less
allowable number-in this case, 80. That is, roughly than 1.50 C.
63% of the grid points excluded some observations dur- Results for the subsurface analyses are represented
ing the data collection procedure. When broken down by the 400-m analysis level. The analyzed temperature
by data type at the surface, the impact of the individual fields at 400 m on 14 September 1987 are shown for
limits can be evaluated. For example, very few points both the 80-observation case (Fig. 19) and the
found more than 20 XBTs (Fig. 6), while many grid 240-observation case (Fig. 20). As before, both positive
points found more than 30 ship and buoy observations and negative difference maps are computed and
(Fig. 7) or more than 30 MCSST superobs (Fig. 8). contoured at 0.5°C intervals. Figures 21 and 22

While there is only XBT data at subsurface levels, illustrate the typical temperature differences observed
the time scales -, d data windows are also considerably at 400 m. Increasing the number of observations
longer. Thus, much older data is used for the analysis collected generally resulted in warmer temperatures,
here than at the surface. Because of the larger time with some differences larger than 2.0 C. Again, these
windows, it was suspected that data were also being with soe d in lre than wheA i these
omitted at subsurface levels. The results presented in areas are mainly in the tropics, where the spatial
Figure 9 verify that is indeed the case. At 400 m, the con elation scales specified in OTIS are larger (Table 2).
problem is not as extreme as at the surface, but 4106 These areas are exactly where the largest changes are
of the grid points still did not gather all the available expected. Larger correlations scales imply larger search
data. areas. As the size of the search area increases, data

The limit on the number of observations collected are more likely to be excluded because of the limitations
was increased, first to 160, then to 240. At 160, the placed on the number of observations that can be
same problems were evident, with many points stored for any one point. The correlation scales are

excluding data. Only when the limit was increased to largest in the tropics and in the middle and eastern sides

240 did the number of grid points exceeding the limit of the major ocean basins. The temperature changes

become reasonably small. At the surface (Fig. 10), 2076 observed are compatible with these assumptions. Only

of the grid points collected 240 data points, while at the compilation of long-term statistics on the perfor-
subsurface (Fig. 14), only 6 points found that number. mance of OTIS will demonstrate that the analysis in
When the surface data are broken down by data type these areas has been improved due to the inclusion of
(Figs. 11-13), only ship and buoy data were being more appropriate data, but it is hard to imagine that
excluded at the surface. the end result could be anything but positive.

As stated earlier, the implication of not considering
all of the observations within correlation range of the
grid point is that the data influencing the analysis at VI. Implementation of Corrections
a particular point are not the data containing the most The major recommendation resulting from this work
information about the temperatures at that point, is obvious-increase the array dimensions to allow all
Therefore, the impact of this error on the analysis must of the available data within the specified correlation
be evaluated. Plots of analyzed temperatures at 0 m range of a grid point to receive equal consideration as
are shown for the case of 14 September 1987, both input to the analysis. The implementation of that idea
collecting 80 observations per point (Fig. 15) and 240 is more complicated, as illustrated in Table 1. While
observations per point (Fig. 16). (The unrealistic the execution time did not increase significantly,
gradient in the Atlantic Ocean off the west coast of allowing 240 observations to be collected increased the
Africa is a result of the drastic change in the east-west central memory requirements from around 176000
correlation scale at 30'W, from 1500 km to 250 km. octal words to 236000 octal words. This increase far
This problem has since been identified and corrected exceeds the limits on central memory under which
in OTIS by using smoothly varying correlation scales.) operational products are constrained to run at FNOC

The temperature changes due to the selection of more (on the computer in question). Therefore, to increase
correlated data are not apparent until difference maps the number of observations collected, which obviously
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Figure 5. Histogram of all surface data collected on Figure 6. Histogram of all surface XBT data collected
14 September 1987. Each grid point was limited to no on 14 September 1987. Note that over 1000 grid points
more than 80 observations, which explains the peak found no XBTs within their search areas. In practice,
at 80. each grid point was limited to no more than 20 XBTs.

10000 -10000

S1040~ R 100.,

l 0! 10

NUMBER OF OBS COLLECTED NUMBER OF OBS COLLECTED

Figure 7. Histogram of all ship and buoy data collected Figure 8. Histogram of all MCSST superob data
on 14 September 1987. In practice, each grid point was collected on 14 September 1987. In practice, each grid
limited to no more than 30 ship and buoy observations. point was limited to no more than 30 MCSSTobs. This
This limit was frequently exceeded. limit was frequently exceeded.
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Figure 9. Histogram of all subsurface XBT data
collected on 14 September 1987. Each grid point was
limited to no more than 80 XBTs, a limit which was
frequently encountered.
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Figure 10. Histogram of all surface data collected on Figure 11. Histogram of XBT SST data collected on
14 September 1987. Each grid point was limited to no 14 September 1987. Note that over 1000 grid points
more than 240 observations, a limit that was occa- found no XBTs within their search areas.CD
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•Figure 12. Histogram of ship and buoy data collected Figure 13. Histogram of MCSS T data collected on 14
on 14 September 1987. Each grid point was limited to September 1987. Each grid point was limited to no
no more than 240 total observations. more than 240 total observations.
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Figure 14. Histogram of subsurface data collected on
14 September 1987. Each grid point was limited to no
more than 240 XBTs, a limit that was rarely

encountered.
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Figure 15. Sea surface temperature analysis resulting Figure 16. Sea surface temperature analysis resulting
from limiting. the data collection to no more than 80 from allowing each grid point to collect up to 240
observations per grid point, observations.
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Figure 17. Areas where collecting 240 observations per Figure 18. Areas where collecting 240 observations per
point, rather than 80, resulted in at least a 0. 50 C point, rather than 80, resulted in at least a 0.50 C
increase in sea surface temperature. decrease in sea surface temperature.
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Figure 19. The 400-m temperature analysis resulting Figure 20. The 400-m temperature analysis resulting
from limiting the data collection to no more than 80 from allowing each grid point to collect up to 240
observations per grid point, observations.
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Figure 21. Areas where collecting 240 observations per Figure 22. Areas where collecting 240 observations per
point, rather than 80, resulted in at least a 0.5' C point, rather than 80, resulted in at least a 0.5" C
increase in the 400-m temperature. decrease in the 400-m temperature.
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Table 2. Spatial correlation scales used for the OTIS Northern Hemisphere analysis. Scales are in kilometers
and are defined fkr 10 degree latitude by 20 degree longitude boxes, centered at the latitudes and longitudes
shown. In practi, e, any scale smaller than the grid resolution is reset to equal one grid space.

East-West Correlation Scales for OTIS NHEM In km

Longitude
360"W 340'W 320"W 300W 280'W 260'W 240"W 220"W 200'W

Latitude
75"N 500 500 100 100 100 10 100 100 100
65"N 500 100 20 10 10 10 10 10 10
55"N 100 10 10 10 10 10 10 250 500
45*N 100 10 10 10 10 10 10 250 500
35°N 100 50 50 10 10 10 250 250 250
25*N 10 10 10 100 10 10 250 1000 1000
15*N 10 10 10 1000 200 100 200 1500 1500

50N 500 10 100 1500 1500 250 200 2000 2000

Longitude
180"W 160OW 140°W 120"W 1000W 801W 60°W 40°W 20°W

Latitude
75*N 100 100 100 10 10 10 500 10 250
654N 100 10 10 10 10 10 500 500 250
55"N 500 100 100 10 10 10 500 750 750

45°N 750 1000 750 100 10 50 200 500 1000
35*N 1000 1000 750 200 10 100 1000 750 750
25°N 1000 1000 1000 750 100 200 500 1000 500
15*N 1500 1500 1500 1500 1000 200 750 1500 250

51N 2000 2000 2000 2000 2000 200 100 2000 250

North-South Correlation Scales for OTIS NHEM In km

Longitude
360"W 340"W 3200W 300"W 2801W 260"W 240"W 2201W 200"W

Latitude
75 N 250 250 100 100 50 10 50 50 50

65"N 250 100 20 10 10 10 10 10 10
55°N 100 10 10 10 10 10 10 100 250
45°N 100 10 10 10 10 10 10 100 100

35'N 100 50 50 10 10 10 200 100 100
25"N 10 10 10 50 10 10 200 500 500
15'N 10 10 10 250 100 100 200 750 750
5'N 200 10 50 750 750 250 200 1000 1000

Longitude
180°W 160°W 140*W 120°W 100*W 80OW 60*W 40°W 201W

Latitude
75°N 50 50 50 10 10 10 200 10 200
65°N 50 10 10 10 10 10 200 50 200
55°N 250 50 50 10 10 10 200 200 500
45 ° N 500 500 500 250 10 50 200 200 500
35"N 500 500 500 250 10 50 100 100 500
25ON 500 500 500 750 100 100 200 500 500
151 N 750 750 750 750 500 100 200 750 750
5°N 1000 1000 1000 1000 1000 100 100 1000 1000

must be done, some way had to be found to reduce longitude, temperature, age, data type, correlation,
the memory requirements of OTIS. identifier, classification, etc.), as was currently being

In a cooperative effort between NORDA and FNOC, done, only the correlation needed to be saved. Once
a scheme was designed which, while simple in principle, the correlations of all the collected observations were
would require rewriting major portions of the OTIS sorted, and the 15 largest were selected, all that would
software. Rather than collect all the information about be needed was a pointer to relocate the selected obser-
each observation found in the search area (latitude, vations within the large data arrays. The detailed
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information could then be unpacked again and saved decisions must be made about that data. It can be
only for the 15 selected data points. This procedure thought of as a two-step process-collection and
would greatly reduce the memory requirements and selection. The ultimate goal is to select the data that
allow the limit on the number of observations to be provide the most useful information about a variable

* increased dramatically, without altering any of the at a given point. Prior to this selection, all of the data
principles on which the analysis was based. in some prescribed area surrounding the grid point are

As an added benefit, this approach allowe( tne data collected. From this data subset, certain observations
selection criteria for the different analysis layers to be will be selected for the analysis and others will be
further decoupled, so that different correlation scales exclud ' To produce the most realistic analysis, both
could be prescribed for the analysis levels above and steps must le carefully executed.

* below 400 m. Before these changes, the XBTs collected Several problems with the algorithms used for data
for the analyses in the deepest layer were the same as collection and selection in OTIS have been identified
those collected in the layer above 400 m. Now, the data and solutions have been tested. The limits placed on
collection is done separately for three layers-the the number of observations that could be collected
surface, the levels down to 400 m, and the levels below around a particular grid point were too restrictive.
400 m. If a particular XBT has no data below 400 m, Since the data collection proceeded methodically from

* it will not be included in the set of observations col- south to north, the data most highly correlated with
lected for the third layer. Because such an XBT will the grid point were frequently excluded and the
no longer take up space unnecessarily, more room analyses were possibly biased because of the potential
remains for the inclusion of XBTs that actually report to select most of the data from the region south of the
data at those lower levels, grid point.

These software modifications were developed in The performance of OTIS is monitored by
* NORDA's Remote Sensing Branch and were tested and computing the root-mean-square errors in the

evaluated in conjunction with FNOC. Because of the temperature analyses when compared to independent
need to include the classified XBT data for the opera- XBT data at various depths in several different regions
tional OTIS, the limit on the number of observations of the world's oceans. The areas where the performance
collected had to be further increased. The limit is now of OTIS has been worse than expected are exactly those
set at 700 observations per grid point, and diagnostics areas where these changes will have the largest

* that allow monitoring this value for any needed changes impact-where the spatial correlation scales are large,
have been included. Such monitoring will be essential such as in the tropics and the eastern basins. Statistics
when data windows or spatial correlation scales are must be accumulated over a several-month period
increased, and when regional versions of OTIS are before the full impact of these changes can be quan-
tested. titively demonstrated. Regardless of the outcome, the

As a result of the intense scrutiny given to the data choice of data cannot be capricious or arbitrary, but
• during the testing of these corrections, several other must be based on sound ideas, and should include those

errors were discovered. Some of these errors had a observations which carry the most pertinent
significant impact on the data selection. At subsurface, information about the variable being analyzed.
the longitude of the XBT was checked against the While the analyzed temperature differences observed
latitude bounds of the search area, resulting in sub- in these experiments are not dramatic, they are large
surface data being erroneously included or excluded, enough to be significant. Furthermore, if the analysis

* Algorithms for calculating the lowest depth reported is coupled with a forecast model, as planned, any errors
in an XBT were wrong; the check for missing levels in the analysis could be expected to grow in the absence
within an XBT was invalid; variables were left of new data. Also, experience with the SST-OTIS
undefined under certain circumstances; satellite data indicates that data selection becomes even more critical
were sometimes interpreted as classified data. as the grid resolution decreases and finer-scale features
Therefore, the modified version of OTIS is more error- are being analyzed. Therefore, one of the problems

• free than the original. In addition, OTIS now requires that might be encountered in regional versions of OTIS
less central memory and runs faster than it did before has been circumvented.
the data selection algorithms were modified. As with all systems, there is still room for improve-

ment in these algorithms. Serious thought should be
given to increasing the search radius to at least 1.5 times

VII. Conclusions and the correlation scale in both directions (Fig. 23). Such
an increase would prevent the exclusion of observa-Recommendations tions that are currently outside the bounds of the data

In an optimum interpolation analysis system where search area, but have correlations with the grid point
the analysis proceeds point by point and utilizes only that are greater than the observations in the corners
a limited amount of data at each point, certain of the current search area (Fig. 2). Also, by ignoring
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450 N I T extent. No more than 15 of the most recent XBT obser-
vations are saved within any 2.5 by 2.5 degree
latitude/longitude box, with no more than 10 of those

430 - reports originating from the same source (SAIC, 1987).
Another area where similar changes might be
considered is in the treatment of buoy data. Most buoys
report temperatures every hour, but their positions haveL41o -
changed little, if at all. Therefore, these data are highly

-correlated with one another and, at grid points close
S- to the buoy, may completely exclude information from

390 -  . -- more independent sources. A simple filter to retain only
- -- - -the most recent report from each stationary platform

is in use in the SST-OTIS. The same software can also
370 - be used to remove duplicate observations from other

data sources. Such a filter would be applicable in OTIS,
as well, if OTIS were modified so that the various types

35ON ! I , of buoy data could be distinguished from ship data.
70oW 680 660 640 620 60oW If OTIS is ever transitioned to run operationally on

LONGITUDE a vector processor, such as the Cyber 205, the volume
Figure 23. The rectangular area is the area that will method (Lorenc, 1981) of selecting and analyzing data

be searched for data at this particular grid point, given would probably be a more appropriate choice.
a search area defined as 1.5 times the correlation length Theoretically, it avoids many of the decisions that must
in both the x andy directions from the grid point. The be made when using limited data selection algorithms.
set of concentric ellipses represent the spatial correla- Practically, it reduces computer resource requirements
tion function given an east-west correlation scale of by eliminating the repetitive searching through large
250 km and a north-south scale of 125 km. amounts of data at each grid point to choose only a

few. There are other desirable characteristics, such as
all data with a correlation of less than some small value, improved quality control of the input data, which are
say 0.75, the shape of the search area would mimic beyond the scope of this report.
the shape of the spatial correlation function. Increasing Data selection algorithms can be extremely detailed.
the search area in this way would be more acceptable As analysis schemes become more complex and more
but would, of course, require more computer accurate, the data selection and quality control
resources-resources freed by the improvements algorithms become perhaps the most important links
resulting from this work. in the system. The inclusion or omission of even one

It would also be interesting to experiment with the critical observation can have a significant impact on
number of observations actually used in the analysis the resulting analysis (Thiebaux, 1980; Hollingsworth
at a given point (now a maximum of 15). The current et al., 1985). More and more attention is being paid
opinion in the meteorological community is that to such details; they are certainly valid research areas
increasing the number of observations has a positive and should be carefully scrutinized in any analysis
impact (Carr, 1987). By increasing the number of data system.
points influencing the analysis at a point, the grid point
method essentially approaches the volume method.
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