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One of the major problems encountered in trying to formally verify the correctness of computer programs that use real arithmetic (hereafter referred to as "mathematical programs") is that the mathematical properties of real arithmetic operations in computers are much more complicated and much harder to work with than the mathematical properties of the corresponding ideal mathematical operations. This occurs because the real number type implemented on a finite computer is not the same as the ideal, mathematical real number type. A finite machine can only represent finitely many different real numbers, whereas there are infinitely many ideal real numbers.

The idea behind the theory of asymptotic computing is to develop techniques to prove that the accuracy of a mathematical program goes to infinity (e.g., larger and larger numbers of representation bits for mantissas and exponents used in binary floating point arithmetic).
The theory of asymptotic computing, then, is essentially a general formalization of the notions of "accuracy" and "accuracy going to infinity," but without having to show how fast convergence happens (a major source of difficulty in numerical analysis).
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Chapter 1

Introduction

We wish to formally verify the correctness of computer programs that use real arithmetic (hereinafter referred to as "mathematical programs"). The real number type implemented on a finite computer is not the same as the ideal, mathematical real number type because a finite machine can only represent finitely many different real numbers, whereas there are infinitely many ideal real numbers.

One of the major problems encountered in trying to verify mathematical programs is that the mathematical properties of real arithmetic operations in computers are much more complicated and much harder to work with than the mathematical properties of the corresponding ideal mathematical operations. For example, ideal real addition is associative; floating point real addition is not. How can we handle this difficulty?

One way that might come to mind is to "pretend" that the machine reals are the same as the ideal reals. Strictly speaking, this is not true. However, this is what is done for programs which use integer arithmetic. Why is it OK for integer programs? If we verify a statement about an integer program like "on any input \( n \), the program will terminate and return \( n^2 \)" based on the assumption that the machine integers are the same as the ideal integers, we will actually have established that on any input \( n \) that is representable in the machine the program is running on, the program will either cause an
overflow or will terminate and return $n^2$. This is because integer arithmetic in finite machines is identical to ideal integer arithmetic when overflow does not occur. Unfortunately, the same is not true of machine real arithmetic. Machine real arithmetic can also deviate from ideal arithmetic by underflow or roundoff. Thus, if we verify a statement like "on any input $x \neq 0$, the program will terminate and return $1/x$" based on the assumption that the machine reals are the same as the ideal reals, we will actually have established that on any input $x$ that is representable in the machine the program is running on, the program will terminate and return $1/x$ if no overflow, underflow or roundoff occurs. Since roundoff occurs much more frequently in real arithmetic than overflow occurs in integer arithmetic, we have established a much weaker statement. In fact, the statement we have actually established is so weak that it is useless. Thus, whatever axioms we assume about machine real numbers, our assumptions must recognize at least some of the differences between machine reals and ideal reals.

We could formulate a collection of axioms which are satisfied by all implementations of real numbers on finite machines, or at least all implementations in a certain general class, like machines that use binary floating point arithmetic. Such an axiom system would have to incorporate some unspecified constants (e.g. the number of bits of mantissa and exponent in the case of binary floating point arithmetic) in order to be valid on machines of various sizes. One could then verify properties like "on any input $x$ representable on the machine, the program will terminate and return the square root of $x$ correct to $t$ decimal places" where $t$ would be some expression involving the unspecified constants. Having done such a verification, given a machine, we could determine the values of the constants for that particular machine, and get a lower bound on the number of decimal places of accuracy (by plugging the values of the constants into $t$ and evaluating it). This is the kind of verification one would really like to do, but it is very difficult. The difficulty comes primarily from the fact that one must perform complicated numerical analyses to get such a hard bound on the number of decimal places of accuracy.

What we have attempted to do with the Theory of Asymptotic Computation is to "factor out" the hard numerical details. Let's return for a moment to the case of stating axioms in terms of unspecified constants about the
machine's accuracy. We'd like it to be the case that if we plug in values of these constants corresponding to more and more accurate machines (e.g. larger and larger numbers of bits for the mantissa and exponent in the case of binary floating point arithmetic), the value of the term $t$ goes to $\infty$. In other words, running the program on more and more accurate machines gives better and better accuracy in the result computed by the program. The idea of the theory of asymptotic computation is to develop techniques to prove that the accuracy of the program goes to $\infty$ as the accuracy of the underlying machine goes to $\infty$. Without having to show how fast this convergence happens, which is where most of the messy numerical analysis comes in.

The theory of asymptotic computation is essentially a general formalization of the notions of “accuracy” and of accuracy “going to $\infty$”.

In Chapter 2 we describe the Theory of Asymptotic Computation. This chapter includes:

- the programming language we are using for specifying algorithms
- a semantics for the language
- the definition of what it means for a program to satisfy a certain input/output specification asymptotically.

In Chapter 3 we give a formulation of the Theory in Nonstandard Mathematics. This formulation makes the definitions less complicated and more intuitive.

In Chapter 4 we apply the formulation of Chapter 3 to verify a program to find roots of a real-valued function.
Chapter 2

A Mathematical Theory of Asymptotic Computation

2.1 A Motivating Example

We will explain the theory by first considering a very simple program. We will give a semantics for the program, state what it means for the program to be asymptotically correct, and prove it asymptotically correct. We will then obtain the Theory of Asymptotic Computation as a generalization of this example.

The program we will consider is a program to sum 3 real numbers. The 3 numbers to be summed will be given to the program as the values of 3 variables, A, B and C. The output will be stored in a variable RESULT. Here is the program:

\begin{verbatim}
10  RESULT := A + B;
20  RESULT := RESULT + C;
30  END;
\end{verbatim}

What do we mean by “asymptotic correctness” for this program, and how
would we prove it asymptotically correct? First of all, in order to prove anything about a program we must represent it as a mathematical object. At any point during a possible "run" of the program, either:

1. control is at one of the three statements in the program, with some subset of the variables assigned real number values, or

2. some kind of exception (e.g., overflow) has occurred and the program has terminated abnormally.

Thus, the entire history of a run can be expressed by giving the (finite) sequence of "states" the program has passed through, where by "state" we mean a state number and an assignment of some variables to real numbers, and telling whether an exception has occurred or not. We will find it convenient to incorporate both of these pieces of information into a single finite sequence each of whose entries is either a state or a distinguished element \( \perp \) which stands for the occurrence of an exception. We can think of the entries in such a sequence as events, with a state \( s \) being thought of as the "event" of going into state \( s \), and \( \perp \) being thought of as the event of an exception occurring. The events occur in the sequence in the order in which they occurred. We will call such a sequence a trace of the program. The collection of all traces which could occur during any run of the program defines the semantics of the program's execution. We will call such a collection of traces an event system over the set of states. We will represent the program as an event system. Note that such an event system \( T \) is always nonempty (it contains at least \( \perp \), the sequence of events which have occurred before anything at all has happened), and it is always closed under initial segment, i.e. \( \forall \tau \in T. \forall \sigma, \text{ if } \tau \preceq \sigma \text{ then } \tau \preceq T \). Sets of finite sequences having these two properties are called trees of finite sequences.

What are the possible traces of the above program? Let's first answer this question for the case in which the machine real number type is exactly the same as the ideal real number type. We will denote a state by an \( n \)-tuple consisting of a statement number and a sequence of variable bindings to describe the assignment of variables. A variable binding will just be a variable name followed by an arrow and the value that the variable is bound
to. If a variable does not appear in the list of bindings, it is not assigned a value by the state.

As noted above, the empty sequence, (), is a trace. We assume that A, B and C are defined whenever the program is started up, but their values can be anything, and RESULT may or may not be defined. Also, control must initially be at statement 10. Thus, all sequences of the form

\((10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2)\)

or

\((10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow w)\)

will be traces, and no other sequences of length 1 will be traces. From statement 10 the program must go to statement 20, with the new value of RESULT being the sum of the old values of A and B (values of A, B, and C unchanged). In terms of traces, this means that all sequences of the form

\((10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2)\),
\((20, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow x_0 + x_1)\)

or

\((10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow w)\),
\((20, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow x_0 + x_1)\)

will be traces, and no other sequences of length 2 will be traces. Similarly, all sequences of the form

\((10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2)\),
\((20, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow x_0 + x_1)\),
\((30, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow x_0 + x_1 + x_2)\)
will be traces, and no other sequences of length 3 will be traces. Since
the program halts at statement 30, the set of state sequences will contain
no sequences of length > 3. Also, if the machine addition is ideal, no
exceptions can occur, so no trace of the ideal system will contain !.

Now we examine what the traces for the program running on a finite ma-
chine could look like. First of all, what can we reasonably assume about
the traces that will be true on any finite machine? We can presumably at
least: assume the following:

- Control always starts at statement 10 with A, B and C assigned val-
ues. Formally, this means that if ⟨s⟩ is a trace, then s must either be
of the form

⟨10, A ⇒ x₀, B ⇒ x₁, C ⇒ x₂⟩

or

⟨10, A ⇒ x₀, B ⇒ x₁, C ⇒ x₂, RESULT ⇒ w⟩

Note that we do not assume the converse, that for all states s of this
form, ⟨s⟩ is a trace. This would require that there be infinitely many
different states that the program can start in, which is not possible
on a finite machine.

- If control is at statement 10, then either an exception will occur, or
the program will go to a state in which control is at statement 20
and the values of A, B and C will be unchanged and RESULT will
be assigned a value. Formally, this means that if σ⁻¹(ε, ε') is a trace,
and ε is a state of the form

or

⟨10, A ⇒ x₀, B ⇒ x₁, C ⇒ x₂, RESULT ⇒ w⟩
\(10. A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2\)

or

\(10. A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow w\)

then either \(e' = !\) or \((e, e')\) is of one of the following two forms:

\[
\begin{align*}
(10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2), \\
(20, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow w')
\end{align*}
\]

\[
\begin{align*}
(10, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow w), \\
(20, A \Rightarrow x_0, B \Rightarrow x_1, C \Rightarrow x_2, \text{RESULT} \Rightarrow w')
\end{align*}
\]

Note that we do not make any assumptions about the relationship between \(x_0 + x_1\) and \(w'\). This is because just about any relationship we might state (e.g. \(|w' - (x_0 + x_1)| < \varepsilon\) for some small \(\varepsilon\)) will be false on a sufficiently inaccurate machine.

- The corresponding assumption for statement 20, i.e. if no exception occurs, control goes to statement 30, the values of A, B and C don't change and RESULT will be assigned some value. The formal statement is the same as the above, with "10" replaced by "20" and "20" by "30".

- If control is at statement 30 or an exception has occurred, then nothing further happens. Formally, this means that if a trace \(\sigma\) ends in ! or in a state \(s\) of the form

\[
(30, \text{[some variable assignment]})
\]

then \(\sigma\) is maximal, i.e. there is no trace that extends \(\sigma\) and is strictly longer. We also want to assume the converse, i.e. that if \(\sigma\) is maximal then it either ends in ! or in a state with control at statement 30.

The above conditions do not ensure that an event system corresponds to an implementation of the program on a finite machine. They are merely a weakening of the conditions we wrote down for the ideal machine which
allow event systems corresponding to finite implementations. In fact, the above conditions are met by the ideal implementation. Since we want to verify the program assuming that it is running on a finite machine, we need an additional condition which not only allows finite implementations, but actually rules out infinite implementations. The additional condition we will impose is that the set of all events appearing in any sequence in the event system is finite. This will rule out the infinite implementations.

We will refer to the above conditions on event systems as the absolute axioms of the program. We call them “absolute” because they are assumed to hold for all implementations of the program.

We have not yet said what it means for the program to asymptotically compute the 3-ary addition function. Before we do, let’s stop and think about what we could possibly verify about how the program runs on an arbitrary finite machine. On the basis of the absolute axioms, we can verify that the program does not go into an infinite loop, i.e. there is no infinite sequence of events such that every finite initial segment is in the event system. (From now on we will refer to such infinite sequences of events as infinite paths through the event system). We can verify that if the program does not terminate with an exception, it terminates with RESULT assigned a value, and with A, B and C having the same values they did initially. We cannot verify too much more than that about the program from the assumptions we’ve made. In fact, it is easy to prove that for any values of $x_0, x_1, x_2$ and $w$, there is some event system $T$ satisfying the absolute axioms such that there is some trace in $T$ which starts with inputs $x_0, x_1$ and $x_2$ and terminates with output $w$. Thus we can’t prove anything about how well the program computes the 3-ary addition function. The reason for this is that we don’t have any conditions on how machine addition is related to ideal addition.

What we want to be able to verify is that if we require that machine addition match ideal addition more and more closely, that we will be able to prove that the input/output behavior of the program matches the 3-ary addition function more and more closely. In other words, we want to be able to prove that for any desired degree $d$ of accuracy of the 3-ary addition function, there exists a degree of accuracy $d'$ of 2-ary addition such that for any event
system $T$ satisfying the absolute axioms and $d'$, the input/output behavior of $T$ will satisfy $d$.

What do we mean by a “degree of accuracy”? The intuitive idea is that a degree of accuracy is some condition on implementations of the program which will be met by all sufficiently accurate implementations. Some degrees of accuracy will correspond to the accuracy of the 2-ary addition used by the program; we will refer to these as the asymptotic axioms of the program, because they are assumed true of all sufficiently large implementations. Other degrees of accuracy will correspond to the accuracy of the 3-ary addition the program is attempting to compute; we will refer to these as the asymptotic specifications of the program, because we want to prove them about all sufficiently accurate implementations. Formally, a degree of accuracy will be a set of event systems.

What kind of degrees of accuracy do we want to achieve in computing 3-ary addition? What we'd like is for every event system $T$ meeting the above conditions to satisfy the following conditions:

1. We can give any input to $T$, i.e. $\forall x_0, x_1, x_2 \in \mathbb{R}, \exists$ a state of the program $s$ such that $(s) \in T$ and $s$ assigns $A$ to $x_0$, $B$ to $x_1$ and $C$ to $x_2$.

2. If $(s) \in T$ assigns $A$ to $x_0$, $B$ to $x_1$ and $C$ to $x_2$, then any run of $T$ must eventually terminate normally with RESULT assigned to value $x_0 + x_1 + x_2$. Put more formally, there is no infinite path through $T$ whose first element is $s$, and for every maximal $\sigma \in T$ whose first element is $s$, the last element of $\sigma$ is a state in which control is at statement 30 and RESULT is assigned the value $x_0 + x_1 + x_2$.

Of course, the above conditions can't possibly be satisfied by any such $T$, if only for the reason that we can't start up a finite implementation of the program with an arbitrary input. We do expect, however, that if we take larger and larger machines, we will be able to approximate fixed inputs with more and more accuracy.

**Definition 2.1.1:** for any $x_0, x_1, x_2, \delta > 0 \in \mathbb{R}$, we define the degree of
accuracy inputs \( (x_0, x_1, x_2, \delta) \) to be the set of all event systems \( T \) such that \( \exists \) a state \( s \) such that \( \langle s \rangle \in T \) and \( s \) assigns \( A, B \) and \( C \) to numbers \( y_0, y_1 \) and \( y_2 \) respectively and \( |y_i - x_i| < \delta \) for \( i = 0, 1, 2 \). \( \square \)

In general, we won’t even be able to get accurate sums of numbers we can input to an implementation, due to roundoff, underflow and overflow. To figure out what we can reasonably specify about the program, we must first consider our picture of how such a program is used.

We imagine a “caller” has some inputs \( x_0, x_1 \) and \( x_2 \) it wishes to submit to the program. Ideally, the caller would like to be able to hand the program \( x_0, x_1 \) and \( x_2 \) and have it hand it back \( x_0 + x_1 + x_2 \). In general, the caller will not be able to hand the program \( x_0, x_1 \) and \( x_2 \), but will have to hand it some approximations to these numbers, say \( y_0, y_1 \) and \( y_2 \). The program then “assumes” that \( y_0, y_1 \) and \( y_2 \) are the inputs the caller is actually interested in. It is the “responsibility” of the program to try and halt with an output which is an “approximation” to \( y_0 + y_1 + y_2 \). It is the responsibility of the caller to supply the program with sufficiently “good” approximations to justify the program’s “assumption”. Note that the caller’s responsibility is only to give the program inputs which are sufficiently close to \( x_0, x_1 \) and \( x_2 \); it is not required to give the program particular inputs which are sufficiently close.

Fix \( x_0, x_1, x_2 \in \mathbb{R} \) and \( \varepsilon > 0 \). Suppose the caller would be satisfied if the program returned it some number \( w \) such that \( |w - (x_0 + x_1 + x_2)| < \varepsilon \). How close approximations to \( x_0, x_1 \) and \( x_2 \) does the caller have to supply in order to get an output in \( (x_0 + x_1 + x_2 - \varepsilon, x_0 + x_1 + x_2 + \varepsilon) \)? First of all, it must at least supply approximations \( y_0, y_1 \) and \( y_2 \) such that \( |(y_0 + y_1 + y_2) - (x_0 + x_1 + x_2)| < \varepsilon \). Because if it did not, the program would be “justified” in handing it back a number close to \( y_0 + y_1 + y_2 \), possibly so close that it would be more than \( \varepsilon \) from \( x_0 + x_1 + x_2 \). Suppose \( \delta \) is sufficiently small that for any \( y_0, y_1, y_2 \) such that \( |y_i - x_i| < \delta \) for \( i = 0, 1, 2 \), \( |(y_0 + y_1 + y_2) - (x_0 + x_1 + x_2)| < \varepsilon \) (any \( \delta \leq \varepsilon / 3 \) will do). If the caller limited itself to inputing approximations in which \( |y_i - x_i| < \delta \) for \( i = 0, 1, 2 \), would some sufficiently accurate machine ensure that the answer returned to the
caller is in \((x_0 + x_1 + x_2 - \varepsilon, x_0 + x_1 + x_2 + \varepsilon)\)? We cannot really give a firm "yes" or "no" to this question because we do not yet have a formal definition of what "sufficiently accurate" means. The "intuitive" answer, however, seems to be "no". To see why, consider the following example. Suppose we had \(x_0 = x_1 = x_2 = 1\), \(\varepsilon = 1.5\), and \(\delta = .5\). Suppose we were running our program on a machine in which addition was allowed to introduce an absolute error of up to some small number \(\xi > 0\), and \(.5 + \xi/2\) was representable in the machine. Suppose the caller approximated \(x_0\), \(x_1\), and \(x_2\) by \(.5 + \xi/2\). Since the machine is allowed to introduce up to \(\xi\) much error when performing an addition, it could assign \(\text{RESULT}\) to 1 in statement 10. It could then assign \(\text{RESULT}\) to a number as small as \(1.5 - \xi/2\) in statement 20, which is not in \((x_0 + x_1 + x_2 - \varepsilon, x_0 + x_1 + x_2 + \varepsilon)\). We can make the machine we're running the program on arbitrarily accurate by making \(\xi\) very small, but by the above argument, there will always be some approximations in the \((x_1 - \varepsilon, x_1 + \varepsilon)\) intervals which will cause the program to return a value more than \(\varepsilon\) from the correct answer.

The reason this can happen is that the caller can choose its \(y_0, y_1\) and \(y_2\) just slightly less than \(\delta\) from the corresponding \(x_i\)'s. When it does this, \(|(y_0 + y_1 + y_2) - (x_0 + x_1 + x_2)|\) is just slightly less than \(\varepsilon\). Thus, even a small error in the two machine additions can make \(\text{RESULT}\) more than \(\varepsilon\) from the exact answer.

Suppose it were actually the case that for any \(y_0, y_1\) and \(y_2\) such that \(|x_i - y_i|\) is less than or equal to \(\delta\), \(|(y_0 + y_1 + y_2) - (x_0 + x_1 + x_2)|\) \(\leq \varepsilon\). Again we pose the informal question: if the caller limited itself to inputting approximations \(y_i\) in \((x_i - \delta, x_i + \delta)\), would some sufficiently accurate machine ensure that the answer returned to the caller is in \((x_0 + x_1 + x_2 - \varepsilon, x_0 + x_1 + x_2 + \varepsilon)\)? The "intuitive" answer now seems to be "yes". Supporting evidence for this answer is the fact that the answer returned to the caller will be within \(\varepsilon\) of the number we want if we run our program on a machine which uses floating point arithmetic with a sufficiently large number of bits in the mantissa and exponent. (We prove this below.) We can therefore define a degree of accuracy corresponding to all event systems large enough to meet the above condition.

**Definition 2.1.2:** for every \(x_0, x_1, x_2 \in \mathbb{R}\) and \(\varepsilon, \delta > 0\) we define the degree
of accuracy \( \text{accuracy}(x_0, x_1, x_2, \varepsilon, \delta) \) to be the set of all event systems \( T \) such that

\[
\forall y_0, y_1, y_2 \in \mathbb{R} \left| y_i - x_i \right| \leq \delta \text{ for } i = 0, 1, 2 \rightarrow
\left| (y_0 + y_1 + y_2) - (x_0 + x_1 + x_2) \right| < \varepsilon
\]

then \( \forall s \) such that \( (s) \in T \) and \( s \) assigns \( A, B \) and \( C \) to numbers \( y_0, y_1 \) and \( y_2 \) respectively and \( |y_i - x_i| < \delta \) for \( i = 0, 1, 2 \), \( T \) must terminate and return a value in \( (x_0 + x_1 + x_2 - \varepsilon, x_0 + x_1 + x_2 + \varepsilon) \) (i.e. there are no infinite paths through \( T \) which start with \( s \), and if \( \sigma \) is a maximal element of \( T \) which starts with \( s \) then the last element of \( \sigma \) must be a state which assigns RESULT a value \( w \) such that \( |w - (x_0 + x_1 + x_2)| < \varepsilon \).

\[
\square
\]

The inputs and accuracy degrees of accuracy constitute the asymptotic specifications of our program. The inputs degrees will also be asymptotic axioms. This may seem peculiar, but it just reflects the fact that the ability to approximate fixed inputs more and more closely on bigger and bigger machines is both necessary to asymptotically compute 3-ary addition, and something we can assume is true.

What kind of asymptotic axioms can we assume about the machine's 2-ary addition? We want to assume conditions like the accuracy requirements above, only on 2-ary addition in the middle of the program's execution.

**Definition 2.1.3:** for any \( x_0, x_1 \in \mathbb{R} \) and \( \varepsilon, \delta > 0 \), we define the degree of accuracy \( \text{prima}(x_0, x_1, \varepsilon, \delta) \) to be the set of all event systems \( T \) such that if \( \forall y_0, y_1 \) such that \( |y_i - x_i| \leq \varepsilon \text{ for } i = 0, 1, \left| (y_0 + y_1) - (x_0 + x_1) \right| < \delta \).

1. if \( \sigma \cdot (c, c') \in T \) and \( c \) is a state in which control is at statement 10 and \( A \) is assigned a value in \( (x_0 - \varepsilon, x_0 + \varepsilon) \) and \( B \) is assigned a value in \( (x_1 - \delta, x_1 + \delta) \), then \( c' \) is a state in which RESULT is assigned a number in \( (x_0 + x_1 - \varepsilon, x_0 + x_1 + \varepsilon) \).

2. if \( \sigma \cdot (c, c') \in T \) and \( c \) is a state in which control is at statement 20 and \( \sigma \) is assigned a value in \( (x_0 - \varepsilon, x_0 + \varepsilon) \) and \( C \) is assigned a
value in \((x_1 - \delta, x_1 + \delta)\), then \(c'\) is a state in which RESULT is assigned a number in \([x_0 + x_1 - \varepsilon, x_0 + x_1 + \varepsilon]\).

\[\Box\]

There is a condition that must hold of the asymptotic axioms in order for them to make sense, namely, for any finite set \(B\) of asymptotic axioms there must exist an event system satisfying the absolute axioms which satisfies every \(\beta \in B\). If this is not true, then our asymptotic axioms are too strong. When a set of conditions has the property that any finite collection can be satisfied, we will say that the set of conditions is \textit{finitely satisfiable}.

**Proposition 2.1.1:** The collection of absolute and asymptotic axioms for the program is finitely satisfiable.

**Proof:** We will show that any degree of accuracy is met by a finite machine which uses binary floating point arithmetic with \(n\) bits in the mantissa and \(n\) bits in the exponent if \(n\) is sufficiently large. Since such machines meet all the absolute axioms, this will establish the proposition.

Suppose the degree in question is inputs\((x_0, x_1, x_2, \varepsilon)\). \(2^n\) will be machine-representable. If we take \(n\) large enough that \(2^n\) is bigger than the absolute values of all the \(x_i \pm \delta\)'s, and big enough that the minimum spacing between numbers whose absolute values are \(< 2^n\) is \(< \delta\), then there will necessarily be a machine-representable real in every \((x_i - \delta, x_i + \delta)\) interval because there will be machine-representable numbers both above and below the interval, and the spacing between machine representable numbers is too small for the interval to be between 2 adjacent machine representable numbers.

Suppose the degree in question is primacc\((x_0, x_1, \varepsilon)\). The degree is satisfied vacuously unless \(2^n < \varepsilon\); suppose this is the case. If we let \(n\) be sufficiently large that the minimum spacing between machine representable numbers in the interval \(I = (x_0 + x_1 \ldots, x_n + x_1 + \varepsilon)\) is less than \(\varepsilon - 2^n\), and \(|y_i - x_i| < \varepsilon\), then \(y_0 + y_1\) will be in the interval \(I\), so the machine computation of the sum will be off by less than \(\varepsilon - 2^n\). Thus, the difference between the machine sum and the actual sum can be at most the sum of the differences between the \(y_i\)'s and the \(x_i\)'s (\(\delta\) each) and the maximum machine error, \(\varepsilon - 2^n\). In other words, the maximum error is \(\varepsilon\), as desired.
Now we are ready to state formally what we wish to mean by asymptotic correctness of the program. We say the program is asymptotically correct iff for every finite set $A$ of asymptotic specifications, there exists a finite set $B$ of asymptotic axioms such that if $T$ is an event system which satisfies the absolute axioms and is in every $\beta \in B$, then $T$ is in every $\alpha \in A$.

**Proposition 2.1.2:** The program is asymptotically correct.

**Proof:** We need only show that for any degree accuracy$(x_0, x_1, x_2, x, \delta)$, there is a finite set of **primacc** degrees such that if we assume the program satisfies the finite set of **primacc** degrees then we can prove it satisfies the accuracy degree. There is a finite set of **primacc** degrees which ensure that the errors in statements 10 and 20 is less than $(\varepsilon - 3\delta)/2$. The difference between the actual sum $x_0 + x_1 + x_2$ and the final value of RESULT is at most the sum of the differences between the $y_i$'s and the $x_i$'s ($\varepsilon$ each) and the sum of the the two computation errors $((\varepsilon - 3\delta)/2$ each). This adds up to at most $\varepsilon$, as desired.

---

### 2.2 Generalized Asymptotic Computation

In this section we generalize the example given in the last section to a general model of asymptotic computation.

#### 2.2.1 Programs

We will first generalize the notion of a program. We define a language of flow chart programs called SRNL for Simple Real Number Language. Before we describe SRNL, we will make the following comment: it's been our experience that in order to write asymptotically correct programs to do nontrivial tasks, it is necessary that we be able to detect exceptional
conditions such as overflow and specify what the program does when such exceptional conditions occur. We have accommodated this necessity in SRNL by incorporating exception-handling. This is discussed further below.

A program consists of:

1. a finite collection of variables
2. an assignment of types to the variables
3. a flow chart

We allow variables of types integer (including both positive and negative integers) and real.

A flow chart, as we define it, is a certain kind of directed graph, with the nodes corresponding to points of control within the program and the arrows corresponding to possible flows of control. We will first describe what we mean by a flow chart informally (although the only thing that will be informal about the definition is that it will be in English rather than first-order logic), and then give a formal definition. A flow chart is a finite directed graph in which some of the nodes and arrows may be labeled. Each node is assigned to exactly one of the following categories:

- start nodes (these are the nodes where control can be when the program starts executing)
- halt nodes (these nodes correspond to normal program termination)
- assignment nodes (these are the nodes where variables are assigned new values)
- test nodes (these are the nodes where control branches according to some condition)
Some categories may have no nodes in them, but there must be at least one start node.

Arrows can be unlabeled, or they can be labeled with one of the following labels: “true”, “false” or “exception”. (Unlabeled arrows correspond to unconditional control flows; arrows labeled with “true” or “false” correspond to conditional control flows; arrows labeled with “exception” correspond to control flows associated with exception handling.)

Start nodes are unlabeled. They may have only unlabeled arrows coming from them, and each start node must have at least one arrow coming from it. Start nodes can have no arrows going to them.

Halt nodes are unlabeled. They may not have any arrows coming from them.

Each assignment node is labeled with an assignment statement. An assignment statement is a statement of the form

\[ v := t \]

where \( v \) is a variable of the program and \( t \) is a term whose output type is the same as the type of \( v \). A term is just a program variable, a constant symbol or a function symbol applied to a collection of program variables. We will list the constant and function symbols and their types below. An assignment node must have at least one unlabeled arrow coming from it, and every arrow coming from an assignment node must either be an unlabeled arrow or must be labeled with “exception”.

Each test node is labeled with a boolean expression. We will define the boolean expressions below. A test node must have at least one arrow labeled “true” and one arrow labeled “false” coming from it, and every arrow coming from a test node must be labeled.

Terms are built up from program variables and constant symbols by applying function symbols. The constant and function symbols (listed by type signature) that we will be using are:
1. constant symbols of type integer: 0\(_Z\) and 1\(_Z\)

2. constant symbols of type real: 0\(_R\) and 1\(_R\)

3. binary function symbols which take integers and return integers: +\(_Z\), -\(_Z\), *\(_Z\)

4. binary function symbols which take integers and return integer: +\(_R\), -\(_R\), *\(_R\), /

Note: in actual examples, we will “cheat” in a couple of ways to make our programs more readable. For example, technically, we need subscripts on symbols like “1” and “+” to distinguish between integer constants and functions and real constants and functions which are usually denoted by the same symbol. In our examples, we will drop the subscripts, and it will always be clear from context whether we mean the integer symbols or the real ones. Also, we will use other symbols besides those above, e.g. other numerals, like “2”, and the unary - function. These symbols should be regarded as abbreviations for terms written using only the symbols above, so “2” is an abbreviation for “1+1” and “-x” is an abbreviation for “0-x”. Finally, we will use more complex terms in our assignment statements than just the simple terms allowed by SRNL. These terms are abbreviations for pieces of code which evaluate the complex expression one subterm at a time, storing the intermediate results in temporary variables. The restriction to simple terms will eventually be removed from SRNL, but for the time being we have placed this limitation on the programs to make the semantics easier to state. The principal difficulty in stating semantics for complex terms is that an exception may occur in the middle of evaluating a term, which can’t happen with the simple terms we’re restricting ourselves to at the moment.

Boolean expressions are built up from atomic boolean expressions by applying boolean connections. We allow all the usual boolean connectives (e.g. \(\land\), \(\lor\), \(-\), \(\rightarrow\)). Atomic boolean expressions are of the form

\[ P(v_0, \ldots, v_{n-1}) \]
where $P$ is a predicate symbol and $v_0, \ldots, v_{n-1}$ are program variables whose types match the input type signature of $P$. The predicate symbols we will use, listed by type signature, are:

1. binary predicate symbols which take integer arguments: $\leq, <, =$
2. binary predicate symbols which take real arguments: $\in\mathbb{R}$, $\cdot\mathbb{R}$

Again, in actual examples we will drop the subscripts, and will use abbreviations like "$x \leq y"$ for "$x < y \lor (x = y)$".

We will now give the formal definition of a flow chart. A flow chart is an 12 tuple $(N, \text{START}, \text{HALT}, \text{ASSIGN}, \text{TEST}, U, A, T, F, E, A, L, L')$ such that:

1. $N$ is a nonempty set of nodes.
2. $\text{START}$, $\text{HALT}$, $\text{ASSIGN}$ and $\text{TEST}$ are disjoint subsets of $N$ whose union is all of $N$. $\text{START}$ is nonempty.
3. $U$, $A$, $T$, $F$ and $E$ are binary relations on $N$ ($U$ is the unlabeled arrow relation, $T$ is the "true" arrow relation, $F$ is the "false" arrow relation and $E$ is the "exception" arrow relation).
4. $L$ is a function from $\text{ASSIGN} \cup \text{TEST}$ into the set consisting of the assignment statements and boolean expressions of the program (the initial function: $L(\text{ASSIGN})$, $L(\text{TEST})$, $L(a)$ is a boolean expression.
5. $\forall a \in A$, if $U(a, b)$ or $T(a, b)$ or $F(a, b)$ or $E(a, b)$, then $a \in \text{START}$ and $b \notin \text{START}$.
6. $\exists a \in N$, if $U(a, b)$, then $a \notin \text{TEST}$.
7. $\exists a \in N$, if $T(a, b)$ or $F(a, b)$, then $a \notin \text{TEST}$.
8. $\exists a \in N$, if $E(a, b)$, then $a \notin \text{START}$.
9. $\forall a \in \text{START}$, if $a \in N$ such that $U(a, b)$.
10. $\forall a \in \text{TEST}$, if $a \in N$ such that $T(a, b)$ and $F(a, b)$. 


2.2.2 Semantics

We want to give a semantics to the programs defined in the previous subsection by associating each program with a class of event systems. The various event systems in the class correspond to implementations of the program on machines of various sizes. We will now fix a program \( P \) and describe the set of event systems associated with it. The members of this class will be referred to as the *models* of the program. We will denote the set of nodes, categories of nodes, arrow relations and label function using the same notation as in the previous subsection.

First, we need to say what a *state* of \( P \) is; a state consists of:

1. a point on the flow chart (this represents the place where control actually is)
2. an assignment of some subset of the variables to elements of their associated type

Formally, then, a state is a pair \((o, V)\) where \( o \) is a node and \( V \) is a function from some subset of the program variables into the disjoint union of \( \mathbb{Z} \) and \( \mathbb{R} \) which takes integer variables to integers and real variables to real numbers.

If \( s \) is a state and \( r \) a variable which is assigned a value by \( s \), we will denote the value assigned to \( r \) by \( s \) by \( s(r) \). If \( t \) is a term all of whose variables are assigned a value by \( s \), we denote the ideal value of the term under this assignment by \( s(t) \).

A model is an event system over the set of states described above which meets certain conditions. As in the previous section, these conditions will be referred to as the *absolute axioms* of \( P \). We will first discuss certain considerations which influenced the conditions we impose, then we will state the conditions informally, and then give their formal equivalents.

In formulating the conditions for an event system being a model of \( P \), the following considerations were taken into account:
1. Nothing was assumed about the accuracy of real-valued functions. This was because the conditions we give below are intended to define what we felt we could assume about $P$ running on any machine, whether large or small. Almost any assumption about accuracy of real-valued functions would be invalid on a sufficiently small machine.

2. Integer-valued functions, by contrast, were assumed to be perfectly accurate when they did not cause an exception to be raised. We felt this was a reasonable assumption on both large and small machines.

3. We did not assume that there were any circumstances in which the evaluation of a real- or integer-valued function would not raise an exception. In other words, we allow "maximum flakiness" from the real- and integer-valued functions. This was, again, because just about any assumption about functions not raising exceptions would be invalid on a sufficiently small machine.

4. Comparisons of numbers (i.e. for equality or $<$) were assumed to be accurate, and furthermore were assumed not to raise exceptions.

5. Assignments of the form $v := w$ where $w$ is a program variable were assumed to be perfectly accurate. In other words, it was assumed that error only arises from evaluating arithmetic functions, and not from copying values of variables into other variables.

6. Other things assumed to be carried out accurately were evaluation of boolean connectives, detection of undefined variables, flow of control, and holding constant the values of variables not assigned to.

The informal statements of the conditions are as follows:

1. Initially, control is always at some start node in the flow chart.

2. If control is at a start node $\alpha$, control flows along some arrow from $\alpha$, and the values of the variables do not change.

3. Exceptions can only occur at assignment nodes and test nodes.
4. An exception will occur at an assignment or test node if the node's label contains a variable which is not defined.

5. An exception will not occur at an assignment node if the node's label is \( v := w \) and \( w \) is a program variable which is defined.

6. An exception will not occur at a test node if all variables in the node's boolean expression are defined.

7. If control is at a node \( a \) and an exception occurs, and there are no exception arrows coming from \( a \), then \( P \) terminates abnormally.

8. If control is at a node \( a \), and an exception occurs, and there are exception arrows coming from \( a \), then control flows along one of the exception arrows, and the assignment of variables is unchanged.

9. If control is at an assignment node \( a \) labeled with assignment statement \( v := t \) and no exception occurs, control flows along one of the unlabeled arrows from \( a \), \( v \) is assigned a value, and the values of variables other than \( v \) do not change. In addition, if \( t \) is an integer term and no exception occurs, \( v \) is assigned the value \( s(t) \). If \( t \) is a program variable then \( v \) is assigned the value \( s(t) \).

10. If control is at a test node and no exception occurs, control flows along an arrow labeled "true" if \( a \)'s boolean expression is true, and along an arrow labeled "false" if \( a \)'s boolean expression is false.

11. If control is at a halt node, no further state transitions can occur. If control is not at a halt node and \( P \) has not terminated abnormally, then further state transitions must occur.

We now state the formalization of the conditions for an event system \( T \) to be a model of \( P \):

1. \( \forall \sigma \in T \). ! does not occur twice consecutively in \( \sigma \).

2. \( \forall e, \text{ if } (e) \in T \text{ then } e = (a, V) \) for some \( a \in \text{START} \).
3. \( \forall \sigma. \alpha \in \mathcal{N} \) and \( V \) an assignment of program variables, if \( \sigma^+(\langle \alpha, V \rangle, !) \in T \) then all of the following are true:

(a) \( \alpha \in \text{ASSIGN} \cup \text{TEST} \)

(b) It is not the case that \( \alpha \in \text{ASSIGN} \), \( L(\alpha) = "v := w" \) where \( w \) is a program variable, and \( V \) assigns a value to \( w \).

(c) It is not the case that \( \alpha \in \text{TEST} \), and \( V \) assigns a value to every variable in \( L(\alpha) \).

4. \( \forall \sigma. \alpha, \beta \in \mathcal{N} \) and \( V, V' \) assignments of program variables, if

\[ \sigma^+(\langle \alpha, V \rangle, !, \langle \beta, V' \rangle) \in T \]

then \( EA(\alpha, \beta) \) and \( V' = V \).

5. \( \forall \sigma. \alpha, \beta \in \mathcal{N} \) and \( V, V' \) assignments of program variables, if

\[ \sigma^+(\langle \alpha, V \rangle, \langle \beta, V' \rangle) \in T \]

then all of the following are true:

(a) If \( \alpha \in \text{START} \) then \( UA(\alpha, \beta) \) and \( V' = V \).

(b) If \( \alpha \in \text{ASSIGN} \) and \( L(\alpha) = "v := t" \) then:
   i. \( V \) assigns a value to all variables occurring in \( t \).
   ii. \( UA(\alpha, \beta), V'(v), \) and \( \forall \) program variables \( v' \neq v \). \( V'(v) \cong V'(v') \).
   iii. If \( t \) is an integer term, \( V'(v) \cong V(t) \).
   iv. If \( t \) is a program variable, \( V'(v) \cong V(t) \).

(c) If \( \alpha \in \text{TEST} \) then:
   i. \( V \) assigns a value to all variables occurring in \( L(\alpha) \).
   ii. \( V' = V \)
   iii. \( TA(\alpha, \beta) \) if \( L(\alpha) \) is true and \( EA(\alpha, \beta) \) if \( L(\alpha) \) is false.

6. \( \forall \sigma \in T \), if the last element of \( \sigma \) is \( \langle \alpha, V \rangle \) then \( \sigma \) is maximal in \( T \) if \( \alpha \in \text{HALT} \).
7. \( \forall \sigma \in T, \text{ if } \sigma \text{ is maximal and the last element of } \sigma \text{ is } 1, \text{ then } \exists \alpha \in N \) and \( V \) an assignment of program variables such that \((\alpha, V)\) is the next-to-last entry of \( \sigma \) and \( \beta \in N \) such that \( \text{EA}(\alpha, \beta) \).

8. The set of all events which appear in some \( \sigma \in T \) is finite.

### 2.2.3 Asymptotic Specifications

In this subsection we generalize the notion of asymptotic specifications from the previous section. As in the previous section, the asymptotic specifications will be a set of degrees of accuracy, but we’re going to want to be able to specify something slightly more general about our program \( P \) than simply that it asymptotically compute a function. In general, we’re going to want to specify that a certain relation hold between the assignment of the variables when \( P \) starts and when it ends. We call such a relation a **specification relation** for \( P \).

If \( R \) is the binary relation we would like to have hold between the variable assignments at start and termination, we’d like to require the following:

1. We can start up \( P \) with any assignment of variables.

2. If we start up \( P \) with an assignment of variables \( V \), and there exists an assignment of variables \( W \) such that \( R(V, W) \), then \( P \) eventually terminates with an assignment of variables \( W' \) (possibly \( \neq W \)) such that \( R(V, W') \).

3. If we start up \( P \) with an assignment of variables \( V \) and there is no assignment of variables \( W \) such that \( R(V, W) \), then \( P \) either doesn’t terminate, or terminates abnormally (i.e. with an exception).

Of course, as in the previous section, we can’t in general meet the above requirements on a finite machine. What we will try to verify instead is that for any degree of accuracy \( d \) of satisfying \( R \) (in the sense described above), there exists a degree of accuracy \( d' \) of computing the primitive functions.
of SRNL such that for any event system $T$ satisfying the absolute axioms and $d'$, the input/output behavior of $T$ will satisfy $d$. The remainder of this subsection is devoted to deciding what we want to mean by “degrees of accuracy of satisfying $R$", and what kinds of $R$'s we will allow ourselves to use in specifications. As before, a degree of accuracy is formally a set of event systems.

Suppose that the real variables of $P$ are $X_1, \ldots, X_n$, and the integer variables are $I_1, \ldots, I_m$. First of all, we can't start up $P$ with an arbitrary assignment of variables on a finite machine. If, however, we have a fixed assignment of variables $V$, then on a sufficiently accurate machine we want to be able to start up $P$ with a variable assignment $V'$ which is “close to" $V$. In order to make precise what we mean by “close", we need some notion of “the distance between two variable assignments”. If $V$ and $V'$ are two variable assignments, we define the distance between them (denoted by $\rho(V, V')$) as follows:

- If $V$ and $V'$ make the same variables defined and undefined, then $\rho(V, V')$ is the largest element of the set
  $$\{|V(c) - V'(c)| \mid c \text{ is a variable defined by both } V \text{ and } V'\}$$
- $\rho(V, V') = 1$ otherwise.

The first clause says that if two variable assignments assign the same set of variables then their distance apart depends on how far apart their assignments of the variables are. The second clause of the definition says essentially that variable assignments which do not assign values to the same set of variables are not “close to” each other.

If $V$ is a fixed variable assignment and $\delta > 0$, then on a sufficiently accurate machine we want to be able to start up $P$ with an assignment of variables $V'$ such that $\rho(V, V') < \delta$. For each assignment $V$ and $\delta > 0$ we can therefore define a degree of accuracy consisting of those event systems which are accurate enough to meet the above condition.
Definition 2.2.1: for any assignment of program variables \( V \) and \( \delta > 0 \) we define the degree of accuracy \( \text{startup}(V, \delta) \) to be the set of all event systems \( T \) for \( P \) such that \( \exists \) an assignment of program variables \( V' \) such that \( \rho(V', V) < \delta \).

The startup degrees are analogous to the inputs degrees of the previous section.

Again, we imagine \( P \) being used by a caller which wants to run the program with an initial assignment of variables \( V \) and have it terminate with an assignment of variables \( W' \) such that \( R(V, W') \). What can we reasonably specify about how accurately \( P \) meets \( R' \)? Our answer to this question will be complicated somewhat by the fact that there may be no \( W \) such that \( R(V, W) \). We will put off dealing with this complication until later, and for the moment we will assume that there exists \( W \) such that \( R(V, W) \). We will refer to such \( W' \)s as good variable assignments (“good” in the sense that they are the variable assignments the caller would like to get close to). We will refer to the set of \( V' \)s such that \( \exists W \) such that \( R(V, W) \) as the domain of \( R \), denoted by \( \text{dom}(R) \).

In the example, the caller had to run \( P \) on a sufficiently large machine and give the program an input sufficiently close to the desired input that it would get an output less than a certain error from the value of the \( 3 \) ary addition function. In the more general case we’re dealing with here, there may be a number of different good \( W' \)s, and the caller just wants \( P \) to terminate with some assignment of variables which is close to one of the good \( W' \)s. Suppose the caller would be satisfied if the program terminates with variable assignment \( W' \) that is within \( \varepsilon \) of some good \( W \). How good an approximation \( V' \) to \( V \) does the caller need to start up \( P \) with in order to get such a \( W' \)? We claim the caller must at least start up \( P \) with a variable assignment \( V' \) such that:

1. \( V' \in \text{dom}(R) \)
2. \( \forall U \) such that \( R(V', U) \), there exists a good \( W \) within \( \varepsilon \) of \( U \)
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Why must these conditions be met? First of all, suppose the caller started up $P$ with a $V' \notin \text{dom}(R)$. $P$ "assumes" that $V'$ is the variable assignment the caller is actually interested in. Since there is no way it can terminate with a $U$ such that $R(V', U)$, the program would be "justified" in terminating with an exception or not terminating at all. Suppose the caller started up $P$ with a $V' \in \text{dom}(R)$ but there is some $U$ such that $R(V', U)$ and there is no good $W$ within $\varepsilon$ of $U$. The program would be justified in terminating with a variable assignment very close to $U$, possibly so close that it is not within $\varepsilon$ of any good $W$. Thus, the caller must pick some $\delta > 0$ such that $\forall V''$ such that $\rho(V, V'') \leq \delta$, the above two conditions are met, and restrict itself to starting up with variable assignments $< \delta$ away from $V$. (We require that the two conditions hold for all $V'$ less than or equal to $\delta$ away from $V$ because otherwise there may exist $V'$ which is just slightly less than $\delta$ away from $V$ such that slight errors in the program's arithmetic are just enough to allow the program to terminate with a variable assignment slightly more that $\varepsilon$ away from the nearest good $W$. This situation was illustrated concretely in the Motivating Example).

What if there is no such $\delta$? Consider the following example: suppose our specification is that if we start up the program with $X_1 = x$ we want it to terminate with $I_1 = 0$ if $x < \sqrt{2}$ and with $I_1 = 1$ otherwise. In other words, we want the program to tell us if $x < \sqrt{2}$ or not. Suppose the $x$ the caller is interested in is actually $\sqrt{2}$; then the "good" $W$'s are the ones in which $I_1 = 1$. No matter how small we take $\delta$, however, there will be some $y$ within $\delta$ of $\sqrt{2}$ such that $y < \sqrt{2}$. Even if we ran $P$ on a very accurate machine, if we gave it an input $y \in (\sqrt{2} - \delta, \sqrt{2})$, the program would be justified in terminating with $I_1 = 0$. (In fact, for such a $y$, this is the right answer).

There is another way the desired $\delta$ can fail to exist. Suppose our specification is that if we start up the program with the value of $X_1 = x$ and $x$ is a real number which has only 0's after the decimal point, then we want the program to terminate with $I_1 = \text{the integer corresponding to } x$; otherwise, we want $P$ to either raise an exception or fail to terminate. In terms of binary relations on variable assignments, we want the starting and ending assignments of variables to satisfy $R$ where $R(V, W)$ iff $V(X_1)$ has only 0's after the decimal place and $W(I_1)$ is the integer corresponding to $V(X_1)$.
Suppose the \( r \) the caller is interested in is 1: then the specification says \( P \) should terminate with \( I_1 = 1 \). No matter how small we take \( \delta \), there will be some \( y \) within \( \delta \) of 1 such that \( y \) does not correspond to an integer, and so the program would be justified in terminating with an exception or not terminating.

We didn’t encounter this problem in the Motivating Example because 3-ary addition is a continuous, total function, so the \( \delta \) we need always exists. In the first example above, we are asking \( P \) to compute a discontinuous function. In the second example, we are asking \( P \) to compute a function for which there are points \( x \) in the domain such that there are points \( y \) not in the domain arbitrarily close to \( x \). In topology, a set \( O \) which has the property that if \( x \in O \) then \( \exists \delta > 0 \) such that every \( y \) within \( \delta \) of \( x \) is in \( O \) is called an open set; in the second example, we are asking \( P \) to compute a function whose domain is not open.

What all this adds up to is that we can only expect to asymptotically compute functions which have open domains and which are continuous on their domains. We must therefore restrict ourselves to specifying that \( P \) asymptotically compute a function \( F \) only if \( F \) is continuous on an open domain. We can express this in the more general setting of specification relations by restricting ourselves to relations \( R \) such that

\[
\forall V \in \text{dom}(R), \varepsilon > 0, \exists \delta > 0, \forall V'[\rho(V, V') \leq \delta \rightarrow V' \in \text{dom}(R) \land \\
\forall U'[R(V', U') \rightarrow \exists W[R(V, W) \land \rho(W, U) < \varepsilon]]
\]

Given that we restrict ourselves to such \( R \)'s, we define the following degrees of accuracy:

**Definition 2.2.2:** for any variable assignment \( V \) and \( \varepsilon, \delta > 0 \), we define the degree of accuracy \( \text{accuracy}_{\delta}(V ; \varepsilon, \delta) \) to be the set of all event systems \( T \) for \( P \) such that if \( V \in \text{dom}(R) \) and

\[
\forall V'[\rho(V, V') \leq \delta \rightarrow V' \in \text{dom}(R) \land \forall U'[R(V', U') \rightarrow \exists W[R(V, W) \land \\
\rho(W, U) < \varepsilon]]
\]
then \( \forall c \) such that \((c) \in T\) and the variable assignment associated with \(c\) is \(V'\) and \(\rho(V, V') < \delta\). if \(T\) is started up with \(c\) then it must eventually terminate normally in a state \(c'\) with associated variable assignment \(U\) such that 
\[
\exists W[R(V, W) \wedge \rho(U, W) < \varepsilon]\quad \text{(i.e. there is no infinite path through} \quad T \quad \text{which starts with} \quad c \quad \text{and any maximal} \quad \sigma \in T \quad \text{which starts with} \quad c \quad \text{ends with an} \quad c' \quad \text{meeting the above condition).}
\]

\(\Box\)

We now return to the question of what we can reasonably specify about how accurately \(P\) meets \(R\) in the case where the caller is interested in starting up \(P\) with an input \(V \notin \text{dom}(R)\). Unfortunately, we don't have a good answer to this question at this point. We'd like it to be the case that if we take a sufficiently accurate implementation and start it up with a \(V'\) sufficiently close to \(V\), that the program will terminate abnormally (i.e. with an unhandled exception) or at least go into an infinite loop. This specification is unfortunately too strict. Consider the following: suppose our specification is that if we start up \(P\) with \(X = x \neq 0\) then the program terminates with \(X_2 = 1/x\). In other words, \(P\) computes the reciprocal function. Suppose the \(x\) the caller is interested in is 0. Suppose that this expression is being evaluated on a very accurate machine which uses some sort of floating-point representation of reals such that for any \(y \neq 0\) representable in the machine, \(1/y\) is between two numbers representable in the machine. The caller could input a number very close to 0 and still not get an exception or go into an infinite loop. In fact, one can imagine arbitrarily accurate machines of this sort and inputs arbitrarily close to 0 which would not raise an exception or fail to terminate. Thus, even on a very accurate machine, the caller cannot choose a number sufficiently close to 0 that will cause the program to indicate that the expression the caller is actually trying to evaluate (i.e. \(1/0\)) is undefined.

Our "solution" to this problem at the present time is to define asymptotic computation solely in terms of what \(P\) does when started up with a variable assignment \(V'\) which is "near" a \(V \in \text{dom}(R)\). In other words, we use the degrees of accuracy defined above, which only concern accuracy of computation on \(V\)'s in \(\text{dom}(R)\). Thus, with our present definition, proving asymptotic correctness of a program does not tell us anything about what
kind of behavior we can expect if we run the program on larger and larger machines with starting variable assignments closer and closer to \( V \in \text{dom}(R) \). This is not really an acceptable solution: we are still working on the problem.

The asymptotic specifications are therefore the degrees \( \text{startup}(V, \delta) \) and \( \text{accuracy}(V, \varepsilon, \delta) \).

### 2.2.4 Asymptotic Axioms

Our asymptotic axioms will be statements of the same form as the \( \text{accuracy}_R \) degrees about the execution of the program's primitive functions. We can simplify the definition somewhat since the asymptotic axioms are just specifying that certain functions are computed accurately (rather than some more complicated specification in terms of a binary relation on variable assignments).

**Definition 2.2.3:** for any assignment node \( a \) with label \( v := F(v_1, \ldots, v_l) \) and variable assignment \( V \) and \( \varepsilon, \delta > 0 \), we define the degree of accuracy \( \text{primacc}_o(V, \varepsilon, \delta) \) to be the set of all event systems \( T \) such that if \( V \) assigns a value to \( v_1, \ldots, v_l \) and \( F(V(v_1), \ldots, V(v_l)) \) then

\[
\forall V' [\rho(V, V') \leq \delta \rightarrow F(V'(v_1), \ldots, V'(v_l)) < \varepsilon] \\
|F(V'(v_1), \ldots, V'(v_l)) - F(V(v_1), \ldots, V(v_l))| < \varepsilon]
\]

then \( \forall \sigma, \varepsilon, \varepsilon' \), if \( \sigma^-(\varepsilon, \varepsilon') \in T \) and \( \varepsilon = \langle a, V' \rangle \) and \( \rho(V, V') < \delta \) then \( \varepsilon' \neq ! \) and \( \varepsilon' \) assigns \( v \) a value \( w \) such that

\[
|w - F(V(v_1), \ldots, F(v_l))| < \varepsilon
\]

\( \square \)

The asymptotic axioms are the degrees \( \text{startup}(V, \delta) \) and \( \text{primacc}_o(V, \varepsilon, \delta) \) (as in the Motivating Example, the degrees which say we can approximate
inputs closely are both part of the specification and something we can assume).

Note that the primaccp degrees don't merely restrict how bad roundoff error, etc. can be; they also restrict the circumstances under which exceptions can occur. The absolute axioms place almost no restrictions on when exceptions can occur. In fact, an event system may raise an exception on every assignment statement and still satisfy the absolute axioms. If we require that more and more asymptotic axioms are met, however, we find that the circumstances in which an event system is allowed to raise an exception are more and more restricted.

We need to check that the asymptotic axioms are finitely satisfiable. It is easy to see that for any finite collection A of asymptotic axioms there exists an event system for P which meets the absolute axioms and every axiom in A, just by taking:

1. a sufficiently large initial segment of the integers as the machine's integer type
2. real numbers expressible in binary floating-point notation with a sufficiently large exponent and mantissa (this only one of many choices one could make) as the machine's real number type
3. integer arithmetic is exact unless it takes us outside the integer type (in which case raise an exception)
4. real arithmetic rounds to the nearest number in the real number type unless it takes us above the largest positive machine-representable number or below the largest negative machine-representable number (in which case raise an exception).

The proof of the last statement is completely analogous to the proof of finite satisfiability in the Motivating Example, so we omit it.

Having stated the asymptotic specifications and axioms, we can now make the following definition:
Definition 2.2.4: A program $P$ asymptotically satisfies a specification relation $R$ iff for every finite set $A$ of asymptotic specifications for $R$, there exists a finite set of asymptotic axioms $B$ such that for every model $T$ of $P$, if $T$ satisfies every axiom in $B$ then $T$ satisfies every specification in $A$. 

$\square$
Chapter 3

Nonstandard Formulation of the Theory

The Theory of the previous chapter was entirely formulated in the language of classical analysis. In this Chapter we give a formulation of the Theory in Nonstandard Analysis.

3.1 Nonstandard Mathematics

Nonstandard analysis is an alternate approach to doing real analysis. It uses formalizations of intuitive concepts like "infinitesimal" in place of classical methods using limits (the so called $\varepsilon - \delta$ approach).

When calculus was first developed by Newton and Leibniz, the proofs were presented in terms of "infinitesimal" quantities. For instance, the derivative of $x^2$ was computed by forming the difference quotient

$$
\frac{(x + dx)^2 - x^2}{dx}
$$

with $dx$ being an infinitesimal quantity. This simplifies by simple algebra
to \(2x + dx\). Disregarding the infinitesimal, the derivative, \(2x\), is obtained. An infinitesimal was a number which was positive, but less than any given positive number. On the face of it, this is inconsistent, since if \(dx\) is positive, it must be less than itself. Attempts to make this approach rigorous failed, and methods involving limits were developed. To compute the derivative of \(x^2\) using limits, instead of using a single infinitesimal \(dx\), one examines what happens to the quantity

\[
\frac{(x + \Delta x)^2 - x^2}{\Delta x}
\]

as smaller and smaller values of \(\Delta x\) are plugged in. One can show that the \(\Delta x\) difference quotient can be made as close as one wants to \(2x\) by constraining \(\Delta x\) to be less than a certain size.

In the 1960’s logicians developed a way to make the methods of Newton and Leibniz rigorous, and the resulting alternate approach to analysis is called Nonstandard Analysis. (We prefer the term “Nonstandard Mathematics”, since the methods used are applicable in other areas of mathematics besides analysis, and will use this term hereinafter). The essential feature of Nonstandard Analysis is the addition of “nonstandard elements” of the domain of discourse which are then used to prove results about the original, standard domain. In this way it is similar to the construction of the complex numbers from the reals. To get the complex numbers, one simply adds a new number denoted by \(i\), assumes that it obeys the axiom \(i^2 = -1\) plus the algebraic laws of the reals (e.g. commutativity of addition), and computes with it formally. The resulting extended number system, the complex numbers, can then be used to obtain easier proofs of results about the reals, like the Fundamental Theorem of Algebra.

Let’s consider what it would mean to add an infinitesimal to the standard real numbers in a purely formal way. Let \(L\) be the first-order language with the following symbols:

- For each \(n\)-ary predicate \(P\) over \(\mathbb{R}\), we have an \(n\)-ary predicate symbol \(P\) whose interpretation is \(P\).
For each n-ary function $f$ over $\mathbb{R}$, we have an n-ary predicate symbol $f$ whose interpretation is $f$.

for each real number $r$ we have a constant symbol $r$ whose interpretation is $r$.

Let $T$ be the set of all first-order statements in the language $L$ which are true. $T$ is what is called the complete theory of $\mathbb{R}$ over $L$. Intuitively, it contains all the first-order facts about $\mathbb{R}$.

Next, we add a new symbol $\varepsilon$ to our language. This is intended to be the name of the infinitesimal we’re adding. We also add to $T$ the axiom $\varepsilon > 0$. We’d like the add an axiom which says that $\varepsilon$ is less than any given positive real number. If we add the axiom $\forall x > 0, \varepsilon < x$ we get an inconsistent system, because $\varepsilon$ itself is positive. We don’t really want this axiom though; what we really want to assume is that $\varepsilon < x$ for all of the standard $x$’s, i.e. the real numbers that we started with. We can do this in a formal way by adding a separate axiom $\varepsilon < r$ for every standard positive $r$. Call the resulting system $T'$.

Lemma 3.1.1: $T'$ is consistent.

Proof: This follows essentially from the fact that first-order logic is a finitary logic, i.e. every proof is a finite derivation from a finite set of axioms. Therefore, if there’s a proof of a contradiction from a set of axioms, there must be a proof of a contradiction from some finite subset of the axioms. Suppose $T'$ were inconsistent. There must then be a certain finite set $T_0 \subseteq T$ and a finite set of positive reals $r_1, \ldots, r_n$ such that there is a proof of contradiction from the axioms of $T_0$ plus $\varepsilon > 0$ plus the axioms $\varepsilon < r_i$ for $i = 1, \ldots, n$. Since first-order logic is sound, this means that there is no model for this finite set of axioms. Suppose, however, that we interpret the symbol $\varepsilon$ to be the real number obtained by taking the smallest of the $r_i$, and dividing it by 2. This interpretation makes all the axioms of the finite subset true. Therefore, no finite subset of $T'$ is inconsistent, so $T'$ as a whole is not inconsistent.
By the completeness of first-order logic, any consistent theory has a model. Thus, there exists some model of $T'$. Call this model $M$. Since our language has a constant symbol $r$ for every $r \in \mathbb{R}$, and since every such constant symbol has an interpretation $M(r)$ in $M$, we can embed $\mathbb{R}$ into $M$ by the mapping $r \mapsto M(r)$; without loss of generality, we can identify $\mathbb{R}$ with its image in $M$ and just assume that $\mathbb{R} \subseteq M$. We know that there is at least one element of $M$ which is not in $\mathbb{R}$, namely the interpretation of $\varepsilon$. Also, since $M$ is a model of $T'$ we know that $\varepsilon$ is a positive number which is less than every positive number in $\mathbb{R}$. Thus, we have added an infinitesimal.

Also, our new number system $M$ has all the same first order properties that $\mathbb{R}$ does, because $M$ is a model of $T$, the complete first-order theory of $\mathbb{R}$. Also, every predicate and function on $\mathbb{R}$ has an extension to $M$. Such extensions of one model by another that preserve all first-order properties are called elementary extensions.

The construction of a nonstandard extension of the reals is actually slightly more complicated. The thing that made the above construction work is that we had an infinite collection of “requirements” on $\varepsilon$ that were finitely satisfiable in the original, standard reals. In other words, we wanted $\varepsilon$ less than every standard positive real number, and for any finite set of positive real numbers there is a standard real that is less than everything in the finite set. This finite satisfiability allowed us to show that any finite subset of the theory $T'$ had a model, and therefore consistent, and so $T'$ was consistent. In fact, we could do the above construction for any collection of requirements which was finitely satisfiable. If the requirements cannot all be satisfied in the standard reals, as was the case in the above construction, the $M$ we get is a proper elementary extension of $\mathbb{R}$ in which the collection of requirements is satisfiable by a single, nonstandard number.

In the actual construction of a nonstandard extension of $\mathbb{R}$, we do the above construction for all finitely satisfiable collections of requirements at once. Before giving the construction, we say precisely what we mean by a finitely satisfiable collection of requirements.

Definition 3.1.1: If $x_1, \ldots, x_n$ are variables in the language of $L$, a collection of requirements over $x_1, \ldots, x_n$ is a set $F$ of formulas in the language $L$ such that for every $\phi \in F$, the free variables of $\phi$ are among $x_1, \ldots, x_n$. $F$
is finitely satisfiable iff for every finite set

\[ \{ \varphi_1(x_1, \ldots, x_n), \ldots, \varphi_m(x_1, \ldots, x_n) \} \]

of formulas of \( F \), there exists \( r_1, \ldots, r_n \in R \) such that for \( i = 1, \ldots, m \),
\( \varphi_i(r_1, \ldots, r_n) \) is true.

Let \( L \) and \( T \) be as before. For every finitely satisfiable collection of requirements \( F \) on variables \( x_1, \ldots, x_n \), we add distinct constant symbols \( c_{F,1}, \ldots, c_{F,n} \) to the language. We then add to \( T \) the axioms \( \phi(c_{F,1}, \ldots, c_{F,n}) \) for every \( \phi \in F \). Call the resulting theory \( T' \). Every finite set \( T_0 \subseteq T' \) involves at most finitely many \( F \)'s, and for each such \( F \), there are only finitely many \( \phi \)'s from \( F \) in the subset. By the finite satisfiability of the \( F \)'s, we can interpret all the new constants in \( T_0 \) in \( R \) so as to make all the axioms of \( T_0 \) true. Thus, \( T' \) is consistent, and so has a model \( M \). As before, \( R \) can be considered to be a subset of \( M \). \( M \) is an elementary extension of \( R \), and every collection of requirements which is finitely satisfiable in \( R \) is actually satisfiable in \( M \) (i.e. there exist elements of \( M \) making all the formulas in the collection true).

We can apply this construction to other sets besides \( R \). In fact, we can apply it to any set.

### 3.2 Axiomatizing Nonstandard Mathematics

Nonstandard methods can be applied by reasoning about nonstandard models. It is desirable, however, to have an axiomatic system for nonstandard mathematics. Such a system is developed in [2]. We have been using the system in [2] as the basis for our verifications. We now describe it.

Zermelo-Fraenkel set theory with the axiom of choice (usually abbreviated
ZFC) is an axiomatic system in which all standard mathematics can be done. The language of ZFC has only two symbols: a binary predicate symbol for equality and a binary predicate symbol $\epsilon$ for set membership (i.e. $x \in y$ means “$x$ is an element of $y$”). We can therefore think of a model of ZFC as a “universe” for standard mathematics. A nonstandard extension of such a model should then be a “universe” for nonstandard mathematics. In [2], an axiom system for these nonstandard universes called IST is formulated. IST is obtained as follows: starting with a given model $M$ of ZFC, one constructs a nonstandard extension of $M'$. In $M'$, there is an interpretation of $\epsilon$ which satisfies all of the axioms of ZFC. We then add a unary predicate “st” to the language, and interpret it in $M'$ as the set of all elements in $M$. Finally, we examine what useful axioms in the language of $=, \in$ and st hold in an arbitrary such $M'$. IST consists of all the axioms of ZFC plus the additional axioms covering nonstandard mathematics. These additional axioms are presented in 3 schemas. They are:

1. $\forall x_1, \ldots, x_n [\phi \leftrightarrow \phi'']$ 
   
   where $\phi$ is an arbitrary formula with no occurrences of the predicate st, $x_1, \ldots, x_n$ includes all the free variables of $\phi$, and $\phi''$ means $\phi$ with every quantifier $\forall y$ replaced by $\forall^ny$ and every quantifier $\exists y$ replaced by $\exists^ny$. What this schema is expressing axiomatically is the fact that $M'$ is an elementary extension of $M$. It says that if we have any formula in the language of standard mathematics containing standard parameters, then it holds in the nonstandard universe (i.e. $\phi$ holds) iff it holds in the standard universe (i.e. $\phi''$ holds). This schema is called the transfer principle. (Formulas which contain no occurrences of the st predicate are called internal formulas).

2. $\forall x_1, \ldots, x_n [\phi \leftrightarrow \phi'']$ 
   
   where $\phi$ is an internal formula in which $z$ does not occur free. What this schema is expressing is the fact that every finitely satisfiable collection of requirements from the standard universe on a single variable
3.

\[ \forall^s x, \exists^s y, \forall^s z. \exists z \in \mathbb{R} \mid z \in x \land \phi(z) \]

where \( \phi \) is any formula in which \( y \) does not occur free (but \( x \) can occur in \( \phi \)). This axiom essentially expresses the fact that any collection of standard elements that we can define (even using nonstandard methods) has a standard "extension" in the nonstandard universe. This schema is called the principle of standardization.

In [2] an important theorem is proved, namely that IST is conservative over ZFC. What this means is that any statement in the language of ZFC (i.e. no occurrences of "\( \text{st} \)" which we can prove in IST can be proved from ZFC alone. This tells us that the use of nonstandard methods doesn't change the underlying standard universe. Since the standard world is what we're really interested in, this result is essential.

3.3 Nonstandard Formulation of the Theory

One of the most attractive features of nonstandard mathematics is that definitions become simpler and more intuitive. For example, the classical definition of a sequence of reals \( \{x_i \mid i = 0, 1, \ldots \} \) converging to a real number \( x \) is: \( \forall \varepsilon > 0, \exists N \) such that \( \forall i > N, |x_i - x| < \varepsilon \). In other words, we can make the difference between \( x \) and the terms of the sequence as small as possible by looking sufficiently far out in the sequence. The nonstandard
definition of convergence is that \( \forall \text{ infinite } i, |x_i - x| \) is infinitesimal. (We can take "infinite" to mean "1/i is infinitesimal"). The nonstandard definition has many fewer quantifiers than the standard definition. Also, it is more intuitive \((x_i \text{ for "large" } i \text{ are "close to" } x)\). In fact, this is the major reason for formulating our Theory in terms of nonstandard mathematics: all the definitions become simpler when formulated in nonstandard terms.

In this section we give nonstandard equivalents of asymptotic satisfaction for standard programs \( P \) and standard specifications \( R \). The nonstandard versions are actually logically equivalent to the standard ones in IST. Because IST is conservative over ZFC, any statement in the language of ordinary mathematics (e.g. statements about error magnitudes) which we prove using nonstandard methods and the nonstandard definition of asymptotic satisfaction will be provable using standard methods and the standard definition. In general, however, the nonstandard proofs are much more intuitive and much easier to construct and read.

For the remainder of the discussion we fix a standard program \( P \) and a standard specification \( R \) for \( P \).

**Definition 3.3.1:** If \( T \) is a model for \( P \), \( T \) is hyperaccurate iff \( T \) satisfies all standard asymptotic axioms, i.e. iff \( \forall^{\text{std}} V, \epsilon, \delta. \alpha[T \epsilon \text{ startup}(V, \delta) \land T \epsilon \text{ primacc}_{\alpha}(V, \epsilon, \delta)] \)

**Definition 3.3.2:** If \( T \) is a model for \( P \), \( T \) hypersatisfies \( R \) iff \( T \) satisfies all standard asymptotic specifications for \( R \), i.e. iff \( \forall^{\text{std}} V, \epsilon, \delta[T \epsilon \text{ startup}(V, \delta) \land T \epsilon \text{ accuracy}(V, \epsilon, \delta)] \).

In IST we have the following equivalence: \( P \) asymptotically satisfies \( R \) iff every hyperaccurate model of \( P \) hypersatisfies \( R \).

We will next obtain more useful characterizations of a model being hyperaccurate and a model hypersatisfying a specification.
Definition 3.3.3: If \( x, y \in \mathbb{R} \), \( x \approx y \) (read "\( x \) is infinitely close to \( y \))" iff \( |x - y| \) is infinitesimal. If \( V, V' \) are variable assignments, \( V \approx V' \) iff \( p(V, V') \) is infinitesimal.

\( V \approx V' \) iff \( V \) and \( V' \) make the same variables defined and undefined, and assign the same values to the integer variables, and for all real variables \( X \), \( V(X) \approx V'(X) \).

In IST we have the following equivalence: a model \( T \) of \( P \) satisfies all standard startup axioms iff \( \forall^\bullet V. \exists \alpha. V'[\langle \alpha, V' \rangle] \in T \land V' \approx V \). In particular, if \( T \) is hyperaccurate then any standard \( V \) can be approximated infinitely closely by a \( V' \) that \( T \) can start up with.

In IST we have the following equivalence: a model \( T \) of \( P \) satisfies all standard accuracy \( \mathcal{R} \) axioms iff \( \forall^\bullet V \in \text{dom}(\mathcal{R}). \alpha, V', \text{if } \langle \alpha, V' \rangle \in T \) and \( V' \approx V \) then:

1. There are no infinite paths through \( T \) whose first element is \( \langle \alpha, V' \rangle \).
2. For every \( \sigma \) maximal in \( T \), if \( \sigma \)'s first element is \( \langle \alpha, V' \rangle \) then the last element of \( \sigma \) is \( \langle \beta, U \rangle \) and \( \exists W[R(V, W) \land W \approx U] \).

In particular, if \( T \) hypersatisfies \( \mathcal{R} \) then if we start up \( T \) with an infinitely close approximation to \( V \in \text{dom}(\mathcal{R}) \), \( T \) will eventually terminate with a variable assignment which is infinitely close to some assignment \( W \) such that \( R(V, W) \).

Definition 3.3.4: A real number \( x \) is finite iff there exists a standard \( y \) such that \( |x| < y \). An integer is finite iff the corresponding real is finite. A variable assignment \( V \) is finite iff every variable \( V \) assigns is assigned a finite value (whether integer or real); equivalently, iff \( \exists^\bullet V' \) such that \( V \approx V' \).

In IST we have the following equivalence: if \( \alpha \) is an assignment node with
label \( v := F(v_1, \ldots, v_l) \) and \( F \neq "/" \), then a model \( T \) of \( P \) satisfies all primacc axioms iff \( \forall \sigma, e, e', \) if:

- \( \sigma^*(e, e') \in T \)
- \( e = (\alpha, V) \)
- \( V \) is finite
- \( V \) assigns values to \( v_1, \ldots, v_l \) and \( F(V(v_1), \ldots, V(v_l)) \)

then \( e' \neq ! \) and \( e' \) assigns \( v \) a value \( w \) such that \( w \approx F(V(v_1), \ldots, V(v_l)) \).

For division, we have the following equivalence: If \( \alpha \) is an assignment node with label \( a := b/c \) then a model \( T \) of \( P \) satisfies all standard primacc axioms iff \( \forall \sigma, e, e', \) if:

- \( \sigma^*(e, e') \in T \)
- \( e = (\alpha, V) \)
- \( V \) is finite
- \( V \) assigns values to \( b \) and \( c \) and \( V(c) \) is not infinitesimal

then \( e' \neq ! \) and \( e' \) assigns \( a \) a value \( w \) such that \( w \approx V(b)/V(c) \).

In particular, if \( T \) is hyperaccurate then computations of operations other than division on finite inputs introduce only infinitesimal error, and computations of division on finite inputs only introduce infinitesimal error when not dividing by an infinitesimal.

By the above facts, if we want to prove that a standard program asymptotically satisfies a standard relation \( R \), it is sufficient to let \( T \) be an arbitrary hyperaccurate model, and prove that it hypersatisfies \( R \).
Chapter 4

A Sample Verification

In this chapter we apply the Theory to verify (informally) the asymptotic correctness of a program $P$ to find roots of a standard continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$. We will freely use elementary facts from nonstandard analysis without proving them; the details can be found in, e.g. [1]. In particular, we will need to use the nonstandard definition of continuity of $f$ in the verification. In nonstandard analysis, a standard function is continuous if, for every standard $x$, if $y \approx x$ then $f(y) \approx f(x)$.

The flow chart for the program is pictured on the next page. It has 3 real-valued variables, $A$, $B$, $X$ and $Y$. What we will verify about the program is that it asymptotically satisfies the following condition: if it is started up with $A$ and $B$ defined and $A < B$ and $f(A) < 0 < f(B)$ then it will eventually terminate with $X$ defined and $f(X) = 0$. We know from the Intermediate Value Theorem of real analysis that such a root must exist.

Let's recall what it means for a program to meet such a specification asymptotically. It means that if we have fixed numbers $x$ and $y$, and $x < y$ and $f(x) < 0 < f(y)$, and $\varepsilon > 0$, then on a sufficiently large machine, if we run the program with $A$ and $B$ sufficiently close to $x$ and $y$, then the program will terminate with a value for $X$ that is within $\varepsilon$ of a root of $f$. We will have verified this statement if, assuming the program is started up with $A$ and $B$ infinitely close to standard $x$ and $y$ such that $x < y$ and
START

\[ X = (A + B) / 2 \]

\[ A < X < B \]

\[ Y = F(X) \]

\[ Y = 0 \]

\[ B := X \]

\[ Y < 0 \]

\[ A := X \]

HALT
\( f(x) < 0 < f(y) \), and assuming that the program's arithmetic operations only introduce infinitesimal error on finite values, we can prove that the program terminates with \( X \) defined and infinitely close to a standard root \( z \) of \( f \). (We must also assume that \( f \) is computed with only infinitesimal error on finite elements. This would presumably be done by some other program which \( P \) would call which had been verified to compute \( f \) asymptotically. We will assume for simplicity that there is some function \( f_m \) such that the machine computed value of \( f(x) \) is \( f_m(x) \). In general, of course, \( P \) need not compute the same value for \( f(x) \) twice in a row. The program can be verified without this assumption, but the proof in that case involves details which would be counterproductive here).

The program attempts to find a root by the method of bisection. It executes a loop in which, in each pass through, it does the following: it first takes the midpoint of its current 2 endpoints, and computes the value of \( f \) there. If it is 0, the program halts. If it is negative, the midpoint becomes the "new" lower endpoint, and the loop continues. If it is positive, the midpoint becomes the "new" upper endpoint, and the loop continues.

How do we make sure that the program terminates? If it were running on a machine with ideal arithmetic, it would be entirely possible that the program would never actually find a root, but would just get values of \( A \) and \( B \) that were closer and closer to a root. We know this can't happen on a finite machine, however, because to do so would require that \( A \) and \( B \) pass through an infinite number of distinct real values in the course of running the program. What would happen on a finite machine. On a very accurate but finite machine, execution would look very much like execution on an ideal machine for a while. As the values of \( A \) and \( B \) got very close to each other, however, there would come a point where the distance between \( A \) and \( B \) was less than the roundoff error in computing the midpoint of the two. This would result in the program computing a value for the midpoint which would round to one of the endpoints, or possibly even to a number outside the endpoints. Since boolean tests are exact, we can detect this condition. \( P \) check after each computation of the midpoint to see if the computed value is between the endpoints; if it is not, the program terminate.

The argument we have just given proves that the program always terminates
normally if there are no unhandled exceptions. Notice that there are no “exception” arrows in our flow chart, so we had better be able to prove that no unhandled exceptions occur. It's easy to show that there are no exception due to referencing undefined variables, since we assume that A and B are defined initially and every other variable is assigned to before the first time it is referenced. The only other kinds of exception that can occur are exceptions due to attempting to evaluate an expression on arguments that are not finite, and attempting to divide by an infinitesimal. The latter kind can't happen because the only division in the program is division by 2, which is not infinitesimal. To show that the former sort can't happen it would suffice to show that whenever control reaches an assignment statement, the values of A, B and X are finite (when defined), since these are the only variables which appear on the right hand side of an assignment statement. We will argue something stronger, namely that whenever control reaches an assignment statement, the values of A, B and X (when defined) are all between the initial two values of A and B. Call these initial values a and b respectively. We prove this statement by induction on the number of steps the program has executed. Suppose that there is some integer n such that after n steps, control comes to an assignment statement and one of A, B or X is defined and not between a and b. Choose n as small as possible. We consider each assignment statement separately, and show for each one that control cannot be at the statement at time n.

X := (A + B)/2. The first time control reaches this statement X is undefined and A = a and B = b. Thus, n cannot correspond to the first time control reaches this point. Any other time control reaches this point, it must have been at B := X or A := X after n - 1 steps. By minimality of n, A, B and X must all have been between a and b at step n - 1, and since at step n - 1 we are only assigning one variable the value of another, the values of the three variables must be between a and b after executing step n - 1 and so also before executing step n.

Y := f(X). If control is at this statement at time n then it was at X := (A + B)/2 at time n - 2. By minimality of n, this means that A and B must have been between a and b before executing step n - 2, and therefore after, since step n - 2 only assigns to X. At step n - 1 control must have been at the test statement A < X < B. If control passed to Y := f(X) rather
than HALT, it must be that the value of \( X \) at time \( n - 1 \) was between the values of \( A \) and \( B \), and therefore between \( a \) and \( b \). Test do not affect the values of variables, so all three variables would have to have been between \( a \) and \( b \) at time \( n \).

\[ A := X. \] If control is at this statement at time \( n \) then it must have been at statement \( Y := f(X) \) at time \( n - 3 \). By minimality of \( n \), the values of \( A \), \( B \) and \( X \) must have been between \( a \) and \( b \) at time \( n - 3 \), and none of the statements executed at times \( n - 3, n - 2 \) and \( n - 1 \) affect the values of \( A \), \( B \) or \( X \), so they must still be between \( a \) and \( b \) at time \( n \).

\[ B := X. \] The argument here is identical to that for the previous case.

This establishes that no exception occurs in the program, so it terminates normally. It obviously terminates with \( X \) defined, because this happens at the first assignment statement. It is also easy to prove by induction that at all points in the execution of \( P \), \( A < B \) and the values of \( A \) and \( B \) are such that the *machine-computed* value of \( f(A) \) is < 0 and the *machine-computed* value of \( f(B) \) is < 0. This is ensured by the \( Y = 0 \) and \( Y = 0 \) test. We emphasize that the *actual* values may not have the same sign as the machine-computed values, but we don't need them to be the same sign to verify our program. We will now prove directly that \( X \) is infinitely close to a root of \( f \) at termination. There are two cases, corresponding to the two HALT statements.

If \( P \) halts after the \( A < X < B \) test, we claim it must be the case that \( A, B \) and \( X \) are all infinitely close to each other. Prior to the test, \( X \) was assigned to \( (A + B)/2 \). The computation of this expression can introduce infinitesimally much error, so all we really know is that after the assignment statement.

\[ X \approx \frac{A + B}{2} \]

Since control passes to HALT after the test, it must be the case that either \( X \leq A \) or \( X \leq B \). Consider the first case. Since \( A < B \).
\[ A < \frac{A + B}{2} \]

Therefore, \( A \) is between \( X \) and \( (A + B)/2 \), and the last two numbers are infinitely close. \( A \), \( X \) and \( (A + B)/2 \) are all infinitely close to each other. Also, this means that

\[ \frac{A + B}{2} - A = \frac{B - A}{2} \]

is infinitesimal, so \( B - A \) is infinitesimal, so \( A \approx B \). By elementary nonstandard analysis, all three of \( A \), \( B \) and \( X \) must therefore be close to a single standard real number \( \epsilon \). Also, by the assumption that \( P \) asymptotically computes \( f \) and \( f \) is continuous,

\[
\begin{align*}
  f_0(A) & \approx f(A) \\
  & \approx f(\epsilon) \\
  & \approx f(B) \\
  & \approx f_\infty(B)
\end{align*}
\]

But the first and last numbers are of opposite sign. The only way two numbers can be infinitely close to each other and of opposite sign is if they are infinitesimal. Therefore, \( f(\epsilon) \) is infinitesimal. But \( f \) and \( \epsilon \) are standard, so \( f(\epsilon) \) is standard, and the only standard number which is infinitesimal is \( 0 \). Therefore, \( \epsilon \) is a standard real root of \( f \), and the program terminates with \( X \approx \epsilon \).

Suppose \( P \) halts after the \( X = 0 \) test. There exists some standard \( \epsilon \) infinitely close to \( X \), so

\[
\begin{align*}
  0 & \approx f_\infty(X) \\
  & \approx f(X) \\
  & \approx f(\epsilon) \\
  & \approx f_\infty(\epsilon)
\end{align*}
\]
so again, we have $f(z)$ infinitesimal, which implies that $z$ must be a standard root of $f$, and the program terminates with $X \approx z$. 
Appendix A

Notation

In this Appendix we list some notations that we’ve used in the preceding chapters.

- $x \in X$ means “$x$ is an element of (set) $X$.” $X \subseteq Y$ means “$X$ is a subset of $Y$.”
- $(x_1, \ldots, x_n)$ is the finite sequence with entries $x_1, \ldots, x_n$ (in that order). $\langle \rangle$ is the unique sequence of length 0, or the empty sequence.
- $\sigma \preceq \tau$ means the sequence $\tau$ extends the sequence $\sigma$ to the right.
- $\sigma \tau$ stands for the concatenation of the sequences $\sigma$ and $\tau$.
- $|x|$ is the absolute value of $x$.
- $f : D \to R$ means “$f$ is a function from $D$ into $R$.”
- $t \downarrow$ means “$t$ is defined”. $t \uparrow$ means “$t$ is undefined.” $s \simeq t$ means “$s$ is defined iff $t$ is, and if $s$ and $t$ are defined, they are equal.”
- $\forall^* x, \phi$ means “for all standard $x$, $\phi$ holds.” $\exists^* x, \phi$ means “there exists standard $x$ such that $\phi$ holds.”
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