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A Three-Dimensional Model of the Gas-Cell Atomic Frequency Standard

Camparo, James C., and Frueholz, Robert P.

Preliminary calculations from a three-dimensional clock model are discussed. In particular, a recent conclusion that short-term stability might be improved by varying the microwave power is considered. Results support the general conclusion, but show that the degree of sensitivity is less than predicted by a one-dimensional model. The difference in the results of the two models is a manifestation of the more accurate treatment of the position-shift effect in the three-dimensional model. This more accurate treatment is highlighted by the three-dimensional model's determination of isoefficiency contours (contours showing spatial regions in the clock cavity that have equal efficiency for producing clock signal), and noting their spatial dependence upon microwave power.
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I. INTRODUCTION

Over the past few years a one-dimensional, nonempirical model of the gas-cell atomic frequency standard has been developed at The Aerospace Corporation [1]. This model analyzes the servo control feedback circuitry and the signal lineshape of the atomic physics package in order to yield the expected frequency stability of the atomic standard design under study. The model is one-dimensional in that it only considers axial variations in: (a) the clock cavity's microwave magnetic field strength, and (b) the degree of optical pumping within the clock's rubidium (Rb) resonance cell. However, even with this dimensional limitation, the model has been quite useful for analyzing potential frequency stability improvements resulting from the use of a diode laser as the optical pumping light source [2], and also for comparing the potential frequency stabilities of gas cell standards based on alkalis other than Rb [3]. In essence, the one-dimensional clock model has been adequate for addressing these questions because, in these cases, it is reasonable to consider the various spatially varying quantities as averages over the clock cavity's and cell's transverse dimensions.

A one-dimensional model, however, is only marginally adequate for analyzing a wider range of questions concerning Rb clock performance; particularly the potential mechanisms of frequency drift. Specifically, it has been suggested that frequency drift in the Rb standard may result from a spatial motion of the small region of vapor in the clock cavity that gives rise to the major portion of the clock signal [4]. Consequently, an analysis that averaged various quantities over the transverse dimensions of the clock cavity and resonance cell would be unable to investigate this hypothesis. A three-dimensional model of the gas-cell atomic frequency standard is, therefore, required in order to properly examine the plausibility of this "position shift" mechanism as a contributor to frequency drift.
II. THREE-DIMENSIONAL MODEL

To create a three-dimensional model of the gas-cell atomic frequency standard, we consider the clock cavity to be composed of hundreds of tubes (minimally 6400) as shown in Fig. 1a, each of which can be described by our one-dimensional model; at present we consider only cylindrical $TE_{011}$ and $TE_{111}$ microwave cavity modes, though other spatial configurations could be modeled without much difficulty. As shown in Fig. 1b the transverse distribution of hyperfine polarization is approximated by considering only the first-order radial diffusion mode [5], and this is included in the model by superimposing this distribution on the microscopic solutions as previously discussed [1]; for simplicity we have assumed in all calculations that the optical pumping light is uniform in the transverse dimensions. Since diffusional relaxation is now included in the calculations by considering the full three-dimensional hyperfine polarization distribution that results from this relaxation mechanism, phenomenological diffusional relaxation rates are no longer required in the microscopic calculations [1]. For each tube, the normalized stimulating microwave magnetic field, which corresponds to a normalized microwave Rabi frequency, is determined by the transverse position of the tube in the cavity and the cavity mode under consideration (see Fig. 1b). The normalizing constant is determined by the cavity Q and the microwave power fed into the cavity mode. Consequently, the dependence of the clock signal on microwave field strength is expressed simply in terms of: (a) the cavity mode, (b) the cavity Q, and, (c) the input microwave power.
Fig. 1. Construction of Three-Dimensional Model of the Gas-Cell Atomic Clock. In (a) we imagine the resonance cell as being composed of hundreds of tubes, each of which can be described by a one-dimensional clock model. In (b) we show the radial distributions of both the hyperfine polarization and the absolute value of the microwave magnetic field for a $TE_{011}$ cavity mode. The radial distribution of hyperfine polarization results from diffusional relaxation, and we consider only the first-order radial diffusion mode. The cusp in the microwave magnetic-field strength corresponds to a 180-deg phase shift in the field.
III. DEPENDENCE OF SHORT-TERM STABILITY ON MICROWAVE POWER

Recent studies [1,6] have treated the dependence of the Rb clock's short-term stability on microwave power. In particular, previous calculations have shown that for clock designs similar to that of Williams et al. [7], which are well described by a one-dimensional clock model, the short-term stability of the standard should be a fairly sensitive function of the microwave power $P$ fed into the clock cavity [1]. Qualitatively, this can be understood from the fact that the short-term stability of the standard is shot noise limited [8], which allows writing

$$\sigma_y = \frac{\Delta \nu}{S}.$$  \hspace{1cm} (1)

Here, $\sigma_y$ is the square root of the Allan variance (henceforth referred to as the Allan deviation), $\Delta \nu$ is the full width of the atomic hyperfine resonance, and $S$ is the atomic resonance signal amplitude. For a single atom or, equivalently, an ensemble of atoms all experiencing the same microwave magnetic field strength (a clock cavity with no spatial field variation), relatively simple expressions relating signal amplitude and width to microwave power may be derived [9]. Considering first the regime of low microwave power (below saturation), $S$ increases linearly with the microwave power and $\Delta \nu$ is constant. Thus, in this regime the Allan deviation is inversely proportional to $P$. However, in the regime of high microwave power (saturation regime) $S$ is constant and $\Delta \nu$ increases as the square root of the microwave power. Evidence indicates that gas-cell clocks tend to be operated in the saturation regime [10], and one would expect that for clock cavities exhibiting relatively little spatial variation of the microwave field,

$$\sigma_y \propto P^{0.5}.$$  \hspace{1cm} (2)

Consequently, if a clock's normal operating point was at a microwave power level well into the saturation regime, then improvement in the short-term stability of the clock could be attained by simply reducing the microwave power to the level corresponding to the onset of saturation.
Typical clock cavities, however, have fields which show considerable variation over the cavity volume. Consequently, since the atoms are effectively frozen in place by the buffer gas during the time intervals over which the clock signal is generated [11], atoms in different regions of the clock's cavity experience different levels of microwave field strength, depending on the clock's cavity mode. This implies that atoms in different regions of the cavity reach the saturation regime at different levels of microwave cavity input power. Since the clock signal is essentially a sum over all of the individual atomic signals, the clock signal can be expected to have a fairly complicated dependence on the microwave power fed into the cavity.

An example of this dependence as predicted by our three-dimensional clock model is presented in Fig. 2, which shows the Allan deviation at 1 sec as a function of microwave cavity input power. In this example we have considered a minimum volume, cylindrical $\text{TE}_{011}$ cavity with a $Q$ of 100; other parameters used in the calculations of this paper are collected in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical linewidth</td>
<td>2.0 GHz</td>
</tr>
<tr>
<td>Cell temperature</td>
<td>60°C</td>
</tr>
<tr>
<td>Photocell response</td>
<td>0.5 A/W</td>
</tr>
<tr>
<td>Cavity Q</td>
<td>100</td>
</tr>
<tr>
<td>Optical power ($D_1$)</td>
<td>47uW</td>
</tr>
<tr>
<td>Optical power ($D_2$)</td>
<td>75uW</td>
</tr>
</tbody>
</table>

Additionally, Figs. 3a and 3b show the theoretical clock signal amplitudes and full widths, respectively, as a function of microwave power for this same case. Curves similar to those shown were obtained for the $\text{TE}_{011}$ cavity for various optical pumping light intensities and resonance cell temperatures.
Fig. 2. Log of Allan Deviation as a Function of Microwave Cavity Input Power. For a TE_{011} cavity mode (Q = 100) for both low and high microwave powers, the numerical data are fit to a power law to determine the coefficients shown in the figure. Note that at the highest microwave power (roughly 10 dBm) there seems to be a break in the power-law scaling; a possible explanation for this effect is suggested in the text.
Fig. 3. Log of Clock Signal (a), and Full Width at Half-Maximum (b), as a Function of Microwave Power. For the same calculation as Fig. 2, the numerical data are again fit to power laws to determine the exponents shown in the figure.
Additionally, similar calculations were performed for a minimum volume $TE_{111}$ cavity, and a fictitious "constant" $TE_{011}$ cavity which was taken as having no radial variation of microwave field strength (this cavity did, however, have the normal axial field variation).

To better understand the Allan deviation's dependence on microwave power, the numerical data for the Allan deviation, the total signal amplitude (i.e., the signal summed over all tubes), and the total signal linewidth are fit to simple power law formulas:

$$\sigma_y = p^a$$ (3a)

$$S = p^b$$ (3b)

$$\Delta v = p^y$$ (3c)

The goal of this exercise is to determine the power law exponents and compare them against the single-atom case. For the range of parameters considered, we find no strong dependence of these exponents on either cavity temperature or optical pumping light intensity. The exponents seem to be a sensitive function of the cavity mode, and these results are collected in Table II.

Table I: Exponents for the Power-Law Formulas: $\sigma_y = p^a$, $S = p^b$, and $\Delta v = p^y$.

<table>
<thead>
<tr>
<th>Field Distribution</th>
<th>Saturation Regime</th>
<th>Below Saturation Regime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>Completely homogeneous (single-atom case)</td>
<td>0.05</td>
<td>0.50</td>
</tr>
<tr>
<td>$TE_{011}$ &quot;fictitious&quot; (no radial variation)</td>
<td>0.45</td>
<td>0.43</td>
</tr>
<tr>
<td>$TE_{011}$ mode</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>$TE_{0111}$ mode</td>
<td>0.18</td>
<td>0.22</td>
</tr>
</tbody>
</table>
It is clear from the table that the Allan deviation's microwave power sensitivity is directly correlated with the microwave power dependence of the clock-signal amplitude and linewidth. In the low-microwave power regime (below saturation), the linewidth is essentially constant and variations in Allan deviation are dominated by changes in signal amplitude. The signal amplitude, and consequently the Allan deviation, displays essentially no difference in the power-law scaling for the various field geometries considered. Specifically, the results show nearly the same linear power dependence as the simple single-atom case discussed above. Evidently, the clock signal amplitude is fairly insensitive to the geometry of the exciting microwave field. In the saturation regime, however, where the signal amplitude has essentially attained its maximum value and variations in the Allan deviation result from changes in the signal linewidth, the various cavity modes result in different Allan deviation power-law exponents. Furthermore, it appears that as the field is varied over an increasing number of spatial dimensions, the microwave power sensitivity of the signal linewidth decreases. This result can be explained by a correlation between the linewidth power-law exponent and the number of degrees of freedom associated with the spatial movement of the signal-dominating region. For example, a completely homogeneous field can be said to have no degrees of freedom, whereas the field of the $\text{TE}_{011}$ mode can be said to have two degrees of freedom which are associated with movement both axially and radially. As evidenced by the results for the $\text{TE}_{011}$ and $\text{TE}_{111}$ cavity modes, there might be some objection to the general validity of this statement, since the $\text{TE}_{111}$ mode has an additional angular field variation, yet shows the same signal linewidth power-law scaling as the $\text{TE}_{011}$ mode. However, as discussed in Section IV, for the $\text{TE}_{111}$ mode the transverse movement of the spatial region that dominates the clock signal is limited to the radial direction. Thus, even though the field of the $\text{TE}_{111}$ mode varies angularly, the spatial region which dominates the clock signal does not take advantage of the added degree of freedom.
As a final point we note that Fig. 2 shows a break in the power-law scaling of the Allan deviation at approximately 10 dBm, which is reflected in the linewidth data of Fig. 3b. It appears that, at these high microwave power levels, the power law exponent increases to a value near 0.4. A similar break at high microwave power levels was also seen in the $TE_{111}$ mode calculations. Tentatively, we attribute this increase in the power law exponent to a spatial saturation of the clock-signal-dominating region; that is, the region that dominates the clock signal may not move very much for these high microwave powers. Consequently, the power law scaling takes on more of the characteristics of the constant-field case. Further calculations, however, need to be performed to substantiate this hypothesis.

The results from these calculations thus support the general conclusion that short-term stability can be improved by varying the microwave power fed into the cavity. Specifically, since clock signal amplitudes are maximized with operation in the saturation regime, it is likely that, for a typical clock, one would want to reduce the microwave power to the point where saturation had just set in. The results, however, show that in the saturation regime the short-term stability is less sensitive to microwave power than had been previously calculated [1]; this is due to the more accurate treatment of the microwave field variation in the three-dimensional model. Consequently, order of magnitude changes in the microwave power might be required before any appreciable change in the short-term stability could be detected.
IV. INHOMOGENEITY AND POSITION SHIFT OF THE CLOCK SIGNAL VOLUME

As previously discussed, in the typical gas-cell standard a buffer gas in the clock's resonance cell effectively freezes the atoms in place. Therefore, individual atoms experience different optical and microwave field strengths, and hence contribute to the total clock signal to varying degrees. Consequently, it is common practice to imagine the clock signal as being dominated by a small spatial region in the resonance cell (i.e., the resonance cell volume is inhomogeneous with regard to its efficiency in producing clock signal), and for the clock resonance frequency to be dominated by the perturbations experienced by the atoms in this localized region. If clock parameters were to change in such a way as to shift the position of this dominant region, then the possibly different local perturbations of the new region would result in a change in clock frequency. This is referred to as the position-shift effect [12], which is considered to be a likely cause of frequency drift in the Rb standard [4].

To better understand the position-shift effect, and also to prepare for a theoretical investigation of the viability of the position shift as a mechanism of frequency drift, we have used the three-dimensional clock model to map the regions in the clock cavity that show different degrees of efficiency for producing clock signal. As illustrated in Fig. 1a, the clock cavity is imagined as being composed of hundreds of tubes: each tube transmits some small fraction of the total optical power reaching the clock photocell, and contributes to the total clock signal according to the change in optical power transmitted by the tube as the microwave frequency is varied. Since in our model different tubes can have different cross sectional areas, the efficiency of the various tubes in producing clock signal is compared by examining an individual tube's change in optical intensity (power per area). Tubes that produce the same light-intensity change as the microwave frequency is varied are then said to be "isoefficient," and in this way we have been able to establish isoefficiency contours for producing clock signal.
Fig. 4 is an example of isoefficiency contours for a cross sectional slice of a TE_{111} microwave cavity excited by -50 dBm (cavity Q = 100). The region bounded by the innermost contour corresponds to the 90th percentile efficiency region (i.e., tubes within this region exhibit a transmitted intensity change that is greater than or equal to 90% of the intensity change exhibited by the most efficient tube), the region bounded the middle contour corresponds to the 50th percentile efficiency region, and the outermost contour corresponds to the 10th percentile efficiency region. Other quantities associated with these contours are collected in Table III. In particular, the table shows that over 60% of the clock signal comes from roughly only 25% of the cavity volume.

Table III. Characteristics of regions Bounded by Iseficiency Contours.

<table>
<thead>
<tr>
<th>Region</th>
<th>Fractional contribution to total signal</th>
<th>Fractional cavity volume occupied</th>
</tr>
</thead>
<tbody>
<tr>
<td>90th percentile</td>
<td>14.1%</td>
<td>4.5%</td>
</tr>
<tr>
<td>50th percentile</td>
<td>62.8%</td>
<td>26.3%</td>
</tr>
<tr>
<td>10th percentile</td>
<td>96.8%</td>
<td>66.0%</td>
</tr>
</tbody>
</table>

Actually, this 60% of total clock signal is coming from less than 25% of the cavity volume, since not all axial regions of the cavity contribute to the clock signal to the same degree. The axial variation of the signal-producing efficiency is included in the calculations by modeling the axial distribution of hyperfine polarization and the axial variation of the microwave magnetic field strength, and then numerically integrating the transmitted light intensity over the length of the resonance cell. The result of the numerical integration is a significant improvement in the speed of the calculations. Simultaneously, however, there is a reduction in the facility with which
Fig. 4. Isoefficiency Contours for Producing Clock Signal. The figure shows a cross sectional slice of a TE_{111} cavity mode excited by -50 dBm (Q=100). The region bounded by the innermost contour is the 90th percentile region for efficiently producing clock signal as discussed in the text. Essentially, the 90th percentile region is more efficient than the 50th percentile region in producing clock signal, which in turn is more efficient than the 10th percentile region.
spatial information in the axial dimension may be obtained. Consequently, at the present time we can only say that the 25% is an upper bound to the volume, though we do not expect its true value to differ by more than a factor of about 2.

Considering the inhomogeneous nature of the signal volume discussed above, and how one typically imagines the clock signal as being dominated by a small spatial region within the clock cavity, we see that the three-dimensional model provides some justification for this simple description, but it does not completely validate it. The model does show that the clock signal derives from a localized spatial region within the clock cavity, but it also shows that this spatial region corresponds to a nonnegligible fraction of the cavity volume. With the simple description of the signal volume as being dominated by a small region, there is the implication that the perturbations determining the clock's frequency are fairly well localized; this, however, is not substantiated by the three-dimensional model. Considering Fig. 4 and Table III, it is more accurate to state that the clock's frequency offset from some nominal frequency corresponds to a weighted average of perturbations over a fraction of the cavity volume.

The isoefficiency contours can also be used to illustrate the fashion in which the position-shift effect occurs. Fig. 5 shows 90th percentile isoefficiency contours for input microwave powers of -50 dBm, -30 dBm and -10 dBm. Note that, as the microwave power is increased, the 90th percentile isoefficiency contour shows a macroscopic change in its position in the cavity, moving to the central region of the cavity where the hyperfine polarization is largest. If the atoms in these spatial regions were perturbed to different degrees, there would be an atomic clock frequency change. Consequently, once the three-dimensional model incorporates spatially varying perturbations (e.g., static magnetic fields with gradients), it should be possible to launch a comprehensive theoretical investigation into the position-shift effect. Such an investigation would serve the purpose of guiding experimental research into drift, thus making the experimental effort more efficient.
Fig. 5. Isoefficiency Contours Illustrating the Position-Shift Effect. The figure shows a cross sectional slice of a TE$_{111}$ cavity mode ($\xi = 100$), and the 90th percentile efficiency regions as the microwave power exciting the cavity is varied. As the microwave power is increased, the 90th percentile region shifts toward the center of the cavity. If the atoms in these different regions experienced different perturbations (i.e., different static magnetic field strengths), then the clock frequency would shift.
V. SUMMARY

We have developed a three-dimensional model of the gas-cell atomic frequency standard based on our previous one-dimensional clock model, and we are in the process of exploring its capabilities. Results presented here show that the Allan deviation's dependence on microwave power can be reasonably well modeled by power-law formulas both below and above the clock-signal saturation regime. Additionally, isoefficiency contours can be calculated and used to examine the change in position of the clock signal volume within the microwave cavity. In the near future we plan to incorporate spatially varying perturbations to the microscopic signals, and in this way to calculate atomic clock frequency shifts.
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