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Great effort has been expended to develop MMIC modules for active aperture phased array radar antennas. The motivation for this work is to reduce the size, complexity and cost of phased arrays for space, airborne and ground based applications. Unfortunately, a large change in element input impedance occurs when the array is scanned. To isolate the module from this change, a ferrite circulator is inserted between the module and the antenna element. The insertion of the circulator is in direct conflict with the concept of MMIC and increases the module cost because it requires the introduction of circuit elements as a separate step in the production process. This final report is a theoretical and experimental evaluation of dynamically tuning patch radiators. The results of this study show that it is possible to change the input impedance of a microstrip element over a wide range without affecting its resonant frequency or co-planar pattern by moving short circuits from one point to another. Having this capability may alleviate the need for the ferrite circulators, thus reducing the size, complexity and cost of phased array antennas.
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1 Introduction

During the contract period, we conducted a study of the feasibility of controlling the input impedance of a microstrip element by dynamically changing its loading. The motivation for this work is the possibility of using such elements in a scanned array. By changing the loading of the elements appropriately, one could alter the active array impedance of the elements perhaps compensating to some degree for the onset of scan blindness. While this report did not establish or refute the feasibility of the ultimate application, it definitely establishes the feasibility of controlling input impedance of a single element by using PIN shorting diodes.

The basic theory of loaded elements is briefly reviewed in the next section. Those features of the theory pertinent to the current application are discussed in more detail in the third section. The theoretical results and the corresponding experimental results are also presented in this section. Conclusions and suggested future research are given in the last section. Additional details of the analytical methods used can be found in Appendix A. Many of these theoretical results were just recently developed and are not presented elsewhere in the open literature. In particular, the extraction of quasistatic terms, detailed in Appendix A, makes the interactive design of these types of loaded elements feasible. This is because the determination of the resonant frequency of a loaded element is a non-linear problem requiring the iterative solution of the characteristic equation. Efficiency in computation, therefore, is critical—and the quasistatic analysis presented is highly efficient.

2 Theory of Loaded Microstrip Antennas

A brief overview of the theory of loaded microstrip antennas is presented in this section. A more detailed discussion can be found in [1].

For design purposes, one needs a simple theory which sheds light on the physical mechanisms of the microstrip antenna. Even if the theory is not the most quantitatively accurate, it is still vital to understand its physics if one is going to do creative things with the element. One theory that has proven to be physically illuminating, and relatively accurate as well, is the cavity-model analysis. It is this analysis that is used as a basis for design of loaded microstrip elements.

A typical microstrip element is illustrated in Fig. 1. The fundamental assumption made in cavity-model analysis is that the distribution of the field between the patch and the ground plane is approximately the same as that resulting in a cavity formed by closing the edge of the patch to the ground plane as illustrated in Fig. 2. The amplitude of the field distribution in the antenna and in the cavity are different. The method of determining this amplitude will be discussed later. For the purpose of determining the resonant frequency of the loaded element, the antenna will be assumed to be the same as the corresponding cavity.

2.1 Unloaded microstrip cavity

In order to analyze the loaded cavity ultimately of interest in this report, one must first understand the analysis of an unloaded cavity. Suppose one impresses a uniform, unit, vertical, filamentary electric current as illustrated in Fig. 2. The resulting cavity electric field will be vertically directed. Let the vertically directed electric field produced be denoted by \( G(r|\mathbf{r}') \), where \( r \) is the two-dimensional position vector locating the
Figure 1: Illustration of a typical, rectangular patch element showing dimensional parameters and coordinate system.

Figure 2: The cavity model of a microstrip element.
observation point within the cavity, and \( r' \) is the corresponding position vector locating the source current. Since this field is produced by a concentrated unit source, the field \( G(\mathbf{r} | \mathbf{r}') \) can be thought of as a Green's function. The boundary-value problem that this Green's function satisfies is

\[
(\nabla^2 + k^2)G(\mathbf{r} | \mathbf{r}') = j \omega \mu \delta(\mathbf{r} - \mathbf{r}'), \quad \mathbf{r} \in S,
\]

\[
\nabla G(\mathbf{r} | \mathbf{r}') \cdot \hat{n} = 0, \quad \mathbf{r} \in \partial S,
\]

where \( S \) denotes the set of points on the patch, \( \partial S \) denotes the boundary of \( S \), and \( \hat{n} \) is the outward-pointing unit normal on \( \partial S \). The solution of this boundary-value problem is

\[
G(\mathbf{r} | \mathbf{r}') = j \omega \mu \sum_{\mathbf{A}} \frac{\psi_{mn}(\mathbf{r}) \psi_{mn}(\mathbf{r}')} {k^2 - k_{mn}^2},
\]

where \( \mathbf{A} \) is the set of all pairs of non-negative integers, \( (m, n) \), and \( \psi_{mn}(\mathbf{r}) \) is the \( mn^{th} \) mode of the cavity satisfying

\[
\nabla^2 \psi_{mn}(\mathbf{r}) = -k_{mn}^2 \psi_{mn}(\mathbf{r}), \quad \mathbf{r} \in S,
\]

\[
\nabla \psi_{mn}(\mathbf{r}) \cdot \hat{n} = 0, \quad \mathbf{r} \in \partial S.
\]

The series for \( G(\mathbf{r} | \mathbf{r}') \) diverges as \( r \to r' \). This is because the inductive reactance associated with a filament is infinite. In order to obtain the input reactance of an actual feed, one must integrate this Green's function over the actual feed current distribution. This integration is typically a surface integral over the outer periphery of the feed structure. For the purposes of this report, it is assumed that all source and load currents are distributed uniformly on a circular cylinder of diameter \( d \). The "location" of the source or feed is the center of the cylinder's cross section. The input impedance of the element can be found by placing the observation point at the center of the cross section of the feed, and by integrating the Green's function over the surface current. When this is done, one obtains an input reactance of

\[
X_{in} = X_f + X_r,
\]

where

\[
X_r = -j \omega \mu l \frac{\psi_{mn}(\mathbf{r}) \psi_{mn}(\mathbf{r}')} {k^2 - k_{mn}^2}
\]

is the resonant reactance and \( X_f \) is the feed reactance. The parameter \( t \) is the thickness of the dielectric under the patch. The pair \( (m, n) \) represents the indices of the "resonant mode." For the case of loaded microstrip elements, the resonant mode selected for determining \( X_r \) is the mode of the unloaded cavity that resonates at a frequency closest to that of the mode of interest in the loaded cavity. The feed reactance is the contribution to the total reactance from all of the non-resonant modes, principally, the higher-order modes of the element. The feed reactance is typically inductive and varies slowly with frequency. Of course, if the frequency varies too far from the resonant frequency associated with the indices \( (m, n) \), the feed reactance will contain resonant components as well. The circuit model associated with this is illustrated in Fig. 3. The resonant mode of the loaded element can be conveniently expressed in terms of the modes of the corresponding unloaded cavity as described below.
2.2 Loaded microstrip cavity

The resonant frequency of a loaded cavity is that frequency at which the cavity can support a source-free cavity mode. At that frequency, in general, a non-zero current will flow through the multiple loads of the cavity even though no source current is applied. A non-separable loaded cavity can be converted to a separable cavity by using the equivalence principle. If the loads are removed and equivalent electric and magnetic currents are impressed on the surface bounding the now absent loads, then the field produced within the now unloaded cavity is the same as that of the original loaded cavity. It turns out that the magnetic currents called for by the equivalence principle are typically negligible. The total electric current impressed at the location of each load is the total source-free load current that flows through the load. The unloaded cavity, in contrast to the loaded cavity is now driven by the load currents, although the load currents are, as yet, undetermined. To understand how to determine the load currents and to better understand the role played by load location, consider first an element loaded by just a single load.

2.2.1 Single load

Suppose that the load has a reactance of $X_L$. Then the network model of the undriven loaded cavity is that illustrated in Fig. 4. A source-free mode is desired. That is, one seeks to produce a non-zero load current with no source. This is only possible if the network is resonant. Summing the voltage around the closed loop yields the condition for resonance,

$$X_r + X_f + X_L = 0,$$

or

$$X_r = -X_f - X_L.$$

To best interpret this characteristic equation, consider the simple and very practical case of a short-circuit load. In this case, $X_L = 0$. Figure 5(a) contains a plot of $X_r$ versus frequency for a rectangular
Figure 4: Circuit model of a cavity loaded with a single load reactance of $X_L$.

The resonant mode in Fig. 5 is the $(0,1)$ mode, the mode most commonly used in microstrip elements. For a rectangular element of dimensions $a \times b$, the normalized voltage distribution at observation point $(x, y)$ for the $(0,1)$ mode is

$$v(x, y) = \cos\left(\frac{\pi y}{b}\right).$$

This is zero on the center line, $y = b/2$, of the patch. Such a line of zero field is called a nodal line. A point at which the voltage is stationary is called an anti-nodal point. All points on the long edges of the patch illustrated in Fig. 5 are anti-nodal points. When the load current is impressed near a nodal line, the resonant reactance curve becomes very skinny as illustrated by case 3 in Fig. 5(a). In contrast, when the load current is impressed near an anti-nodal point such as in case 1 of Fig. 5(b), then the $X_r$ curve becomes fat. Since the voltage is stationary near an anti-nodal point, the $X_r$ curve does not change much as one moves the load in the vicinity of the anti-nodal point. Thus the curve illustrated in case 2 of Fig. 5(a) is not much different from the case 1 curve.

This variation of the $X_r$ curve would predict that the resonant frequency should monotonically increase as the short is moved from the nodal line to an anti-nodal point if the feed reactance were to remain constant. However, as shown in [2], the feed reactance is anything but constant with the feed position. In fact, the feed reactance increases very rapidly as the feed point approaches the edge of the patch. If the edge is an anti-node, then the $X_r$ curve does not change much as the load is moved toward the edge, but the $-X_r$ curve is moving rapidly downward in the graph in Fig. 5 so that the resonant frequency of the shorted element decreases for loads near the edge. This makes sense because as the feed reactance increases, it becomes more like an open circuit and thus its loading effect is reduced. A typical theoretical frequency versus short position variation is illustrated in Fig. 6. The actual measured variation of resonant frequency with the
Figure 5: (a) Illustration of $X_r$ and $-X_f$ versus frequency for the three feed locations illustrated in (b).
(b) Rectangular patch showing three different feed locations.
location of the short agrees well with the predicted results. The location of the shorting pin is indicated by
the normalized shorting pin location defined as
\[ s = \frac{2}{b} \left( y' - \frac{b}{2} \right). \]

If one uses other types of load reactances, the resonant frequency of the loaded element will be modified
although the effect of the feed reactance is always present. Examples of other applications of loaded microstrip
elements can be found in [3], [4]. For the current application of controlling input impedance, one should not
use just a single load. The reason why will be explained in the next section.

2.2.2 Multiple loads

For multiple loads, one cannot use the simple graphical picture presented above for predicting the behavior
of a multiple-loaded element although the principles learned from this picture still apply.\(^1\) For multiple loads,
the characteristic equation is
\[ Z_{11} + Z_L^{(1)} Z_{12} \ldots Z_{1N} \]
\[ Z_{12} \ldots Z_{22} + Z_L^{(2)} \ldots Z_{2N} \]
\[ \vdots \]
\[ Z_{1N} \ldots Z_{NN} + Z_L^{(N)} \]
\[ = 0, \quad (2) \]

where \( Z_{ij} \) is the \( z \)-parameter between the \( i \)th and \( j \)th port of a multiple-port microstrip cavity, and \( Z_L^{(i)} \) is
the load impedance connected to the \( i \)th port. The \( z \)-parameters can be computed using equation (1) as
modified by integrating over the feed current distribution.\(^2\) Once the resonant frequency is determined, the
next step is to compute the modal field distribution of the loaded-cavity resonant mode.

To determine the field distribution of the resonant mode, one must first assume a unit (or any other
non-zero current) at one of the ports and then compute the resulting currents at the remaining loads. Let
\( Z_{1a} \) be a submatrix excluding the first row and column of the matrix in equation (2). Let \( Z_{1a} \) be the first
column of the matrix in equation (2), excluding the first row. Let \( I \) be the column matrix of port currents
excluding the current in port 1,
\[ I = \begin{bmatrix} I_2 \\ I_3 \\ \vdots \\ I_N \end{bmatrix}. \]

Then, if the load current in port 1 is \( I_1 = 1 \), the currents in the remaining ports are
\[ I = -Z_{1a}^{-1}Z_{1a}. \]

\(^1\) Actually, one could, in principle, apply the graphical analysis sequentially. That is, first find the effect of a single load.
Then create a new graph in which \( X_f \) is the resonant reactance and \( X_i \) is the feed reactance of the singly-loaded patch. From
these, the resonant frequency of the doubly-loaded element could be constructed.

\(^2\) There is more to the computation than what has been outlined here. A very efficient analysis has been devised for computing
the \( z \)-parameters in which the series is highly accelerated. The details of this are included in Appendix A.
Figure 6: Theoretical and experimental resonant frequencies of a shorted microstrip patch antenna versus shorting pin location.
The resulting field distribution is

\[ \psi(r) = j\omega \mu \sum_{A} \sum_{l=1}^{N} I_{l} \psi_{mn}(r) \psi_{mn}(r_{l}) \left( \frac{k^2 - k_{mn}^2}{k^2 - k_{l}^2} \right), \tag{3} \]

where \( \psi_{mn}(r) \) and \( k_{mn} \) are the modal fields and corresponding resonant wavenumbers in the unloaded cavity. Strictly speaking, this expression is only valid for observation points \( r \) outside of the load regions. That is, if the diameter of the \( i^{th} \) load is \( d_{i} \), then \( |r - r_{i}| \) must be larger than \( d_{i}/2 \).

The input impedance of the loaded element is computed by analyzing the cavity with the actual dielectric replaced with an artificially lossy dielectric—one whose losses account for the radiative and ohmic losses of the original microstrip antenna. The effective loss tangent of this dielectric is \( \delta_{\text{eff}} = 1/Q \) where \( Q \) is the quality factor of the antenna. It is given by

\[ Q = \left( \frac{1}{Q_{\text{rad}}} + \frac{1}{Q_{\text{sw}}} + \frac{1}{Q_{m}} + \frac{1}{Q_{d}} \right)^{-1}, \]

where \( Q_{\text{rad}} \) is the radiative quality factor, \( Q_{\text{sw}} \) is the quality factor associated with the surface wave, \( Q_{m} \) is the quality factor associated with metal heating loss, and \( Q_{d} \) is the dielectric quality factor. These are given by

\[ Q_{\text{rad}} = \frac{2\omega W_{E}}{P_{\text{rad}}}, \]
\[ Q_{\text{sw}} = \frac{2\omega W_{E}}{P_{\text{sw}}}, \]
\[ Q_{m} = \frac{t}{\Delta}, \]
\[ Q_{d} = \frac{1}{\delta}, \]

where \( P_{\text{rad}} \) is the time-averaged power radiated by the antenna, \( P_{\text{sw}} \) is the time-averaged power carried away by the surface wave, \( \Delta \) is the skin depth in the metal cladding, \( \delta \) is the loss tangent in the actual dielectric, and \( W_{E} \) is the average energy stored in the electric field at the resonant frequency of the cavity.

The parameters in the expressions for the quality factors would appear to depend on the field under the patch. Actually, the quality factors depend only on the distribution of the mode for which the quality factors are being computed. The field could be multiplied by any arbitrary constant without affecting the quality factor. At the resonant frequency of the \( \Psi(r) \) of the loaded element, the field is strongly dominated by \( \Psi(r) \) itself. Thus, one can obtain an approximation for the quality factors by assuming the field distribution below the patch is \( \Psi(r) \), with the contributions of the other non-resonant modes of the loaded patch ignored.

The radiated field can be computed under the following approximation. The ground plane and the dielectric are ignored, and a magnetic current filament is impressed in the presence of the ground plane. The magnetic current flows around the edge of the patch and is equal to the voltage between the patch and the ground plane. The surface wave can be determined by allowing this same magnetic current filament to
act in the presence of a grounded dielectric slab, although for sufficiently thin elements, the power carried in the surface wave is negligible. The magnetic current is actually sampled at discrete points and linearly interpolated between the sample points. The radiated field is computed analytically and the associated radiated power is determined by numerical quadrature.

The electric stored energy is computed by integrating the square of the electric field. That is,

$$W_E = \frac{1}{2} \epsilon \int_S |E|^2 dS \approx \frac{1}{2} \epsilon \int \int_S |\Psi(r)|^2 dS.$$  

(4)

The singularities at the load locations in equation (3) are logarithmic; their squares are integrable. As a result, equation (3) can be used for $|E|$ with little error. Since the modes of the unloaded cavity are orthonormal, the double integration above reduces to

$$\omega W_E = \frac{1}{2} \epsilon c \mu_0^2 k_0^2 \sum_{l=0}^{N} \sum_{m=0}^{N} \int_A \frac{\psi_{lm}(r_s)\psi_{lm}(r_f)}{(k^2 - k_{mn}^2)^2}.$$  

Once the quality factor of the loaded element is determined, then its input impedance can be computed.

2.3 Input Impedance

Assume that one more port is added to the antenna, the $(N+1)^{th}$ port. The circuit model as seen from the $(N+1)^{th}$ port for the loaded cavity is illustrated in Fig. 7. The circuit model of the antenna is shown in Fig. 8. The input admittance of the lossy tank circuit only is

$$Y_r = G \left[1 + jQ \left(\left(\frac{\omega}{\omega_0}\right)^2 - 1\right)\right]$$

$$\approx G \left[1 + j2Q \left(\frac{\omega}{\omega_0} - 1\right)\right],$$

where $Q$ is the quality factor of the lossy tank, and $\omega_0$ is the resonant angular speed of the lossy tank. These are given by

$$Q = \frac{R}{\omega_0 L} = \frac{2\omega W_E}{P},$$

$$\omega_0^2 = \frac{1}{LC}.$$  

where $P$ is the power dissipated in the resistor, and $W_E$ is the time-averaged energy stored in the capacitor. The power $P$ is related to the conductance $G$ and the voltage $V_i$ across the tank circuit by

$$|V_i|^2 G = P.$$  

(5)

The circuit quantities are related to the antenna by choosing $Q$ to be the antenna quality factor, and $P$ to be the power radiated by the loaded-element resonant mode given by equation (3). The voltage $V_i$ is

3See Appendix A for details of this computation.

4The series for $W_E$ can also be accelerated, the details of which are given in Appendix A.
Figure 7: The \((N + 1)\)-port circuit model of a loaded element driven at port 1.

Figure 8: The circuit model for the input impedance of a loaded microstrip antenna.
\[ V_i = -t\psi(r_f), \]

where \( r_f \) is the center of the feed for the loaded element—the location of the \((N+1)^{\text{st}}\) port. Note that \( V_i \) is not the feed voltage \( V_f \) since the former does not include the effect of the feed reactance. The conductance \( G \) can thus be computed from equation (5).

The feed reactance, \( X_f \), can be modeled as a linear process over the band of operation. Let the reactance corresponding to the lossless loaded cavity \((R = 0)\) be denoted by \( X_r \). Let the total reactance be \( X(f) \). Let

\[ X_f = X_0 + (f - f_0)X_n, \]

where \( f_0 \) corresponds to \( \omega_0 \). Finally, let

\[ f_+ = \left(1 + \frac{1}{2Q}\right)f_0, \]
\[ f_- = \left(1 - \frac{1}{2Q}\right)f_0. \]

The resonant component of the reactance can be written as

\[ X_r = \frac{2\pi L(f_0 + \Delta f)}{1 - (1 + \Delta f/f_0)^2}, \]

where \( \Delta f = f - f_0 \). For small \( \Delta f \), this can be written approximately as

\[ X_r \approx -\pi L\frac{f_0}{\Delta f} - \pi L\frac{f_0}{2}. \]

Then,

\[ X_0 \approx \frac{1}{2}(X(f_+) + X(f_-)) + \frac{\omega_0 L}{4}. \]

Similarly,

\[ X_n \approx \frac{Q}{f_0}[X(f_+) - X(f_-) + 2Q\omega_0 L]. \]

The quantity \( \omega_0 L = R/Q \) so that

\[ X_0 \approx \frac{1}{2}(X(f_+) + X(f_-)) + \frac{R}{4Q}, \]

and

\[ X_n \approx \frac{Q}{f_0}[X(f_+) - X(f_-) + 2R]. \]

What remains is to determine the input reactance of the ideal cavity at the upper and lower frequencies \( f_+ \) and \( f_- \).

Let the indices of the loaded ports be numbered from 1 to \( N \) with corresponding port voltages and currents of \( V_1, V_2, \ldots, V_N \) and \( I_1, I_2, \ldots, I_N \). The \((N+1)^{\text{st}}\) port is the feed port with feed current of \( I_f = 1 \) and feed voltage \( V_f = Z_{in} \) where \( Z_{in} \) is the input impedance of the loaded element. If
and \( I \) is redefined as
\[
\begin{bmatrix}
I_1 \\
I_2 \\
\vdots \\
I_N
\end{bmatrix}
\]

then,
\[
\begin{align*}
V &= ZI + Z_{mf}I_f, \\
V_f &= Z_{mf}I + Z_{ff}.
\end{align*}
\]

The impedance matrix \( Z \) contains the multiport impedances between the loaded ports. The \((1 \times N)\)-matrix \( Z_{mf} \) contains the mutual impedances between the feed port \( r_f \) and the load ports \( r_m \). The self-impedance of the feed port in the unloaded cavity is \( Z_{ff} \). Let the diagonal load impedance matrix be
\[
Z_L = \text{Diag} \begin{bmatrix} Z_{L}^{(1)}, Z_{L}^{(2)}, \ldots, Z_{L}^{(N)} \end{bmatrix}.
\]

Then
\[
\begin{align*}
V &= -Z_LI, \\
I &= -(Z + Z_L)^{-1}Z_{mf}, \quad \text{and} \\
\mathbf{j}X(f) &= V_f = Z_{ff} - Z_{mf}^{-1}(Z + Z_L)^{-1}Z_{mf}.
\end{align*}
\]

Having thus computed \( X(f) \), one can now evaluate the input impedance \( Z_{in} \) of the antenna using
\[
Z_{in} \approx X_{ef} + X_{ef}(f - f_0) + \frac{1}{G[1 + \mathbf{j}2Q(f/f_0 - 1)]}.
\]

As the results of the next section demonstrate, this expression is reasonably accurate over the band of a single resonant mode of the loaded element.

3 Application to Impedance Matching and Results

In this section, those elements of the theory presented in the previous sections specific to the application of varying impedance are presented together with corroborating experimental results. The objective in this application is to vary the input impedance while keeping the resonant frequency and pattern of the element fixed. This objective can be met by placing short-circuits at one or more appropriately chosen locations on the patch. These short-circuits can be PIN diodes thus allowing adaptation of the element to changing conditions such as the scan angle in a phased array. The theory and results given below assume that the loads are short circuits. One could probably also use voltage-controlled capacitors, varactor diodes. Use of varactors would probably simplify the biasing of the diodes. This possibility is currently under study.
As seen in the previous section, one can vary the frequency by varying the location of a short-circuiting pin. It is possible to vary the input impedance with a single short without altering the resonant frequency. The way that the input impedance is varied for a fixed feed location is to move the nodal line of the loaded resonant mode by moving the shorting pin location. The closer the nodal line is moved to the feed, the lower the peak input resistance will be. The trick is to move the shorting pin in such a way that at least the resonant frequency is unchanged. This was done using an interactive computer program with graphical output based on the theory discussed in the previous section.

3.1 Single short

The results of our computer program indicated that if a single short-circuit were placed on the locus illustrated in Fig. 9, then the resonant frequency of the resulting loaded elements should be identical. Using just a single short, one can vary the input impedance as is illustrated in Figs. 10-14. These figures contain the computed magnetic current distribution, the computed input impedance, and the measured input impedance of the loaded elements. In all cases, the patch dimensions were 4.00 cm wide by 6.00 cm long by 0.158 cm thick. The dielectric substrate was 3M Corporation’s CuClad 250 glass reinforced, double clad PTFE. The manufacturer-supplied nominal dielectric constant was 2.43. The feed point was always at (1.00, 1.00), where the coordinates represent the distance in cm from a reference corner of the patch. The input impedance was collected using a computer-controlled, Hewlett-Packard 8410 network analyzer at the University of Houston.

It is quite clear from Figs. 10-14 that the magnetic current distributions around the edge of the patch are asymmetrical. The pattern that results from such a distribution will have a significant cross-polarized pattern.
Figure 10: (a) Measured and computed input impedance of a single-loaded element with short-circuit at (1.75, 1.04). (b) Theoretical magnetic current distribution.
Figure 11: (a) Measured and computed input impedance of a single-loaded element with short-circuit at (2.00, 1.00). (b) Theoretical magnetic current distribution.
Figure 12: (a) Measured and computed input impedance of a single-loaded element with short-circuit at (2.25, 0.95). (b) Theoretical magnetic current distribution.
Figure 13: (a) Measured and computed input impedance of a single-loaded element with short-circuit at (2.50, 0.91). (b) Theoretical magnetic current distribution.
Figure 14: (a) Measured and computed input impedance of a single-loaded element with short-circuit at (3.00,0.82). (b) Theoretical magnetic current distribution.
although the $E$-plane pattern will be typical of the $(0, 1)$-mode of a rectangular element. The theoretical and experimentally determined patterns for a patch loaded with a single short at $(2.50, 0.91)$ are illustrated in Fig. 15. The measured patterns were taken with the element mounted on a 1.05m (8 7-wavelength) circular ground plane. The element was driven at a frequency of 2470 MHz. Our pattern range is fairly new; it is difficult to say how much of the cross-polarization is due to errors introduced by the range and how much is due to the asymmetry in the element's magnetic current distribution. Nevertheless, the cross-polarized patterns appear to be at least qualitatively consistent with the predicted patterns. Note that some of the discrepancy, especially the scalloping of the pattern and the loss of gain at the horizon is due to the finite size of the ground plane.

In any case, it is clear that the cross-polarization arising when a single short circuit is used is significant and probably unacceptable in many applications. Because of this, at least two shorts should be used in symmetrical locations. There is another reason why two or more shorts should be used. It is clear from the measured and computed input impedances that the impedance range obtained is not extremely broad for a single-loaded element. We did not measure impedance levels for shorts any closer to the feed than those illustrated in Figs. 10-14 because of the obstruction caused by mounting an SMA feed. However we have plotted the theoretical resistance $R$ versus $z$, where $z$ is the $z$-coordinate of a single short-circuit placed along the locus illustrated in Fig. 9. This plot is contained in Fig. 16. This result should be compared with the results for the double-loaded elements considered next.

### 3.2 Two shorts

With two shorts located symmetrically with respect to the long center line of the patch one can eliminate the cross-polarization in the $H$-plane. Furthermore, one can more easily obtain a wider variation of input impedance. Figures 17-19 contain the theoretical magnetic current distribution, and the measured and computed input impedances of elements loaded by symmetrically located pairs of short-circuits. The locus of points on which these pairs of short-circuits should lie is illustrated in Fig. 20.

The theoretical and measured patterns are given in Fig. 21. The measured cross-polarization is disappointingly high in this case. As mentioned before, this may be due to errors introduced by the range. Nevertheless, the cross-polarization is definitely reduced from what it was in the case of the single-loaded element.

Finally, it is clear from Figs. 17-19 and Fig. 22 that the impedance variation is greater for the double-loaded element than for the single-loaded element. In short, it appears that the performance yielded by a single short falls short of that obtainable using two shorts.

### 4 Conclusions and Future Research

There are several conclusions that can be drawn from the theory and results presented in this report.

1. It is possible to change the input impedance of a microstrip element over a wide range without affecting its resonant frequency or co-polar pattern by moving short-circuits from one point to another.
Figure 15: (a) Measured and computed input co-polar and cross-polar patterns in the E-plane for a short-circuit at (2.50, 0.91). (b) Measured and theoretical patterns in H-plane.
Figure 16: The variation of the conductance $G$ with the $x$-coordinate of a short position taken from the constant resonant frequency locus for a fixed feed at (1.00, 1.00).
Figure 17: (a) Measured and computed input impedance of a double-loaded element with short-circuits at (2.00, 1.12) and (2.00, 2.88). (b) Theoretical magnetic current distribution.
Figure 18: (a) Measured and computed input impedance of a double-loaded element with short-circuits at (2.50, 1.21) and (2.50, 2.79). (b) Theoretical magnetic current distribution.
Figure 19: (a) Measured and computed input impedance of a double-loaded element with short-circuits at (3.00,1.23) and (3.00,2.77). (b) Theoretical magnetic current distribution.
2. The theory that predicts this result has been corroborated by experiment. Specifically, the experiment shows that the resonant frequency of the mode is left relatively unchanged by the appropriate placement of short-circuits. Small deviations between the predicted and observed resonant frequency do exist. They are due partly to errors in fabrication of the element and partly due to the errors introduced by the cavity model upon which the theory is based. The experiment also shows that the agreement between the predicted and observed input impedance is excellent in most cases. Finally, there was qualitative agreement between theoretical patterns and measured patterns although the measured cross-polarized components in the double-loaded element were much higher than expected from the theory—possibly a problem with our range and ground plane fixture.

3. From the point of view of producing lower cross-polarization and from the point of view of more easily varying the impedance level over a wide range, two short-circuits are better than one short-circuit. Each short-circuit pair should be biased together with the same biasing voltage.

Some important items are left for future research. These include the following.

1. A simulation of loaded elements in a phased array needs to be carried out to determine the basic feasibility of the ultimate application. This, we propose, as the major deliverable of a future research contract.

2. Because each diode or diode pair needs a biasing line, the number of biasing lines could become quite large if many levels of adjustment in impedance are provided. For this reason, we are currently studying the feasibility of using voltage-controlled capacitors to change the impedance level.
Figure 21: (a) Measured and computed input co-polar and cross-polar patterns in the $E$-plane for short-circuits at (2.00, 1.12) and (2.00, 2.88). (b) Measured and theoretical patterns in $H$-plane.
Figure 22: The variation of the conductance $G$ with the $z$-coordinate of a short position taken from the constant resonant frequency locus for a fixed feed at $(1.00, 1.00)$. 
A Additional Theoretical Results

This appendix contains additional theoretical results that are implemented in the computer program used to generate the data presented in Section 3. There are three topics within this appendix:

1. The efficient computation of the cavity Green’s function,
2. The computation of the far-field pattern, and
3. The computation of the energy stored in the cavity.

A.1 The efficient computation of the cavity Green’s function

The expression for the Green’s function in equation (1) is very slowly converging and not particularly useful, especially for patches of other than rectangular shape. It can be accelerated in the following way. First partition the set \( A \) of mode indices into the union of three sets,

\[ \mathcal{A} = \{(0,0)\} \cup \mathcal{A}_\xi \cup \mathcal{A}_\xi'. \]

The first set, consisting of a single element, represents the indices of the “D.C. mode.” This is the mode of the unloaded cavity that resonates at zero frequency—it is just a constant. Since the modes are assumed to be normalized, this constant is

\[ \psi_{00}(\mathbf{r}) = \frac{1}{\sqrt{S}}, \]

where \( S \) represents the area of the patch.\(^5\) The third set is the set of modes whose resonant wavenumbers are greater than or equal to \( \xi k_{\text{max}} \):

\[ \mathcal{A}_\xi' = \{(m,n)|k_{mn} \geq \xi k_{\text{max}}\}. \]

The parameter \( k_{\text{max}} \) is the

\[ k_{\text{max}} = \frac{2\pi f_{\text{max}}\sqrt{\varepsilon\mu}}{c}, \]

where \( c \) is the speed of light in a vacuum, and \( f_{\text{max}} \) is the maximum frequency of interest for the antenna—a number that can be specified a priori for any analysis. The parameter \( \xi \) is some real constant greater than one. The second set is the complement of \( \mathcal{A}_\xi \) with respect to the set \( \mathcal{A}_0 \),

\[ \mathcal{A}_0 = \{0,0\}, \]

where

\[ \mathcal{A}_\xi = \mathcal{A}_0 \setminus A_\xi, \]

is the set of all mode index pairs except for that corresponding to the D.C. mode.

Suppose that \( |\xi| \leq 1/\xi \). Then one can approximate the fraction \( 1/(1 - \xi^2) \) by

---

\(^5\)The same symbol is used to represent the set of points making up the patch. No confusion between the two uses should arise.
\[
\frac{1}{1 - \zeta^2} \approx a_0 + a_1 \zeta^2 + a_2 \zeta^4 + \cdots + a_{L-1} \zeta^{2(L-1)}.
\]

Then for mode indices in \( A \), one can approximate the fraction \( 1/(k^2 - k_{mn}^2) \) by

\[
\frac{1}{k^2 - k_{mn}^2} \approx -a_0 \frac{1}{k_{mn}^2} - a_1 \frac{k^2}{k_{mn}^4} - \cdots - a_{L-1} \frac{k^{2L-2}}{k_{mn}^{2L}}.
\]

Thus, the sum in equation (1) can be partitioned and approximated as

\[
G(r|r') \approx j \omega \mu \left\{ \frac{1}{S} + \sum_{\lambda} \psi_{mn}(r) \psi_{mn}(r') + a_0 \sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^2} 
- a_1 \sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^4} - \cdots - a_{L-1} \sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^{2L}} \right\}.
\]

This sum can be recast in a more convenient form for acceleration by summing over \( A_0 \) instead of \( A \). The result is

\[
G(r|r') \approx j \omega \mu \left\{ \frac{1}{S} + \sum_{\lambda} \left[ \frac{1}{k^2 - k_{mn}^2} + a_0 \frac{k^2}{k_{mn}^4} + a_1 \frac{k^2}{k_{mn}^6} + \cdots + a_{L-1} \frac{k^{2L-2}}{k_{mn}^{2L}} \right] \psi_{mn}(r) \psi_{mn}(r') 
- a_0 \sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^2} 
- a_1 \sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^4} 
- \cdots - a_{L-1} \sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^{2L}} \right\}.
\]

There are compromises to be made in the choice of the parameter \( \xi \). If \( \xi \) is chosen too near 1, then the required number of terms \( L \) necessary to approximate the fraction \( 1/(1 - \zeta^2) \) becomes very large. On the other hand, if \( \xi \) is chosen to be much greater than 1, \( L \) may be small, but the number of elements in the set \( A_0 \) becomes very large. Either of these conditions is undesirable. A reasonable choice of \( \xi \) is \( \xi = 2 \). If \( L \) is then chosen to be 2, and the coefficients \( a_0 \) and \( a_1 \) are chosen to be 0.989 and 1.331, respectively, the error in the approximation is about one percent. Thus, the Green's function can be approximated as

\[
G(r|r') = j \omega \mu \left\{ \frac{1}{S} + \sum_{\lambda} \left[ \frac{1}{k^2 - k_{mn}^2} + a_0 \frac{k^2}{k_{mn}^4} + a_1 \frac{k^2}{k_{mn}^6} \right] \psi_{mn}(r) \psi_{mn}(r') + a_0 G_0(r|r') + k^2 a_1 G_1(r|r') \right\},
\]

where

\[
G_0(r|r') = -\sum_{\lambda} \frac{\psi_{mn}(r) \psi_{mn}(r')}{k_{mn}^2}.
\]
\[ G_1(r|r') = - \sum_{A_0} \frac{\psi_{mn}(r)\psi_{mn}(r')}{k^2_{mn}}. \]

The decomposition of the Green's function expressed in equation (6) represents an expansion of \( G \) in terms of its first few lowest-order modes plus the contribution due to all higher-order modes, a quasistatic expansion. Once the quasistatic terms \( G_0(r|r') \) and \( G_1(r|r') \) are computed, then the Green's function can be evaluated very efficiently for different frequencies—the most difficult part will have been done once and for all for a given pair of source and observation points \( r \) and \( r' \).

The series for \( G_0(r|r') \) and \( G_1(r|r') \) are still very slowly converging, as slowly converging as the series for \( G \). These quasistatic Green's functions satisfy the boundary-value problem,

\[
\begin{align*}
\nabla^2 G_0(r|r') &= \delta(r-r') - \frac{1}{3}, \quad r \in S, \\
\nabla G_0(r|r') \cdot \mathbf{n} &= 0, \quad r \in \partial S; \\
\nabla^2 G_1(r|r') &= -G_0(r|r'), \quad r \in S, \\
\n\nabla G_1(r|r') \cdot \mathbf{n} &= 0, \quad r \in \partial S.
\end{align*}
\]

One can obtain \( G_0 \) and \( G_1 \) by evaluating

\[
\begin{align*}
G_0 &= \frac{1}{j\omega \mu} \lim_{k^2 \to 0} \left( G - \frac{j\omega \mu}{k^2 S} \right), \quad (7) \\
G_1 &= \frac{1}{j\omega \mu} \lim_{k^2 \to 0} \left\{ \frac{\partial}{\partial k^2} \left( G - \frac{j\omega \mu}{k^2 S} \right) \right\}. \quad (8)
\end{align*}
\]

By expanding \( G \) in a Laurent series in \( k^2 \) about \( k^2 = 0 \), one can evaluate these limits. To this end, the patch is first described in terms of a coordinated system appropriate to the patch shape.

Let \( u \) and \( v \) be the coordinate variables of an orthogonal coordinate system derived through a conformal mapping of the rectangular coordinate system. This mapping is chosen so that it maps the patch into a rectangular patch in the \((u, v)\)-plane. Of course, if the patch is already rectangular, then \( u = x, v = y \). For a circular patch, a circular sector patch, an annular patch, or an annular sector patch, the transformation used is

\[
\begin{align*}
x &= ae^v \cos u, \\
y &= ae^v \sin u,
\end{align*}
\]

where \( a \) is the outer radius of the patch. The transformation need not be analytic, but it must satisfy

\[
\begin{align*}
\left| \frac{\partial u}{\partial x} \right| &= \left| \frac{\partial u}{\partial y} \right|, \\
\left| \frac{\partial v}{\partial x} \right| &= \left| \frac{\partial v}{\partial y} \right|.
\end{align*}
\]
If these equations are satisfied, then the boundary value problem for \( G \) is transformed into

\[
[\nabla^2 + k^2 h(u, v)^2]G(r|r') = j \omega \mu \delta(r - r'),
\]

where \( h(u, v) \) is the common scale factor of the \( u \) and \( v \) variables. If the patch is separable, then

\[ h(u, v)^2 = f(u) + g(v). \]

In this case, \( G \) can be expressed as

\[
G(r|r') = j \omega \mu \sum_{m=0}^{\infty} \frac{U_m(u)U_m(u')V_m^-(v_<)V_m^+(v_>)}{N_m W(V_m^-, V_m^+)}.
\]  

(9)

where

\[
N_m = \int_{u_-}^{u_+} U_m(u)^2 \, du,
\]

\[
W(V_m^-, V_m^+) = W_m = V_m^-(v_+)V_m^+(v_-) - V_m^-(v_-)V_m^+(v_+),
\]

\[
v_< = \begin{cases} v, & v < v' \\ v', & v' < v \end{cases},
\]

\[
v_> = \begin{cases} v, & v < v' \\ v', & v' < v \end{cases}.
\]

The prime "I" on dependent variables indicates differentiation with respect to argument. The primes on \( u \) and \( v \) indicate the source point location \((u', v')\) in the \((u, v)\)-coordinate system. The \( U_m \)'s and \( V_m \)'s satisfy the separated Helmholtz equations,

\[
U'' + (\alpha_m^2 + k^2 f(u)) U_m = 0,
\]

\[
V'' + (-\alpha_m^2 + k^2 g(v)) V_m = 0,
\]

where the "±" superscript has been suppressed on the "\( V \)" for convenience.

The \( \alpha_m^2 \) is the separation constant determined by applying the pair of homogeneous boundary conditions that \( U_m(u) \) satisfies at \( u = u_\pm \), where \( u_- \) is the left boundary of the transformed patch and \( u_+ \) is its right boundary. Similarly, \( v_- \) is the lower boundary of the transformed patch and \( v_+ \) is its upper boundary. These boundary conditions depend on the geometry of the patch. They are either the physical boundary condition that the derivative \( U_m(u) \) must vanish at one or both of the limits of \( u \), or that \( U_m(u) \) must satisfy conditions that will make the field and its derivatives continuous at the limits of \( u \). Without loss of generality, one can always assume that \( V_m''(v_+) = 0 \). The condition that \( V_m(v) \) satisfies can also be the physical boundary condition that its derivative vanishes at \( v = v_- \), or that the field be continuous at \( v = v_+ \).

These parameters can be expanded in a power series in \( k^2 \) as

\[
U_m = U_{0m} + k^2 U_{1m} + k^4 U_{2m} + \cdots,
\]
\[ V_m = V_{0m} + k^2 V_{1m} + k^4 V_{2m} + \cdots, \]
\[ \alpha_m^2 = \alpha_{0m}^2 + k^2 \alpha_{1m}^2 + k^4 \alpha_{2m}^2 + \cdots, \]
\[ N_m = N_{0m} + k^2 N_{1m} + k^4 N_{2m} + \cdots, \]
\[ W_m = W_{0m} + k^2 W_{1m} + k^4 W_{2m} + \cdots. \]

The \( U_{nm} \)’s and the \( V_{nm}^\pm \)’s satisfy the sequence of differential equations,

\[ U''_{nm} + \alpha_{0m}^2 U_{nm} = -\sum_{\ell=0}^{n-1} \alpha_{(n-\ell),m}^2 U_{\ell m} - f(u) U_{(n-1),m}, \]
\[ V''_{nm} - \alpha_{0m}^2 V_{nm} = \sum_{\ell=0}^{n-1} \alpha_{(n-\ell),m}^2 V_{\ell m} - g(v) V_{(n-1),m}, \]

where again the superscript "±" on the \( V \)’s has been dropped for convenience. In addition to applying the boundary conditions discussed above, the following conditions are also applied to obtain the solution in the most convenient form:

\[ N_{1m} = N_{2m} = \cdots = 0, \]
\[ V_{nm}(v_+) = 0, \quad n > 0, \]
\[ V_{0m}(v_+) = 1, \]
\[ V_{nm}(v_-) = 0, \quad n > 0, \]
\[ V_{0m}(v_-) = 1. \]

These conditions can be applied since any of the multiplication of the \( U \) and \( V \) functions by any arbitrary function of \( k^2 \) leaves \( G(\tau|\tau') \) unchanged, but does change the coefficients of the series in \( k^2 \) listed above—i.e., the expansions given above are not unique. This choice simplifies the coefficients of the expansion of the Wronskian; they become

\[ W_{nm} = -V_{nm}^- (v_+). \]

Using the solutions of these equations in equations (7), (8), and (9) yields the expressions

\[ G_\ell(\tau|\tau') = r_{00} + \sum_{m=0}^{\infty} r_{1m}. \]

The \( r \)’s are

\[ r_{00} = \frac{1}{S} \left\{ \frac{n_{10} - \Delta u}{S} W_{20} \right\}, \]
\[ r_{10} = \frac{1}{S} \left\{ \frac{n_{20} - n_{10} \Delta u}{S} W_{20} - \frac{\Delta u}{S} W_{30} + \left( \frac{\Delta u}{S} W_{20} \right)^2 \right\}. \]
\[ r_{om} = \frac{2n_{om}}{\Delta u W_{om}}, \quad m > 0, \]
\[ r_{1m} = \left\{ n_{1m} - \frac{n_{om} W_{1m}}{W_{om}} \right\} \frac{2}{\Delta u W_{om}}, \quad m > 0, \]

where \( \Delta u = u_+ - u_- \). The \( n \)'s are given by

\[ n_{om} = U_{om}(u)U_{om}(u')V_{om}^-(v_<)V_{om}^+(v_>) + U_{om}(u)U_{om}(u')V_{om}^-(v_<)V_{om}^-(v_>) \]
\[ + U_{om}(u)U_{om}(u')V_{om}^+(v_<)V_{om}^+(v_>) + U_{om}(u)U_{om}(u')V_{om}^+(v_<)V_{om}^-(v_>). \]

The summand of \( G_0 \) always contains the term

\[ \frac{j\omega \mu u}{2\pi} \left\{ \frac{1}{m} e^{-mvz} \right\}, \]

where \( \alpha_{om} = mv \), \( z = v_> - v_< + j(u - u') \). This term can be summed in closed form to yield

\[ G_0(r|r') = \frac{j\omega \mu u}{2\pi} \left\{ \frac{v_>-v_<}{2} - \ln|vz| - \ln\left|\frac{\sinh(vz/2)}{vz/2}\right| \right\} + \text{remainder terms}. \]

For source points \((u', v')\) not on the edge of the patch, the remainder terms of \( G_0 \) in the preceding expression are non-singular as \((u, v) \rightarrow (u', v')\). The logarithmic singularity of the Green's function is explicitly extracted by this method. The remainder terms of \( G_0 \) and of \( G_1 \) involve sums over \( m \) of terms of the form

\[ e^{-m v z}, \frac{z}{(m v)^\ell} \]

where \( z \) is a complex number whose real and imaginary parts are linear functions of \( u, u', v, \) and \( v' \), and \( \ell = 1, 2, 3, \ldots \)

The series associated with these terms can be evaluated efficiently using the functions

\[ F_n(z) = \Re\left\{ \sum_{\ell=1}^{\infty} \frac{e^{-\ell z}}{\ell m} \right\}, \quad \ell = 1, 2, \ldots, \quad \Re(z) \geq 0. \]

The first function \( F_1(z) \) can be summed in terms of elementary functions and is given by

\[ F_1(z) = \frac{\Re(z)}{2} - \ln\left(2|\sinh(z/2)|\right) . \]

The second and third functions \( F_2(z) \) and \( F_3(z) \) can be computed for \( z \) in various regions of the complex \( z \)-plane as indicated in Figs. 23-24. The formulas are extended by the following identities to regions of the complex \( z \)-plane not covered in these two figures:
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\[
\mathbb{R}\left\{-0.82247 + 0.69315 \omega - \frac{1}{4} \omega^2 + \frac{1}{24} \omega^3 - \frac{1}{960} \omega^5\right\},
\]
\[
\omega = z - j\pi
\]
\[
\mathbb{R}\left\{e^{-s} + \frac{1}{4} e^{-2s} + \frac{1}{9} e^{-3s} + \frac{1}{16} e^{-4s}\right\}
\]
\[
\mathbb{R}\left\{z \ln s + 1.64493 - s - \frac{1}{4} s^2 + \frac{1}{72} s^3 - \frac{1}{14,400} s^5\right\}
\]

Real axis

Figure 23: Formulas for \(F_2(z)\) for different regions of the complex \(z\)-plane.
Figure 24: Formulas for $F_3(s)$ for different regions of the complex $s$-plane.
\( F_n(z) = F_n(z \mod 2\pi) \),
\( F_n(z) = F_n(z^*) \).

This method has been used to obtain explicit formulas for the several differently shaped patches. The formulas for rectangular patches are

\[
\begin{align*}
x_0 &= \frac{\pi}{a} (y_> - y_<) + j(x - x'), \\
x_1 &= \frac{\pi}{a} (y_> + y_<) + j(x - x'), \\
x_2 &= \frac{\pi}{a} [(2b - (y_> + y_<)) + j(x - x')], \\
x_3 &= \frac{\pi}{a} (y_> - y_<) + j(x + x'), \\
x_4 &= \frac{\pi}{a} (y_> + y_<) + j(x + x'), \\
x_5 &= \frac{\pi}{a} [(2b - (y_> + y_<)) + j(x + x')], \\
r_{00} &= \frac{1}{2S} \left\{ \frac{b^2}{3} - \left[ \frac{y_<^2}{2} + (b - y_>)^2 \right] \right\}, \\
r_{10} &= \frac{1}{4S} \left\{ \frac{1}{6} \left[ y_<^2 + (b - y_>)^2 \right] + y_<^2 (b - y_>)^2 - \frac{1}{3} b^2 \left[ y_<^2 + (b - y_>)^2 \right] + \frac{7}{90} b^2 \right\}, \\
\sigma_1 &= -\Re(ze^\ell), \quad \ell = 0, 1, 2, \\
\sigma_4 &= -\frac{\pi}{a} [2b - (y_> - y_<)].
\end{align*}
\]

\[
\begin{align*}
\Omega_{0m}(y\mid y') &= \sum_{\ell=0}^{3} e^{\frac{\ell\pi a}{2m}} \\
&= \frac{1}{1 - e^{-2\pi a / a}}, \\
\Omega_{1m}(y\mid y') &= \sum_{\ell=0}^{3} (bx/a + \sigma_4) e^{\frac{\ell\pi a}{2m}} \\
&= \left[ \frac{1}{m} + \frac{bx/a}{\cosh(m\pi b/a)} \right] \Omega_{0m}(y\mid y') - \Omega_{1m}(y\mid y'), \\
H_1(x) &= \left\{ \begin{array}{ll}
F_1(x), & |x| \geq \frac{\pi d}{2a}, \\
F_1 \left( \frac{\pi d}{2a} \right), & |x| < \frac{\pi d}{2a}.
\end{array} \right.
\end{align*}
\]

\[
G_0(r\mid r') = r_{00} - \frac{1}{\pi} \left\{ \sum_{m=1}^{\infty} \frac{1}{m} \left[ \Omega_{0m}(y\mid y') - \sum_{\ell=0}^{3} e^{\frac{\ell\pi a}{2m}} \right] \cos \left( \frac{m\pi x}{a} \right) \cos \left( \frac{m\pi x'}{a} \right) - \frac{1}{2} \sum_{\ell=0}^{5} H_1(x) \right\}.
\]
These series typically do not require more than two or three terms for adequate convergence.

A.2 Computation of the Far-Field Pattern

Given a patch with a set of \( L \) sample points \((u_1, v_1)\) along its edge (with \((u_L, v_L) = (u_1, v_1)\)), where \((u, v)\) is a point in the curvilinear coordinate system used to describe the patch, one can compute the approximate far-field in the following way. First, sample the loaded element mode \( \Psi(u, v) \) at each of the sample points thus forming the set

\[
\Psi^{(s)} = \Psi(u_s, v_s).
\]

Then the far-field components of the electric field are given by the following formulas,

\[
E_\theta = jk_0 F_x \sin \theta - F_y \cos \phi \frac{1}{4\pi r} e^{-jkr},
\]

\[
E_\phi = jk_0 F_x \cos \phi + F_y \sin \phi \cos \theta \frac{1}{4\pi r} e^{-jkr},
\]

where

\[
F = \sum_{l=0}^{L} \Delta \Psi^{(s)} l \left[ j_0 \left( \frac{1}{2} k_0 \hat{r} \cdot \Delta \tau \right) + j \Delta \Psi^{(s)} \Delta \tau \right] \Delta s e^{j k_0 \hat{r} \cdot \tau},
\]

\[
\Delta \Psi^{(s)} = \frac{1}{2} \left[ \Psi(u_{s+1}, v_{s+1}) + \Psi(u_s, v_s) \right],
\]

\[
\Delta \tau_1 = \tau_{s+1} + \frac{1}{2}(\tau_{s+1} + \tau_s),
\]

\[
\Delta \tau_2 = |\Delta \tau_1|,
\]

\[
\Delta \tau_3 = \Delta \tau_2 - \Delta \tau_1,
\]

\[
\hat{r} = \hat{x} \cos \theta + \hat{y} \sin \theta + \hat{z} \cos \theta,
\]

\[
\lambda_0(x) = \frac{\sin x}{x}, \quad \lambda_1(x) = \frac{\sin x}{x^2} - \cos x.
\]
A.3 The Computation of the Energy Stored in the Cavity

This section deals with the efficient computation of the electric stored energy within a microstrip antenna loaded with $N$ lumped, linear loads. The expression for the loaded mode distribution is given in equation (3) in Section 2. The actual load currents, which are distributed over a finite area, are assumed to be filamentary for the purpose of computing energy. This can be done because while the field itself arising under this assumption has log singularity, the square of this field over the volume of the cavity is integrable. The associated stored energy times $\omega$ is given by equation (4) Section 2. This series converges slowly enough that some moderate acceleration is useful. The series is summed, approximately, by extracting a single quasi-static term. This quasi-static term is identical to the 1st-order quasi-static term of the expansion of the Green's function itself.

The ratio
\[
\frac{1}{(k^2 - k_{mn}^2)} \approx b_0 \frac{1}{k_{mn}^4} + b_1 \frac{k^2}{k_{mn}^6}
\]
for $(m, n) \in A_\xi$. The set $A_\xi$ is the same as that defined in Section A.1. For the sake of numerical efficiency, the same value of $\xi$ should be used in this computation as that used for computing the field in equation (6) of Section A.1. Using the approximation in (10), one arrives at

\[
W_E = \frac{1}{2} \epsilon \epsilon_r \mu_0^2 4 \pi^2 \sum_{\ell=0}^{N} \sum_{s=0}^{N} I_\ell I_s \left\{ \frac{1}{S} \frac{1}{k^4} \sum_{A_0} \left( \frac{1}{(k^2 - k_{mn}^2)^2} - b_0 \frac{1}{k_{mn}^2} - b_1 \frac{k^2}{k_{mn}^4} \right) \psi_{mn}(r_\ell) \psi_{mn}(r_t) - b_0 G_1(r_s|\tau_s) - b_1 k^2 G_2(r_s|\tau_s) \right\},
\]
where

\[
G_2(r|\tau^r) = -\sum_{A_0} \frac{\psi_{mn}(r) \psi_{mn}(r^r)}{k_{mn}^6}.
\]

The computation of $G_1(r|\tau^r)$ is discussed in Section A.1. The computation of $G_2(r|\tau^r)$ could be handled in the same way as the computation of the lower-order quasistatic terms, but this is too tedious a computation. Instead, $G_2(r|\tau^r)$ is summed directly.

The coefficients $b_0$ and $b_1$ are the solution of the minimax problem,

\[
\min_{b_0, b_1, 0 \leq x \leq 1/\xi^2} \max_{\eta(x)} \left\{ |\eta(x)| \right\},
\]

where

\[
\eta(x) = \frac{1}{(1-x)^2} - b_0 - b_1 x.
\]
A plot of \( \eta(x) \) versus \( x \) will show that the minimax solution will satisfy

\[
\eta(0) = \eta(1/\xi^2)
\]

and

\[
\eta(0) = -\eta(x_{\text{max}}),
\]

where \( x_{\text{max}} \) satisfies

\[
\frac{d}{dx} \eta(x) = \frac{2}{(1 - x)^3} - b_1 = 0.
\]

The solution to this is

\[
x_{\text{max}} = 1 - \left( \frac{2}{b_1} \right)^{1/3}.
\]

The solution to the minimax problem is

\[
b_1 = \left( \frac{1}{(1 - 1/\xi^2)^2 - 1} \right) \xi^2
\]
\[
b_0 = \frac{1}{2} \left( 1 - b_1 + 3 \left( \frac{b_1}{2} \right)^{2/3} \right).
\]

For \( \xi = 2 \), these parameters are

\[
b_0 = 0.958
\]

and

\[
b_1 = 3.111.
\]

This approximation yields a maximum error of about 4%.

The next problem is to find \( G_2(r|\rho') \). What is the error if \( G_2(r|\rho') \) were only summed over \( \overline{A}_\xi \)? If \( \xi = 2 \), then a typical relative error level would be no worse than

\[
2^{-4} \approx 0.06.
\]

This is because \( k_{\text{max}} \) is typically greater than or equal to the smallest non-zero \( k_{mn} \). Contributions to the sum outside of \( \overline{A}_\xi \) are at least \( 2^{-6} \) times as small as the contribution due to the smallest \( k_{mn} \). In the worst case, all contributions outside of \( \overline{A}_\xi \) add in phase (when the source and observation points coincide) in which case the sum can be approximated by a continuous integral over wavenumber. This accounts for the exponent of 4 in the previous equation. This approximation of truncating \( G_2(r|\rho') \) to just a sum over \( \overline{A}_\xi \) should be adequate. Under this approximation, the expression for \( W_E \) becomes

\[
W_E = \frac{1}{2} \epsilon \mu_0 \eta_0^2 \sum_{l=0}^{N} \sum_{m=0}^{N} I_l I_m I_m
\]
\[
\left\{ \frac{1}{S_k^4} + \sum_{\xi} \left( \frac{1}{(k^2 - k_{mn}^2)^2} - b_0 \frac{1}{k_{mn}^4} \right) \psi_m(r_i) \psi_m(r_\xi) - b_0 G_{\xi}(r_i | r_\xi) \right\}.
\]
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