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A special experiment was carried out using a high powered transmitter and a high gain rhombic antenna to heat the ionosphere at a distance of 1300 km from the transmitter. A Digisonde ionospheric sounder was located at the midpoint to sense any changes that might occur in the ionosphere at the heating cycle period of ten minutes. The measured phase data was processed using spectrum analysis in an attempt to detect this ten minute period.
20. ABSTRACT (Continued)

The results are not conclusive but there is some indication that the heating period was detected only during the nighttime in agreement with theoretical prediction. Keywords: \[\text{field 4}\]
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1.0 INTRODUCTION

Using the published experimental results of G. S. Bochkarev, et al. (1982), it was decided to attempt to reproduce their work using a high powered transmitter located in Ava, New York. Because significant detail is omitted in the Bochkarev paper it was necessary to design the experiment using, in addition, the theoretical work published by Gurevich (1978) and other work along the same lines by Field and Warber (1985a). Bochkarev described an experiment, initially performed in 1974, using a high-powered HF transmitter to obliquely "heat" the ionosphere some 900 km down range, altering the ambient electron density structure and producing a significant change in a "wanted" radio signal propagating through the disturbed region.

This technology, in addition to perturbing a wanted radio wave passing through a disturbed region, can be used to describe how other high-power HF radio systems such as an over-the-horizon radar or a broadcast system, such as Voice of America, could affect their own signal by the same modification process.
2.0 THEORY

Under consideration here is the effect of high-power radio waves on the ionosphere. At "normal" power levels used by most communication or sounding systems, it is only necessary to consider the effect of the ionosphere on the radio wave. With the more powerful transmitters now in use, the inverse effect must also be investigated.

With application to this current program, a complete review of previous experiments and theory has been presented by Field and Warber (1985b). Only the important points necessary for the design of this experiment will be presented here. Heating caused by the interaction of the intense electric field, produced by the HF disturbing wave, with the plasma is considered. Field has shown that the most intense electric fields occur in the caustic region formed near the reflection point in the F-region of the ionosphere. In this respect, this process is the same as for vertical incidence heating where strong E fields are generated just below the X = 1 level in the ionospheric plasma (Shoucri, 1986).

The structure of the caustic region is described in Figures 5 through 9 in Field's report. (Figures 5-9, 10 and 12 from the Field report are presented in the appendix to this report.) With the disturbing transmitter described in the Field paper, i.e. $P_T = 100$ kW, $G_T = 20$ dB and a range of approximately 1,300 km to the reflection point, electric fields were predicted, for the nighttime, with intensities in the range of 0.2 to 0.4 (V m$^{-1}$) over a small region approximately 200 km in range at an altitude of 260 to 290 km. The exact location, in range, of the caustic region depends on the ratio of $f_{op}/f_{oF2}$, where $f_{op}$ is the disturbing transmit-
ter operating frequency and $f_{oF2}$ is the maximum plasma frequency of the F-layer of the ionosphere. For fixed ionospheric conditions the region of intense E field can be moved to shorter or longer ranges by changing the operating frequency. In daytime the predicted field strength varies from 0.1 to 0.2 (V/m) over the same sized region at a somewhat lower altitude (240 to 260 km). The disturbed altitude depends on the particular background ionospheric model chosen. Although models such as IONCAP are useful in planning such an experiment, a better real-time method had to be developed for use in the field to determine the location of the heated region.

The theory presented by Field and Warber indicated that there was no reason to expect an abrupt onset of heating in terms of disturbing transmitter power and that there was a relatively simple relationship between transmitter power and the magnitude of the heating effect. Finally Field calculated the expected time constants for heating and cooling of the plasma (cooling occurs when the disturbing transmitter is turned off). Heat conduction and thermal diffusion are not considered in the preliminary work by Field.

Figure 10 in Field's report indicates the heating and cooling variations parametrically in $E/E_p$ as a function of a characteristic time $t_0$. Both $E_p$ and $t_0$ were defined originally by Gurevich. For this experiment, $E_p \approx 0.3$ V/m and $t_0 \approx 20$ seconds are the appropriate values. Using Figure 10 (Field), the heating cycle should then be at least 120 seconds on and 120 seconds off. This will produce a temperature change of 0.2 to 0.4 times the ambient temperature.

At the time of the planning of this experiment the associated change in electron density ($N$) was not available and it was assumed that the change in $N$ would follow the change in temperature. In fact, recent work by Shoucri indi-
cates that the electron density variation caused by the heating produces a depleted electron region that recovers more slowly than the temperature. This results from the fact that the more massive ions diffuse relatively slowly back into the heated "void." The electrons are constrained to follow these slow moving ions. The different time constants associated with $\Delta T$ and $\Delta N$ will have an impact on the outcome of the experiment.
3.0 EXPERIMENTAL PLAN

Although the Soviet authors used an oblique "wanted" wave to indicate the presence of the disturbed ionosphere, it was decided that a better measurement, one that would provide quantitative data concerning the structure of the disturbed region, would be preferable. With limited resources, it was decided to establish only a midpoint site and make direct measurements from below the heated region rather than using a down range site as did Bochkarev.

The next problem addressed was the type of measurement that should be made that would be sufficiently sensitive to detect an effect which was expected, on the basis of the theoretical analysis, to be relatively small. Unfortunately the published work of Bochkarev never discussed his transmitter powers or antenna gains, data that would have been useful in planning this experiment. Expecting small changes it was decided that a phase measurement would be the most responsive. It was decided to install an ULCAR Digisonde 256 which would provide both vertical incidence ionograms and fixed-frequency phase measurements. The vertical incidence ionograms describe the gross ionosphere at the midpath and provide the disturbing transmitter at Ava, New York with frequency management information. The Digisonde's ARTIST (Reinisch and Huang, 1983) automatically scaled the ionograms and calculated the MUF(2600), which was telephoned to the transmitter site at Ava.

Before discussing in detail the phase measurements at the midpoint site, a brief description of the transmit site is necessary. The USAF Rome Air Development Center facility at Ava, New York (43° 30'N, 75° 20'W) is the site where a high power (up to 300 kW) CW transmitter and a hori-
The horizontal rhombic antenna is located. The horizontal rhombic, bore-sighted at a bearing of 230° T, provided a useful path over the southern United States. The choice of midpath site was based on several criteria. The selected site had to lie along the antenna bore-sight, the range to this site should be between 1,000 and 1,500 km from Ava, New York and, finally, the site should provide support and security for the equipment. On this basis the choice was made for the Arnold AFS at Tullahoma, Tennessee (35° 20′N, 86° 20′W). The distance between the transmitter and midpoint site is approximately 1,300 km. The total path back to the ground is then 2,600 km, a reasonable one hop F-layer path. Figure 1 shows a map of the area indicating the two sites.

The overall experimental configuration is shown in Figure 2 with the Digisonde 256 ionospheric sounding system located at Tullahoma, Tennessee near the midpoint of the path. As seen in Figure 2 and Figures 5 through 9 in Field's report, the caustic region lies at the "long" range side of the midpoint and for that reason the disturbing transmitter frequency must be adjusted appropriately so that the heated region lies over the sounding site.

Beyond the determination of the midpoint sounding site, two other critical factors had to be addressed before the experiment could begin. These problems are the heating cycle period and effective frequency management techniques.

It was decided to use a ten-minute heating cycle, that is the disturbing transmitter was on for five minutes and then off for five minutes. For the relatively low field strengths, using Figure 10 of Field's report, equilibrium can be reached within five minutes. The recovery back to ambient temperature is also shown to be complete within five minutes.
Figure 1. Experimental configuration: Transmitter in Ava, NY to the midpoint Digisonde at Tullahoma, TN
Figure 2. Pictorial description of ray paths showing the location of the caustic region.
Before addressing frequency management it was recognized that it might not be apparent when the caustic region would be over Tullahoma and it was decided to insure that at some time the heated region was located properly, the disturbing frequency was to be varied, in the process moving this region in and out over Tullahoma. Since the modified region has a range dimension of approximately 100 km, it required a frequency change of ±500 kHz in the daytime and ±250 kHz at night to move the heated region ±100 km. These frequency changes would be made on sequential heating cycles so that over a period of thirty minutes the caustic region would, with a high probability, fall over Tullahoma.

The other problem was to develop a method for determining the best frequency to be used for heating on a thirty-minute basis. Two techniques were employed to try to insure that the modified ionosphere was in the proper location. First, the vertical incidence sounding at Tullahoma was scaled for the MUF(2600), and this data was telephonically relayed to the Ava transmit site. The second method used the wideband ground backscatter ionogram made at Ava with a relatively low power (5 kW) transmitter and a horizontal log periodic antenna looking in the same direction as the disturbing transmitter. These backscatter ionograms were scaled for the maximum usable frequency for a range of 2,600 km. The frequency determined by the two methods was compared and an operating frequency was determined.

The experiment began on 15 May 1984 (J. D. 136) and ended on 24 May 1984 (J. D. 145). Although the Digisonde site at Tullahoma ran continuously during this period, limited manning at the Ava site permitted only eight-hour operations per day and not on the weekends. Figure 3 shows the measured variation of foF2 for the period of the experiment. The time scale is Central Standard Time (CST), corresponding,
Figure 3. Diurnal variation of foF2 at Tullahoma, TN for the ten day experiment
to Tullahoma, Tennessee, and the gaps in foF2 were usually caused by blanketing sporadic E. The solid bars at the bottom of most days indicate the periods when the Ava disturbing transmitter was operating. It is apparent that most of the operations were during the nighttime period from 1900 CST through 0500 CST. This was based on Field's analysis indicating a stronger effect at night. No heating experiments were carried out on days 140 and 141 as these were a Saturday and Sunday. As will be discussed later, the data analyzed for this report was concentrated in days 143, 144 and 145 producing a total twenty-four hours of phase data. This period was carefully analyzed because the disturbing transmitter power was increased late in the experiment from 100 kW to 200 kW in an attempt to increase the probability of success.

The ten-minute heating cycle was divided into five 96-second time intervals for the phase measurements. Figure 4 describes the relationship between the heating cycle and the phase measurement cycle. The second phase measuring cycle which would have begun at 2 minutes and 20 seconds into the heating cycle was replaced by a vertical incidence ionogram. In retrospect, making a vertical incidence ionogram every ten minutes and in the process disrupting the periodic phase measurements (two minute samples) may have reduced the signal-to-noise ratio of the processed phase variations. Once every thirty minutes for the VI ionograms would have been sufficient.

The fixed frequency phase measurements were made using the equivalent vertical frequency corresponding to the same virtual height as the oblique disturbing transmissions.
Figure 4. Relationship between heating cycle and the Digisonde phase measurements
4.0 DATA PROCESSING

The vertical ionograms were routinely scaled for the entire period and the ten-minute foF2 values are presented in Figure 3.

The basic concept for processing the phase data was to detect the modulation period imposed by the on/off cycling of the disturbing transmitter. The period of the fundamental frequency in this case was expected to be ten minutes.

To model the effect of the disturbing transmitter it was assumed that the phase changes closely followed the temperature changes. The expected temperature change with time is shown in the Field report, Figure 12 (see Appendix A) for realistic values of E/Ep = 0.6 and t0 = 20 seconds. To the extent that the phase variation followed this temperature change, a ten-minute fundamental period should be introduced into the phase data.

With what appeared to be relatively noisy phase data it was decided to average the phase change over a period of ninety-six seconds (128 points spaced 0.75 seconds apart). This close spacing of 0.75 seconds was selected to insure that this averaging over ninety-six seconds does not miss any $2\pi$ rotations between successive points. One example of these phase difference measurements is shown in Figure 5. The six overlaid curves correspond to the start times for the six heating cycles within one hour. These six data samples represent the same epoch relative to the heating cycle; in this case they start within the first minutes after the disturbing transmitter is turned on. The ordinate, the average Doppler frequency, is the measured change in phase within 96 sec divided by $2\pi T$ where $T = 96$ seconds.
Figure 5. Phase variation data: superposition of six heating cycles (one hour)
The relatively constant values represent an unchanging Doppler shift, in this case, very close to zero. The averaging process is formed by using the expression:

$$\Delta \phi_j = \sum_{i=1}^{128} \Delta \phi_{ij}$$

This averaging process produces a mean phase change over the 96-second period with little likelihood of missing any $2\pi$ rotations. The "j" index represents the thirty values in one hour of heating (five averaged periods spaced two minutes apart per ten-minute cycle). For the particular date and time indicated in Figure 5 (J. D. 144, 22 UT), the variation of the $\Delta \phi_j$ is shown in Figure 6. The ordinate represents the mean phase change in degrees. As shown in Figure 4, one two-minute sample out of each six is omitted so that a vertical incidence ionogram could be made. In all cases, except at the beginning of this hour, the missing point was filled in by interpolation and are indicated by the circled points.

In these data (Figure 6), the procedure is to find a ten-minute component corresponding to the heating cycle indicated at the bottom of the figure. Typically there are large scale slow fluctuations superimposed on any ten-minute period that may be present. These long period cycles are possibly produced by a travelling ionospheric disturbance (TID) passing over the site. A discrete Fourier transform was applied to the $\Delta \phi_j$ data in an attempt to detect the ten-minute period. These data were first detrended (linear variation removed) to remove the very lowest frequency components including the mean from the data.

As stated earlier, this processing was applied to the last three days of the experiment when the disturbing
Figure 6. Averaged phase variations over a one hour period
transmitter power was run at 200 kW. The results of the spectral analysis is discussed in Section 5.0.
5.0 ANALYSIS

Over the three-day period in May 1984, some twenty-four intervals of data, each approximately one hour long, were processed for this analysis. These three days were selected, as stated earlier, because the disturbing transmitter was operated at the highest output power, i.e., 200 kW.

These data were divided into two time intervals, both to increase the sample size and to determine whether any diurnal trends could be detected.

Day: (1200 CST to 2000 CST) - 8 samples

Night: (2000 CST to 0400 CST) - 16 samples

Typical spectra for day and night are shown in Figure 7. Here the large amount of power contained in the slow fluctuations (see Figure 6), i.e., \( T > 10 \) minutes, is the dominant feature of these spectra. All of these hourly data were superimposed and a median spectrum determined for the day and night period, separately. These results are shown in Figure 8. These data again indicate a large amount of natural fluctuations at long periods. It is against this background of natural phase variations, very likely caused by passing acoustic gravity waves, that the experimental ten-minute modulation must be detected. Under the most optimistic expectations, a clear peak at the ten-minute period and a secondary peak at five minutes could be expected.

Recognizing the dominant role played by the long period natural waves in the median day and night spectra, a simulation of the observed spectra is attempted so as to isolate component waves which are likely outside the naturally occurring spectral distribution associated with these acoustic gravity waves. Of particular interest is the amplitude
Figure 7a. Typical spectrum of phase variation - daytime
Figure 7b. Typical spectrum of phase variation - nighttime
Figure 8a. Median spectrum of phase variation - daytime
Figure 8b. Median spectrum of phase variation - nighttime
of any ten-minute component in these averaged spectra and how much of this ten-minute period zone can result from one frequency spreading into an adjacent frequency. The approach to this simulation was first to use a sum of sinusoids with periods from fifty minutes down to ten minutes. The amplitude of the sine waves were adjusted to reproduce the long period part of the spectrum. The processing of these sine waves and any other components of the simulation corresponds exactly to the actual data processing. In addition to the long period sine waves, a ten-minute square wave was added, with selected amplitude and a degree of asymmetry. This asymmetry, which might reflect a different response of the ionosphere to the heating and cooling cycles, introduces a first harmonic, a five minute component, in addition to the fundamental ten-minute period. Finally many examples of the actual phase fluctuation data were examined to determine the standard deviation of the data points which would have the effect of introducing a noise component into these spectra. Several important conclusions can be drawn from this analysis. Figure 9 shows the best fit to the measured spectra.

For the daytime, in Figure 9A, a ten-minute component and shorter period components are required to produce the measured median spectrum. The required ten-minute component matches well with the long period sinusoidal components at fifteen minutes and the measured shorter period components such as at seven or eight minutes. For the daytime, it does not appear likely that the observed ten-minute component was artificially produced by the disturbing transmitter. The presence of such short period gravity waves which do not normally propagate very great distance indicates that a natural source would necessarily be located relatively close to the experimental sounder site. The noise level was set to correspond to the short period part of the spectrum (periods less than six minutes).
Figure 9a. Simulation of median spectrum using component waves of varying periods - daytime
Figure 9b. Simulation of median spectrum using component waves of varying periods - nighttime
The situation is somewhat more clear at night (Figure 9B) where the same type of simulation was carried out. Here the dominant periods vary from twenty minutes to very long period waves of sixty minutes or greater. This analysis is limited to sixty minutes by the duration of the data samples. The detrending process would remove those periods greater than sixty minutes.

In these nighttime data, two peaks appear near ten and five minutes. The simulation indicates that these can only result from isolated frequency components at these periods and the amplitude of the peaks are not in agreement with the decay of the natural short period waves. This at least indicates a likelihood that this frequency resulted from the Ava-produced modulation. A degree of asymmetry was introduced to match the relative amplitudes of these two peaks in the nighttime data.
6.0 CONCLUSIONS AND RECOMMENDATIONS

Considering the short duration of this experiment and the limited amount of data collected, it is not possible to draw strong conclusions concerning the ability to detect the modification of the ionosphere at a location remote from a the Ava transmitter. The observation that the spectrum of the phase fluctuations was modified during the nighttime should be very cautiously accepted at this time.

The theory, as presented by Field, indicates that the temperature change induced by the heating during the nighttime should be approximately two times greater than the daytime change given that the median disturbing frequency in day was 15.5 MHz while at night it dropped to 11.5 MHz. The observations reported here agreed qualitatively with these calculations.

The general indications are that this experiment was, at best, marginally successful and much could be gained by an improved version. Several modifications to the experiment could be made to increase the potential for success.

1. Higher $P_T G_T$ -- somewhere between 300 kW and 500 kW with a similar or higher gain antenna system.

2. The distance to the midpoint could be reduced from 1,300 km to 900 km, as was the case in the Bochkarev experiments.

3. The heating cycle (on and off) should be shortened to approximately five or six minutes. Referring to Figure 8, on the average, the background naturally occurring phase fluctuation periods of five minutes are reduced by 3 to 8 dB relative to the ten-minute periods. This should make the detection of the modulation period easier.
4. The Digisonde's four-frequency mode should be used. Three frequencies can then sample different heights in the heated region. The fourth frequency can be set low enough so that it will be reflected from the lower part of the F-region, unaffected by the heating; it will thus provide a measure of the natural fluctuations in the ionosphere.

5. Further theoretical work must be carried out to determine the effect of transport and diffusion processes and to describe the expected behavior of the electron density in the heated region, not just the temperature variation.

6. Quantitative calculations should be performed on the propagation of radio waves through the disturbed region both at vertical and oblique incidence to determine the types of changes that are likely to be introduced by the modification process.

A conservative estimate of the improved performance of this experiment, based on changes recommended in Items 1, 2 and 3 above, is 12 dB. With this new configuration, detection of the heater modulation should be relatively straightforward.
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APPENDIX A

Figure 5. Daytime electric field contours; frequency = 17 MHz.
Figure 8. Nighttime electric field contours; frequency = 9 MHz.
Figure 10. Fractional F-layer temperature change versus time for various electric field strengths.
Figure 12. Calculated contours of electron temperature.