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INTRODUCTION

Many aspects of signal processing and communication theory have proven to be limited by a lack of sufficient developments in the areas of probability theory and mathematical statistics. Our investigations attempted to overcome this deficiency by contributing both to the underlying theoretical basis of the area as well as to some applied aspects of the area, and we have obtained a large body of results. Some principal thrust areas of our research effort have been concerned with quantization theory, signal detection, and estimation theory.

A brief topical overview of our research areas follows.

Quantization
- existence of optimal quantizers,
- convergence properties of sequences of quantizers,
- design of quantizers.

Signal detection
- effects of statistical dependence,
- relative efficiency between detectors,
- nonparametric detection.

Estimation
- effects of imperfect data,
- a general class of fidelity criteria leading to nonlinear estimators,
- convergence properties of sequences of estimators.

Additional areas
- median filters,
- stability of differential equations with random coefficients,
- bandwidth properties of random processes,
- contention resolution in local area computer networks,
- image compression,
- counterexamples.

This report is a survey of the technical results ensuing from the Grant AFOSR-81-0047. In the next section, we list the individuals supported by the grant. Then we list the publications which were supported by this grant. We conclude with a brief survey of the research results.
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A SURVEY OF RESULTS

In this section we will present a brief survey of our results supported by the grant. Much of our effort was concerned with quantization theory, signal detection, and estimation theory. Additional effort was directed to several other areas.

Quantization is the process by which data is reduced to a simpler, more coarse representation which is more compatible with digital processing. Loosely speaking, quantization is at the heart of analog to digital conversion. It is an area which has increased in importance in the last few years due to the burgeoning advances in digital technology. The typical goal of quantization is to reduce data to a simpler representation without causing much distortion; that is, the output of a quantizer should be close to the input, with some appropriate measure of distance.

An N-level k-dimensional vector quantizer is a mapping \( Q : \mathbb{R}^k \rightarrow \mathbb{R}^k \) which assigns the input vector \( x \) to an output vector \( Q(x) \) chosen from a set of \( N \) vectors \( \{ y_i : y_i \in \mathbb{R}^k, i=1,...,N \} \). Generally, the quantizer input is modeled as a random vector \( X \) described by a \( k \)-variate distribution \( F \). A measure of quantizer performance is the distortion function

\[
D(Q,F) = \int d(x,Q(x))dF(x), \tag{1}
\]

where \( d : \mathbb{R}^k \times \mathbb{R}^k \rightarrow \mathbb{R} \) is an appropriately chosen cost function. Many traditional cost functions \( d(x,y) \) were based on the quantization error \( x-y \); for example, the \( r \)-th power cost function \( \| x-y \|_r \) where \( \| \cdot \| \) represents the Euclidean norm on \( \mathbb{R}^k \). An optimal \( N \)-level quantizer \( Q \) for the random vector \( X \) is one that minimizes (1) over the class of all \( N \)-level quantizers.

It would be of interest to know conditions under which optimal
quantizers exist. For example, in recent years much work has been done to investigate design algorithms for optimal quantization. Existence of an optimal quantizer is directly related to the convergence of such algorithms. If an optimal quantizer does not exist, then the algorithm might not converge, or it may converge to a non-optimal solution. We have investigated numerous aspects of the existence of optimal quantizers. Our results have addressed difference based cost functions, e.g. \( d(x,y) = c(x-y) \), as well as non-difference based cost functions for \( k \)-dimensional random variables. We have established sufficient conditions for existence of optimal quantizers, and, for a fairly general case, we have established easily checked conditions which are necessary and sufficient for existence of an optimal quantizer. We also investigated the existence of optimal quantizers for random variables taking values in a metric space. Our results on the existence of optimal quantizers are given in [3, 10, 20, 24, 26, 29, 35, 45, 47, and 59].

One of the more practical problems associated with quantizers is the problem of how to construct them. Most of the algorithms for quantizer design involve successively improving a suboptimal quantizer, with the procedure hopefully converging to an optimal quantizer. Assume that a sequence of distribution functions \( \{F_n\} \) converges weakly to a distribution function \( F \), and let \( Q_n \) be an optimal \( N \)-level quantizer for \( F_n \). Consider the following questions:

(Q1) Do the distortions \( D(Q_n, F_n) \) converge to \( D(Q,F) \), where \( Q \) is an optimal quantizer for \( F \)?

(Q2) Does \( \{Q_n\} \) converge weakly to some quantizer \( Q \); and if so, is \( Q \) optimal for \( F \)?

Loosely speaking, these two questions formalize the essential concerns in studying the convergence of algorithms for quantizer design. In our
investigations we established conditions sufficient for an affirmative answer to both of these questions. We considered \( k \)-dimensional random variables with both difference and non-difference based cost functions, and we also considered random variables taking values in a metric space; in each case we addressed both of these questions and gave conditions implying affirmative answers. Our results on the convergence properties of sequences of quantizers can be found in [10, 15, 20, 24, 29, 35, 45, and 59].

Many researchers have studied algorithms for optimal quantization of a known probability distribution. In practice, however, the statistical description of the signal is often not known precisely. If the input distribution \( F \) is not known, then we might form an estimate \( F_n \) based on \( n \) observations of the input signal. As \( n \) becomes large, we expect a reasonable estimate to converge to the true distribution \( F \). Intuitively then an optimal quantizer designed for \( F_n \) and the resulting distortion should closely approximate those of an optimal quantizer for \( F \). We established properties of an estimator \( F_n \) so that this kind of reasoning would be valid, and we gave some specific results for a kernel density estimate. Our results in this area are given in [10, 20, 24, 29, 35, and 45].

We have established several results concerned with the practical aspect of the actual design of scalar quantizers. For the design of scalar minimum mean square error quantizers, the most popular algorithm is that credited to Lloyd (method II) and Max. Two tactical problems associated with the Lloyd-Max algorithm are how to initialize it and how to update it. We investigated both of these problems; we presented an initialization scheme which was markedly superior to existing schemes, and we presented an update procedure based on the Newton-Raphson algorithm. Our work resulted in a very fast design procedure. In another approach to the design of scalar
quantizers, we considered their implementation via a method known as companding, where a compressor maps the reals into (0,1), followed by a uniform quantizer on (0,1), followed by an expander (the inverse of the compressor). We investigated the use of piecewise linear companders (i.e. the compressor was piecewise linear). We also analyzed the performance of companders in the presence of additive channel noise; the compressor was designed to not only take into account the quantization noise but also to take into account the presence of noise that might be present during the transmission of data. Our results on the actual numerical design of quantizers are in [2, 4, 12, 27, 33, 39, 40, 43, and 53].

Another research area in which we have obtained results is the area of discrete time signal detection. The detection problem is modeled as a test between two statistical hypotheses; we assume that under the null hypothesis noise alone is being observed, and under the alternate hypothesis a signal plus noise is being observed. In the case of discrete time detection where the noise and the signal are stationary and the samples are mutually independent, it is well known that the Neyman-Pearson test has a test statistic which can be expressed as \( \sum_{i=1}^{n} g(X_i) \) where \( X_i \), \( i=1, \ldots, n \), represent the observations, and \( g(\cdot) \) is an appropriately chosen function. We considered the problem of constraining the test statistic to be of the above form and letting the noise samples be "slightly" dependent. We then tried to choose the function \( g(\cdot) \) to best account for the dependency structure of the noise, in the sense of the asymptotic relative efficiency (or Pitman efficiency) with respect to any other choice for \( g(\cdot) \). We considered various ways of formalizing the concept of a sequence of random variables being "slightly" dependent, including the concepts of \( \phi \)-mixing and strong mixing, as well as concepts based upon the maximal correlation function, and we
treated both constant signals and random signals. Our work in this area can be found in [1, 5, 7, 36, 37, 38, and 53].

We also studied signal detection based upon a finite number of observations. Consider the case where one simply assumes that the observations \( \{X_i, i=1,2,\ldots,n\} \) form a set of mutually independent random variables. Under this assumption (and knowing all of the univariate distributions) one could straightforwardly design a detector optimal in the Neyman-Pearson sense. Assume that it is designed for a false alarm probability of \( \alpha \) and that (under the assumption of independence) the detection probability is \( \beta \). One might suspect that the data is not really mutually independent but that any dependency present is negligible. What if there is dependency in the data (as there surely would be with today's high sampling rates)? In that case, if the above detector is used, the actual false alarm rate would be \( \tilde{\alpha} \) and the actual detection probability would be \( \tilde{\beta} \).

In our work we related a measure of dependency to bounds on \( |\alpha-\tilde{\alpha}| \) and \( |\beta-\tilde{\beta}| \). Our results in this area can be found in [34 and 46].

It is well known that for a wide variety of fidelity criteria (Neyman-Pearson, Bayes, probability of error), an optimal detection scheme consists of comparing a likelihood ratio (i.e. an appropriate Radon-Nikodym derivative) to an appropriate threshold. In a detection context, the likelihood ratio is often thought of as the data processor. We considered the effect induced on the data processor of a signal detection system when the underlying noise distribution is varied about its nominal value, and we addressed the concern of how a noise distribution can be changed without the optimal data processor being changed. Our results characterized a class of contaminants of an arbitrary nominal distribution over which the optimal data processor can be designed using the nominal distribution. This work can be
In another aspect of signal detection, we considered using a continuous time filter for a discrete time problem. That is, we supposed that the signal $s(\cdot)$ was known at certain discrete instants of time $\{t_k\}$, and we showed that under certain regularity conditions we could derive a signal $\tilde{s}(\cdot)$ such that $\tilde{s}(t_k) = s(t_k)$ in such a way that if we used a continuous time filter based on the signal $\tilde{s}(t)$, $0 \leq t \leq T$, then the performance of the detector was robust to the inexact knowledge of the actual signal $s(t)$, $0 \leq t \leq T$. We showed that the performance of the continuous time detector based on the signal $\tilde{s}(t)$, $0 \leq t \leq T$, could be considerably better than the performance of the discrete time detector based on the signal $\{s(t_k)\}$, even though the signal $s(t)$ is not known for $t$ outside the set $\{t_k\}$. This work can be found in [11 and 30].

Consider the nonparametric detection of a constant signal in noise. If the noise sequence were independent and identically distributed, a popular nonparametric detector might be the sign detector. Other investigators considered the case where the noise instead was $m$-dependent, and they then considered a modified sign detector. That is, they summed $n$ consecutive samples, skipped the next $m$, summed the next $n$, skipped the next $m$, and so on. The sums thus form a sequence of mutually independent random variables. To this resulting sequence of random variables, they applied the classical sign detector. We considered the use of this sample and skip procedure for this problem of $m$-dependent noise and also for the problem of strong mixing noise, and we showed how a modified sign detector can be designed. We established an upper bound on the asymptotic performance of the detector, and we specified the form of a detector whose performance achieves this bound. The optimal design of the detector under a finite sample criterion was also found in [44].
considered, and we showed that, contrary to remarks in the literature, there is a marked difference in the detector designs resulting from the asymptotic criterion and from the finite sample criterion. We produced examples of pairs of nonparametric detectors \((D_1, D_2)\) for which \(D_1\) is "better" and \(D_2\) is "worse" as judged from the asymptotic viewpoint but with the opposite conclusion when judged from the finite sample viewpoint. Our work in this area can be found in [17 and 51].

The relative efficiency between two detectors is a ratio of the amount of data required by one detector, relative to another, to attain a prescribed level of performance. Although this concept is of fundamental importance in the theory of signal detection, it has been successfully investigated in only very few special cases. As an approximation to the relative efficiency, engineers have frequently employed the asymptotic relative efficiency (ARE), the limiting value of the relative efficiency (under suitable regularity conditions) as the sample sizes required by the detectors approach infinity. The ARE was introduced in the statistical literature, where it is known as the Pitman efficiency. Usually it can be determined in a fairly straightforward fashion, and this is due principally to an appeal to the central limit theorem. The ARE is a limiting result, and in any practical engineering situation, only a finite number of samples can be taken in the context of discrete time detection. Thus it might not always be appropriate to approximate the relative efficiency with the ARE. We considered the discrete time detection of signals in additive noise, and we studied how the relative efficiency converged to the ARE. We also considered this situation with signals which were not precisely known, and we presented both upper and lower bounds on the relative efficiency. Some examples illustrated a fairly slow approach of the relative efficiency to the ARE. Our work in this area
can be found in [18, 31, and 42].

Another research area in which we have achieved some results is concerned with estimating a random variable by a function of other random variables. Let \( \{X(t), t\in[0,T]\} \) denote a random process that is continuous in probability and let \( Y \) denote a second order random variable. In many situations, one is interested in \( E(Y|X(t), t\in[0,T]) \). This is the optimal \( \sigma(X(t), t\in[0,T]) \)-measurable mean square estimate of \( Y \) given perfect knowledge of \( \{X(t), t\in[0,T]\} \) at all times \( t\in[0,T] \). However, in practical situations we are neither able to observe the random process continuously in time nor do we have perfect knowledge about the random process when we are able to observe it. That is, we can practically observe \( X(t) \) at only finitely many times \( t_1, \ldots, t_n \), and each observation is actually quantized, since computers and practical measuring devices can handle only finite data sets. We are thus led to consider questions such as how does \( E(Y|X(t), t\in[0,T]) \) compare to \( E(Y|Q[X(t_i)], i=1, \ldots, n) \)? We investigated this situation, where the random process \( \{X(t), t\in[0,T]\} \) took values in a separable metric space. Since this random process represents potentially observable data, the metric space setting thus allows a more realistic model of a setting in which we might observe data. Also, with appropriate integrability conditions put upon \( Y \), we investigated the estimation of \( Y \) given \( \{X(t), t\in[0,T]\} \) versus the estimation of \( Y \) given our "defective" data \( \{Q[X(t_i)], i=1, \ldots, n\} \), for fidelity criteria that are far more general than mean square error. We developed some approximation results for abstract Banach spaces. We then considered Orlicz spaces of random variables and used our Banach space results to establish several convergence properties of estimators based on "defective" data such as \( \{Q[X(t_i)], i=1, \ldots, n\} \) to estimators based on ideal data such as \( \{X(t), t\in[0,T]\} \). This allowed us to examine estimation theory in a more
general context than mean square error and it gave us a much wider choice of
criteria for analyzing and penalizing error. Our results in this area can be
found in [49, 55, and 58]. In [52] we investigated the related problem of
how \( E\{(Y-E(Y|X))^2\} \) differs from \( E\{(Y-E(Y|Q(X))^2\} \), where \( Q \) is a quantizer.

We have also achieved results in the area of median filtering, a popular
nonlinear filtering scheme used in discrete time signal processing. Linear
filtering is not adequate for certain applications. If the signal to be
processed consists of the sum of a high frequency noise and a component with
information-bearing sharp edges, then a linear filter, upon removing the
noise, will also smear out the edges in the original signal, possibly
obscuring their information contents. To overcome this difficulty, nonlinear
smoothing devices have been used. Tukey is generally credited with the idea
of introducing nonlinear filters based on moving sample medians of the input
signal, and he did the pioneering work in this area. These systems are
referred to as median filters. Median filters have several interesting
characteristics that make them sometimes superior to linear systems. If a
signal has spike-like components, median filtering can eliminate them without
significantly modifying other components, and if a signal contains step-like
components, median filtering can preserve them. Median filters have been
studied by several investigators; however, many of the reported results are
of an empirical nature. We presented the first rigorous theoretical analysis
of the properties of median filters. Also we analyzed the effect of median
filters upon sequences of random variables, and we studied the second moment
properties of their outputs. Our work in this area can be found in [9, 13,
14, and 22].

Recently, several investigators have been studying the stability
properties of the solutions of differential equations of the following form:
\( X(t) = AX(t) + f(t)BX(t) \),

where \( X(t) \in \mathbb{R}^n \), \( X(0) = X_0 \), \( f(t) \) is a scalar random process, and \( A \) and \( B \) are \( n \times n \) matrices. Such equations are used to model linear dynamical systems with multiplicative state noise and investigators have been concerned with the conditions under which the state \( X(t) \) would asymptotically tend to the origin. Roughly speaking, most investigators have based their analyses upon either certain algebraic properties of the system or upon the assumption of ergodicity of the noise. We presented very general conditions under which the state \( X(t) \) tends to the origin with probability one with neither the traditional algebraic assumptions on the system nor ergodic assumptions on the noise. This work can be found in [6 and 21].

In another area, we introduced a novel technique for expanding a function in orthonormal polynomials. Given a function to be expanded in a polynomial series, we first used the FFT (fast Fourier transform) to compute a vector of Fourier coefficients. Then, using a change of basis transformation, we transformed the Fourier coefficients to the polynomial coefficients. This work can be found in [8].

We also considered some aspects of the problem of image compression. In image compression one seeks to reduce the number of bits used to represent an image while at the same time not distorting the image too much by this alteration. Loosely speaking, it is often desirable to employ an image compression scheme whose attractiveness lies not in optimality under a quantitatively defined fidelity criterion, but rather in ease of implementation with good performance. Consider partitioning the image into nonoverlapping blocks of pixels. We investigated a particular algorithm known as block truncation coding, which involves a two level nonparametric quantizer whose output levels are obtained by matching certain sample moments.
(of the empirical data in each block) of the data before and after quantization. We generalized the original development by allowing more general sample moments to be preserved by the quantizer; and we showed by examples that our modification could yield better performance. We also introduced an easily implemented alternative scheme for image compression which allows exploiting some commonly encountered image characteristics, such as some relatively large regions of constant gray level. We showed via examples that our scheme can offer remarkably good performance in certain cases for various compression ratios. A noteworthy additional consequence was that in certain cases we could analytically characterize a data compression rate such that the image can be restored precisely (with no distortion whatsoever!). While not intended for application to all images, our method was well suited to offering improved performance and enhanced compression ratios for certain types of images. Our work in this area can be found in [19, 41, and 48].

We have also investigated contention resolution in local area computer networks. Our work has been in the context of carrier sense multiple access with collision detection (CSMA/CD); that is, a station can sense the transmission of another station, and a station can detect a collision. The well-known Ethernet, pioneered by Xerox in 1976, is a popular example of this technique. The basic CSMA procedure is to listen to the channel before transmitting and to defer when the channel is busy. A collision can result due to the propagation delay associated with the network. In 1984 a protocol called Enet II was introduced as a candidate for the second generation of Ethernet, and it was designed to address the problem of effectively resolving collisions in a multiple access protocol. Our investigations have addressed the question of how well this protocol resolves collisions. Our work in this
area can be found in [54 and 56].

In another area of research, we investigated some effects of a form of nonlinear distortion on spectral properties of random processes. Let \( \{X(t), t \in \mathbb{R}\} \) denote a second order random process that is second order stationary and mean square continuous. Then it is well known that \( X(t) \) possesses a spectral distribution function \( F \). (We take all spectral distribution functions to be zero at minus infinity.) Let \( g: \mathbb{R} \to \mathbb{R} \) be a Borel measurable function such that \( \mathbb{E}(g[X(t)])^2 \leq \infty \). (The function \( g \) is often known as a zero memory nonlinearity.) Then \( g[X(t)] \) is mean square continuous and thus possesses a spectral distribution function \( G \). For \( p \geq 2 \), let

\[
A_p = \frac{\int |u|^p \, dF(u)}{F(\infty)}
\]

and

\[
\bar{A}_p = \frac{\int |u|^p \, dG(u)}{G(\infty)}
\]

where we assume that \( F(\infty) > 0 \) and \( G(\infty) > 0 \) (i.e. neither \( X(t) \) nor \( g(\cdot) \) is "degenerate"). The \( A_p \) and \( \bar{A}_p \) represent the \( p \)-th absolute moments of the input and output normalized spectral distributions, respectively. These quantities are important since they relate to measures of spectral dispersion, and thus bandwidth. Bandwidth is a fundamental property of signal transmission; and nonlinearities, such as \( g(\cdot) \), are encountered in numerous situations. We compared \( A_p \) to \( \bar{A}_p \) for various conditions placed on \( g(\cdot) \) and \( X(t) \), and with certain conditions on \( X(t) \) we gave both upper and lower bounds to \( \bar{A}_p \) in terms of \( A_p \) and \( g(\cdot) \). For example, we showed that if \( X(t) \) is a zero mean Gaussian process with a nonconstant autocorrelation function and if \( g(\cdot) \) is odd and not almost everywhere constant, then \( A_2 \leq \bar{A}_2 \), with equality if and only if \( g \) is almost everywhere linear. Our work in this
area is in [25].

In [16] we presented some results on the prediction of a time series where our predictor was constrained to have the form of a zero memory nonlinearity followed by a linear filter.

In [23] we corrected an error relating to the width of the center spectral lobe of a class of MSK-type (minimum shift keying) signals.

In [28] we presented the preliminary results of an effort we began, concerned with the consequences of robustness in signal detection.

Finally, we presented a collection of counterexamples to some popular misconceptions in communication theory. For example, we showed that for any positive number M, there exists a real number B, a probability space, two random variables X and Y defined on this probability space, and a function f: IR→IR such that |X| and |Y| are both less than B, f(Y) = X pointwise on the underlying probability space, but E(⟨Y-E(Y|X)⟩^2) > M. These counterexamples are presented in [32] and [50].